






For Isaac and Olly



CONTENTS

 

INTRODUCING TESTOSTERONE REX

A NOTE ABOUT TERMINOLOGY

 

PART ONE | PAST

 

CHAPTER 1 FLIES OF FANCY

CHAPTER 2 ONE HUNDRED BABIES?

CHAPTER 3 A NEW POSITION ON SEX

 

PART TWO | PRESENT

 

CHAPTER 4 WHY CAN’T A WOMAN BE MORE LIKE A MAN?

CHAPTER 5 SKYDIVING WALLFLOWERS

CHAPTER 6 THE HORMONAL ESSENCE OF THE T-REX?

CHAPTER 7 THE MYTH OF THE LEHMAN SISTERS

 

PART THREE | FUTURE



 

CHAPTER 8 VALE REX

ACKNOWLEDGMENTS

NOTES

INDEX



But in addition to being angry, I am also hopeful, 


because I believe deeply in the ability of human

beings 


to make and remake themselves for the better.

—CHIMAMANDA NGOZI ADICHIE,

“We Should All Be Feminists” 1



INTRODUCING TESTOSTERONE REX

 

ONE MEMORABLE EVENING, I MENTIONED OVER THE FAMILY dinner that it

was time to get our newly acquired dog desexed. At this

point I should explain that my older son has a strange,

unchild-like interest in taxidermy. Thus, ever since this

boisterous, loving canine entered the household, my son

has been campaigning for the dog, after it dies, to live on

not just in our hearts, but in a tasteful, formaldehyde-

preserved pose in the living room. To my son, then, my

remark about neutering offered the possibility of a stopgap

until that day should come. Dropping his cutlery in

excitement, he exclaimed, “We could have his testicles

made into a key ring!”

A lively debate on the merits of this idea then ensued.

I share with you this intimate moment from Fine family

life for two reasons. First, I wish to draw attention to the fact

that—contrary to a prevailing view of the feminist as the

kind of person who could think of no more inspiring and

motivating a start to the workday than to unlock her office

with a set of keys from which dangles a man-sized pair of

testicles—I strongly vetoed my son’s suggestion.

The second reason is that there is a useful metaphor

here. A pair of testicles hanging on a key ring is bound to

capture attention; to mesmerize. “That’s some key ring you

have there,” people would politely comment. But what they

would really mean is that in some important way your

identity has been defined. Idiosyncrasies, complexities,

contradictions, characteristics in common with those who

don’t have genitals on a key ring—all this fades into the



background. Who you are is someone with a testicle key

ring.

Biological sex can capture our attention in much the

same way. We are spellbound by it; keep it constantly in the

spotlight. This might seem perfectly appropriate. After all,

sex categories—whether you have female or male genitals—

are obviously fundamental for reproduction. Sex categories

are also the primary way we divide the social world. When a

baby’s born, their sex is usually the first thing we want to

know about them, and the last demographic information

you’re ever likely to forget about a person is whether they

are male or female. Perhaps it’s not surprising, then, that we

often think of biological sex as a fundamental force in

development that creates not just two kinds of reproductive

system, but two kinds of people.1

At the core of this way of thinking is a familiar

evolutionary story (aptly dubbed the “Biological Big Picture”

by one of its sharpest critics, University of Exeter’s

philosopher of science, John Dupré.2) As we all know, the

two parents of every human baby are owed grossly unequal

debts for the miracle of life. According to my rough

calculations, the mother is due more or less a lifetime of

unwavering gratitude in return for the donation of a nice

plump egg, forty weeks or so full bed and board in utero,

many hours of labor, and several months of breast-feeding.

But for the father, who by the time of birth may have

supplied nothing more than a single sperm, a quick

appreciative nod might well seem sufficient. This

fundamental sex difference in biological investment in a

baby means that, at least in some respects, in our ancestral

past the sexes required different approaches to life to

achieve reproductive success. This, of course, is the bottom

line—indeed the only line—in evolutionary accounting.

Men’s much smaller minimum investment in a baby means

that they can potentially reap huge reproductive benefits



from having sex with many different women; preferably

young, fertile ones. Not so for a woman. What most

constrains her is access to resources, to help her care for

her biologically expensive offspring.

And so, the various versions of this well-known account

continue, a form of natural selection called sexual selection

—arising from the edge that some individuals enjoy over

others of the same sex when it comes to reproduction3—

came to shape different natures in the sexes. Men evolved a

promiscuous streak, and to be risk-taking and competitive,

since these were the qualities that best enabled them to

accrue the material and social resources attractive to

women, and to turn that sexual interest into a reproductive

return. A man could do okay by sticking with one woman,

but those nice guys never hit the reproductive jackpot. For

women, on the other hand, this kind of rapacious acquisitive

behavior would usually have had more costs than benefits.

Some authors propose an evolved female strategy of

opportunistic affairs with genetically superior men, during

the fertile phase of the menstrual cycle, in a “good genes”

grab.4 But the ancestral women who most often passed on

their genes were the ones psychologically inclined to play a

safer game, more focused on tending to their precious

offspring than diverting their energy toward chasing

multiple lovers, riches, and glory.

All of this appears to be cool, dispassionate, unarguable

evolutionary logic. Feminists can rail at the patriarchy and

angrily shake their testicle key chains all they like: it’s not

going to change the fundamental facts of reproduction. Nor

will it change the cascade of consequences this has for the

brains and behavior of modern-day humans. These effects,

we’re often told, apparently encompass activities well

beyond our ancestors’ wildest imaginings, like growing cell

cultures in a science lab, or traveling at great speed in a

metal tube on wheels. Consider, for example, how



University of Glasgow psychologist Gijsbert Stoet explains

the persistence of the gender gap in the science,

technology, engineering, and mathematics (STEM) fields:

People are often guided by their unconscious

desires. In the stone age, it was useful for men to be

hunters and women to look after babies, and nature

has helped by encoding some of these skills in the

hardware of our brain. That still influences how we

think today.5

I have to say that none of the many mathematicians and

scientists I know do their research in a way that brings to

mind a caveman chasing a bush pig with a spear, but of

course things may be done differently in Glasgow. And a

similar link between the past and the inequalities of the

present is made by the contributor to a Formula 1

magazine:

A 21st century human has a stone-age brain.

Stone-age humans of course did not participate

in the FIA Formula 1 World Championship, but the

rewards of survival and of course mating resulted in

a male brain tuned for hunting, aggressiveness and

risk taking.

This has been shown in studies to be represented

in the way males drive cars today. This is the reason

why males have a higher number of fatal accidents

on the road than females. Females were of course

during the same period honed to raise and defend

offspring. This of course all sounds deeply sexist but

it is a combination of historical fact and recent

scientific study.6

Quite so! How could it be sexist to merely report the

objective conclusions of science? In fact, are there any



sexists these days? Or are there just people who recognize

that our brains and natures have been shaped by

evolutionary pressures responsive only to reproductive

success in our ancestral past, with no concern for the future

consequences for the representation of women in Formula 1

world championships, or on corporate boards? After all, as

University of California, Irvine, neurobiologist Larry Cahill

observes:

To insist that somehow—magically—evolution did

not produce biologically based sex influences of all

sizes and sorts in the human brain, or that these

influences somehow—magically—produce little or

no appreciable effect on the brain’s function

(behavior) is tantamount to denying that evolution

applies to the human brain.7

Indeed, as the number of studies reporting sex

differences in the brain pile up, the argument that sexual

selection has created two kinds of human brain—male and

female—seems to get stronger and stronger.8 Could John

Gray have been right after all when he claimed that men are

from Mars and women are from Venus? Some scientists

have argued that although average differences in the way

males and females think, feel, and act may, on a trait-by-

trait basis, be relatively modest, the accumulated effect is

profound. “Psychologically, men and women are almost a

different species,” was the conclusion of one Manchester

Business School academic.9 Cahill, likewise, suggests that

this compounding is akin to the way that many small

differences between a Volvo and a Corvette—a little

difference in the brakes here, a modest dissimilarity in the

pistons there, and so on—add up to very different kinds of

car.10 Perhaps not coincidentally, one is a nice, safe family



vehicle with plenty of room in the trunk for groceries; the

other is designed to offer power and status.11

We certainly often behave and talk as if the sexes are

categorically different: men like this, women like that. In toy

stores, sex-segregated product aisles (real or virtual)

assume that a child’s biological sex is a good guide to what

kinds of toys will interest them. Supposedly in keeping with

sex-specific selection pressures in our evolutionary past,

“boy toys” encourage physicality, competition, dominance,

and construction. Meanwhile, the pink aisle, with its gentler

offerings of dolls, domestic toys, and beauty sets, reinforces

the twin pillars of traditional femininity: nurturance, and

looking pretty.12

Some schools boast sex-segregated classrooms,

grounded in the assumption that biological sex creates

useful categories for pedagogical needs. For instance, the

advertising tagline of a boys’ school near me—“We know

boys”—suggests that a state of deep confusion would arise

were a girl to suddenly appear at the school one day,

expecting to be taught. “But we know boys!” one imagines

the teachers exclaiming in despair.

Many books likewise reinforce the message that Men Are

from Mars, Women Are from Venus,13 with other titles

promising to explain why Men Are Like Waffles—Women Are

Like Spaghetti,14 Why Men Want Sex and Women Need

Love,15 Why Men Don’t Listen and Women Can’t Read

Maps,16 Why Men Don’t Iron,17 and even Why Men Like

Straight Lines and Women Like Polka Dots.18 (Straight lines

are very unwelcoming, I find.)

And when it comes to the workplace, many “gender

diversity” consultants take it for granted that biological sex

provides a useful proxy for the skill sets employees bring to

organizations. To increase female representation at senior



levels, they recommend that employers “harness the unique

qualities of men and women.”19 To have mostly men in

senior management positions, this argument goes, is a bit

like trying to sweep a floor with nine dustpans and one

brush. Take a typical offering of this kind, Work with Me: The

8 Blind Spots between Men and Women in Business,20

respectfully reviewed in Forbes and The Economist.21 Here,

authors Barbara Annis and John Gray argue that workers

need to cultivate a “gender intelligence”—meaning a better

understanding of men’s and women’s different perspectives

and needs, and proper appreciation of the hardwired female

talent for communality, collaboration, intuition, and

empathy that provide the perfect balance to men’s

intrinsically competitive, goal-oriented, and sometimes

socially insensitive approach.

When we think of men and women in this complementary

way, it’s intuitive to look for a single, powerful cause that

creates this divide between the sexes. And if you’re thinking

right now of a hormone beginning with the letter T, you’re

not alone. Testosterone has long featured prominently in

explanations of the differences between the sexes, and

continues to do so. For example, University of Cambridge

neuroscientist Joe Herbert’s recent book Testosterone: Sex,

Power, and the Will to Win leaves readers at no risk of

underestimating its potency:

At the end of any discussion of the impact of

testosterone on the history of mankind in all its

wide-reaching and powerful complexity, a simple

fact remains: without testosterone there would be

no humans to have a history.22

Now there’s a conclusion to inspire the reverence the

testicle deserves . . . or at least until you realize that the

same fact applies to estrogen, carbon, and even that dullest



of elements, nitrogen. But still—Sex! Power! The will to win!

As Herbert explains, these are exactly the masculine

qualities that, according to received wisdom regarding our

evolutionary past, were so necessary for male reproductive

success.23 The testosterone surge in males during gestation

is critical for the development of the male reproductive

gear. The sustained increase in testosterone at pubescence

brings about sperm production and secondary sexual

characteristics like increased muscle mass, facial hair, and

broad shoulders. Wouldn’t it make sense if testosterone also

made men masculine,24 creating a psychological wedge

that makes men like this, while its minimal presence in

females helps to make women like that? As the hormonal

essence of masculinity, testosterone would ensure that the

desire for sex, the drive for power, and the will to win

develop far more strongly in the sex for whom it was

reproductively beneficial in our evolutionary past.

We all know what this means for sex equality in the

workplace, given the much higher average levels of

testosterone in men than women. Men’s wider range of

reproductive possibility means that “the entire life history

strategy of males is a higher-risk, higher-stakes adventure

than that of females,” as one scholar put it.25 So what does

it mean for hopes of equality if testosterone fuels the

appetite for adventure? Of course, we should value the

special qualities that arise from women’s low-risk, low-

stakes approach to life. As world economies struggle to

recover from the reckless risk taking that brought about the

global financial crisis, commentators ask if there is “too

much testosterone” on Wall Street,26 calling for more senior

women in finance. To a woman, after all, with the merest

dribble of testosterone coursing through her bloodstream,

subprime mortgages and complex credit derivatives will not

have the same irresistible appeal. But here’s the other side



of that coin. If, thanks to the hand of evolution and

implemented by testosterone, one sex is biologically more

predisposed to want to take risks and get ahead, then it

simply stands to reason that this is the sex that will be more

eager to, say, take on the gamble of entrepreneurship,

compete in Formula 1, or aspire to a powerful status that

every day brings the heady possibility of barking the words

“Jones—you’re fired!” As Dupré explains the implications:

If status-seeking is shown to be an adaptation for

male reproductive success, we have finally located

the biological reason for the much lower status

achieved by women. Let’s leave the men to pursue

status while the women devote themselves to the

important business of staying young.27

It’s true that we don’t, as a rule, tend to think that the

scientific facts of nature dictate how things should be. Just

because a scientist says that something is “natural”—like

male aggression or rape—obviously doesn’t mean we have

to condone, support, or prescribe it. But that doesn’t mean

that science has nothing to contribute to societal debates or

aspirations.28 Although scientific claims don’t tell us how

our society ought to be, that being the job of our values,

they can give us strong hints as to how to fulfil those values,

and what kind of arrangements are feasible.29 As

Macquarie University philosopher Jeanette Kennett points

out, if an egalitarian society isn’t “a genuine possibility for

creatures like us . . . then, on the basis that ought implies

can, egalitarian prescriptions and ideals are undermined.”30

If it’s typically only in male nature to play with certain kinds

of toys, to want to work in particular kinds of occupations, to

be willing to make the family sacrifices, and to take the

necessary risks to get to the top, then that surely tells us

something about what kind of society it’s reasonable to



hope for and aspire to. Stoet, for example, takes pains to

reassure that his conclusions about the lingering impact of

our evolutionary past on girls’ interest in biology or

engineering “does of course not mean that women in

modern society should stick with traditional roles.” He

emphasizes that people should be free to make

counterstereotypical career choices. But he is also of the

view that this opportunity will never be taken up with any

great regularity, and that initiatives to equalize women’s

participation in higher-paying STEM careers “deny human

biology and nature.”31

This statement reflects a heavy responsibility shouldered

by those who take this view of the sexes: to be the

messenger of unwelcome but necessary truths. The

principle of sex equality—that no one should be denied an

opportunity simply on the basis of the genitalia they happen

to have stowed in their undies—is reasonably well

entrenched in Western, contemporary societies. True, the

members of gentlemen’s clubs were apparently taking a

long, deep nap when that particular shift in social attitudes

and legislation took place; but most of us get it, and the

principle is enshrined in equal-opportunity legislation. But if

the sexes are essentially different, then equality of

opportunity will never lead to equality of outcome. We’re

told that “if the various workplace and non-workplace gaps

could be distilled down to a single word, that word would not

be ‘discrimination’ but ‘testosterone’”;32 that evolved sex

differences in risk preferences are “one of the pre-eminent

causes of gender difference in the labor market”;33 and that

rather than worrying about the segregated pink and blue

aisles of the toy store we should respect the “basic and

profound differences”34 in the kinds of toys boys and girls

like to play with, and just “let boys be boys, let girls be

girls.”35



This is Testosterone Rex: that familiar, plausible,

pervasive, and powerful story of sex and society. Weaving

together interlinked claims about evolution, brains,

hormones, and behavior, it offers a neat and compelling

account of our societies’ persistent and seemingly

intractable sex inequalities. Testosterone Rex can appear

undefeatable. Whenever we discuss the worthy topic of sex

inequalities and what to do about them, it is the giant

elephant testicles in the room. What about our evolved

differences, the dissimilarities between the male brain and

the female brain? What about all that male testosterone?

But dig a little deeper and you will find that rejecting the

Testosterone Rex view doesn’t require denial of evolution,

difference, or biology. Indeed, taking them into account is

the basis of the rejection. As this book shows, Testosterone

Rex gets it wrong, wrong, and wrong again. Contemporary

scientific understanding of the dynamics of sexual selection,

of sex effects on brain and behavior, of testosterone-

behavior relations, and of the connection between our

evolutionary past and our possible futures, all undermine

the Testosterone Rex view.

There is no dispute that natural selection shaped our

brains as well as our bodies. If there are any feminist

creationists out there—it seems like an unlikely combination

of worldviews—I can attest that I’m not one myself. But as

the first part of this book, “Past,” explains, the familiar

“Biological Big Picture” version of sexual selection is now

looking decidedly vintage. Decades of research in

evolutionary biology have destabilized the key tenets once

thought to apply universally across the animal kingdom,

whereby arduous, low-investing males compete for coy,

caring, high-investing females. The sexual natural order

turns out to be surprisingly diverse, and we also bring our

own uniquely human characteristics to the sexual selection

story. For many years now, science has been rewriting and

humanizing this evolutionary account: not much remains of



the old tale at the heart of Testosterone Rex, as the first

three chapters show.

“Past” razes old assumptions that universal principles of

sexual selection inexorably gave rise to the evolution of two

kinds of human nature, female and male. This clears the

way for the second part, “Present,” to continue to build the

case for the same conclusion, beyond sexuality. Needless to

say, these days we all agree that “nature” and “nurture”

interact in our development. But in the interactionism of the

Testosterone Rex perspective, biological sex is “a basic,

pervasive, powerful, and direct cause of human

outcomes.”36 Sex is fundamental, so that story goes. It is

the timeless, unchanging seed from which either a male or

female developmental program unfurls. Experience plays a

secondary role in the individual’s developmental journey to

a male brain and male nature, or to a female brain and

female nature. Of course there is variability—not all men are

identical, nor are all women. But amid all the “noise” of

individual differences, a male or female “essence” can be

extracted: characteristics of maleness and femaleness that

are natural, immutable, discrete, historically and cross-

culturally invariant, and grounded in deep-seated, biological

factors.37 Whenever we say that “boys will be boys,” or

accuse progressive interventions of trying to “go against

nature” we invoke the assumption that there are such

evolutionarily intended outcomes or “essences.”38

But as Chapters 4 and 5 show, while the genetic and

hormonal components of sex certainly influence brain

development and function—we are not asexual blank slates

—sex is just one of many interacting factors. We are an

adapted species of course, but also unusually adaptable.

Beyond the genitals, sex is surprisingly dynamic, and not

just open to influence from gender constructions, but reliant

on them. Nor does sex inscribe us with male brains and

female brains, or with male natures and female natures.



There are no essential male or female characteristics—not

even when it comes to risk taking and competitiveness, the

traits so often called on to explain why men are more likely

to rise to the top.

So where does that leave testosterone? How does it

create masculinity, if there’s no one way of being a man, no

common masculine core? Testosterone affects our brain,

body, and behavior. But it is neither the king nor the

kingmaker—the potent, hormonal essence of competitive,

risk-taking masculinity—it’s often assumed to be, as

Chapter 6 explains. So while it’s probably fair to say that it

really was mostly men who brought about the global

financial crisis, the currently fashionable contention that

“testosterone did it” and that therefore more “endocrine

diversity” will save us,39 is an excellent example of what

happens when flawed Testosterone Rex thinking is applied

to research and public debate, as Chapter 7 concludes.

So what should we make of—do with—this new and

evolving scientific understanding of the relations between

sex and society?

The final part of the book, “Future,” looks ahead. The

death of Testosterone Rex, and the arrival of its scientific

successor, should transform how we think about the

prospects for social change. No longer can we assume that

to decree sex differences “biological,” “innate,” cross-

culturally universal, or manifestations of sexually selected

adaptations, is to pronounce us stuck with them, as the last

chapter explains. So what, as a society, do we want?

NO DOUBT TESTOSTERONE REX will survive the savaging it receives

in this book, and—like a taxidermied family dog that persists

past its natural life span—continue to linger on in the public

and scientific imagination. However, hopefully it will be left

looking gravely injured. Or at the very least a bit nibbled.



But seriously, Testosterone Rex is extinct. It

misrepresents our past, present, and future; it misdirects

scientific research; and it reinforces an unequal status quo.

It’s time to say good-bye, and move on.



A NOTE ABOUT TERMINOLOGY

 

A WHILE AGO, MY YOUNGER CHILD GROUND TO A HALT IN A homework

assignment because he wasn’t sure whether to use the

word “sex” or “gender” to describe a school-camp exercise

in which every boy was paired with a girl.

“Well!” I exclaimed gleefully when he posed the question,

quietly thrilling with excitement to have been presented

with such a perfect teachable feminist moment. “That’s a

very interesting question, Olly. Let me try to explain.” At

these words, Olly’s older brother let out a small gasp. If you

can imagine the faces of onlookers had the Little Dutch Boy

suddenly removed his finger from the hole in the dyke, you

will have a rough idea of his expression.

Ignoring this look with quiet dignity, I began my sermon

on the principles of terminology, but was almost

immediately interrupted.

“Just tell me which, Mum,” my son said impatiently. “I’ve

got multiplication homework to do as well. Is it ‘sex’ or

‘gender’?”

HIS UNCERTAINTY ISN’T SURPRISING. From the late 1970s, the word

“gender” began to be used as a way of drawing a distinction

between biological sex, and the masculine and feminine

attributes and status that a society ascribes to being male

or female. The idea was that by referring to “gender” you

highlight the role of these social constructions—what society

makes it mean to be male or female—in creating disparities

between the sexes, as opposed to the relentless unfurling of

biologically determined male and female natures.1 But this



approach was short-lived. From about the 1980s onward,

the word “gender” also began to be used in place of “sex”

as a way of referring to whether an individual is biologically

male or female, including even nonhuman animals.2 These

days, for example, surveys regularly ask you to identify your

“gender,” even though typically the expectation is that your

answer will be based on whether you have a vagina or a

penis, rather than any gendered psychic qualities or

preferences. The person processing your credit card

application will not appreciate it if, instead of checking one

of the two boxes, you make annotations to the effect that in

some ways your gender is male, but in other, no less

important respects, it’s female. This shift in usage has

therefore robbed the word “gender” of its original meaning

and function.3 In its place, some feminist scientists now use

terms like “sex/gender” or “gender/sex,” to emphasize that

when you compare the sexes you are always looking at the

product of an inextricable mix of biological sex and social

gender constructions.4 But while this makes good sense (as

Chapters 4 and 6 make clear), it’s not particularly conducive

to a smooth reading experience. For this reason, I use “sex”

when referring to comparisons based on the categories of

biological sex, and “gender” to refer to the social

ascriptions.

In a second sacrifice of scholarly pedantry for the sake of

readability, I use the word “promiscuous” (rather than more

technical and precise terms like “polygynous,” “extra-dyadic

coupling,” “polyandrous,” and “multiply mating”), despite

this being a term that is coming to be frowned upon in

evolutionary biology.5 While “promiscuous” is a highly

value-laden term, no moral judgment whatsoever is implied

by its application here. Not even for those slutty sandpipers

featured in the chapter that follows.6



PART ONE

PAST



CHAPTER 1

 

FLIES OF FANCY

 

BACK IN THE MISTS OF TIME THAT THANKFULLY CAST A HAZE over my

dating career, I became entangled with a man who drove a

Maserati. When I let this slip to my mother, she responded

in the unnaturally bright tone of voice she uses whenever, in

deference to my technical state of adulthood, she wishes to

disguise the fact that she thinks I have made a decision that

will lead inexorably to disaster. “Fancy, a Maserati!” she

exclaimed. “Does he have many girlfriends?”

The unsubtly implied connection has an interesting

scientific history.1 In the middle of the last century, the

British biologist Angus Bateman carried out a series of

experiments with fruit flies. They would eventually become

the wellspring of a flood of claims about the psychological

differences that have evolved between women and men. If

you have ever come across the idea that men drive

Maseratis for the same reason that peacocks grow

elaborately ornamental tails, then you have been touched

by the ripples of this landmark study. Bateman’s research

was inspired by Darwin’s theory of sexual selection, which

was a much debated subtheory within Darwin’s widely

accepted theory of natural selection. (Natural selection is

the process whereby the frequency of different versions of a

heritable trait change over time, due to some varieties of a

trait leading to greater reproductive success than others.)



Sexual selection theory was, in part, an attempt to make

sense of the mystery of why the males of many species

display extravagantly showy characteristics, like the

peacock tail. These phenomena demanded an explanation

because they were so awkward for Darwin’s theory of

natural selection. After all, if a primary goal of your life is to

avoid being eaten by another animal, then a large, eye-

catching, wind-dragging, feathered rear sail is not an asset.

Darwin’s explanation drew on richly detailed

observations of animals and their mating habits. (As one

Nature journalist observed of that period of history, “despite

the Victorians’ reputation for prudishness . . . there were few

places in the world where courting animals could escape the

note-taking naturalist.”)2 These field studies gave rise to

Darwin’s famous observation in The Descent of Man, and

Selection in Relation to Sex that the cause of males’

deviation from the female form

seems to lie in the males of almost all animals

having stronger passions than the females. Hence it

is the males that fight together and sedulously

display their charms before the female.3

On the fighting side, more formally known as intrasexual

competition, Darwin proposed that some characteristics

(like an imposingly grand size or an intimidatingly large pair

of antlers) are usually selected for more strongly in males.

This is because these kinds of features increase a male’s

reproductive advantage by enhancing his ability to fight

against other males for access to females. On the other

hand, more whimsical characteristics—like a splendid

plumage, a tasteful odor, or an intricate song—have their

positive effect on reproductive success by boosting the

male’s appeal as a mate for the female. This dynamic is

termed intersexual competition.



Darwin acknowledged that the pattern he’d described

was sometimes reversed, with females being competitive or

ornamented, and males appearing in the choosy, less

spectacular style. But this was less common because,

Darwin suggested, the challenge to be chosen usually fell

more strongly on males than on females. He implied that

this was due somehow to differences in the size and

mobility of sperm versus eggs. But it was Bateman who,

picking up on this idea and developing it, offered the first

compelling explanation for why it is that males compete,

and females then choose from among them.

The goal of his research was to test a prediction from

sexual selection theory. Just like natural selection, sexual

selection needs variation in reproductive success in order to

work: if everyone is equally successful in producing

offspring, there’s no basis on which to weed out less

successful individuals. If, as Darwin suggested, sexual

selection acts more strongly on males, then this implies

greater variation in the reproductive success of males than

in females—that is, a wider range between the least, and

the most, reproductively successful individuals. Bateman

put this assumption to the test for the very first time.4

To do this, he ran six series of experiments in which male

and female fruit flies (Drosophila melanogaster) were

trapped together in glass containers for three to four days.

At the end of this period, Bateman worked out as best he

could how many offspring each male and female had

produced, and from how many different mates. He needed

considerable ingenuity to do this, since the discipline of

molecular biology, that today brings paternity-testing kits to

supermarket shelves, did not exist in the 1940s.

A screen-buff might be tempted to describe the solution

he came up with as a cross between Frankenstein and Big

Brother. Each fly in his series was inbred with a different,

distinctive mutation: some with charmingly evocative



names (like “Bristle,” “Hairless,” and “Hairy-wing”); others

distinctly creepier (such as the miniature- or even no-eyed

“microcephalous” fly). Each fly had one dominant mutant

allele (one of the two copies of a gene) and a recessive

normal one: meaning, as you might distantly recall from

high school biology class, roughly a quarter of the offspring

would end up with a mutation from both mother and father,

a quarter from the father alone, and another quarter from

the mother alone. (The last lucky 25 percent of the offspring

would have no mutations at all.) This principle of genetic

inheritance enabled Bateman to estimate how many

offspring each male and female had produced, and how

many different mates a fly had enjoyed.

The outcome of Bateman’s six series of matchmaking

was the first scientific report of greater male variation in

reproductive success. For example, 21 percent of males

failed to produce any offspring, compared with only 4

percent of females. Males also showed greater variation in

the estimated number of mates. But it was the linking of the

two findings that became the basis of explanations for why

males compete and females choose: Bateman concluded

that although male reproductive success increased with

promiscuity, female reproductive success did not. His

critically important explanation was the now familiar insight

that male success in producing offspring is largely limited by

the number of females he can inseminate, whereas a female

gains nothing from further pairings beyond a single one

(since her first mate should furnish her with plenty more

sperm than she needs).

Interestingly, Bateman’s study was largely ignored for

over twenty years.5 Then his argument was expanded in a

landmark paper by the evolutionary biologist Robert

Trivers.6 In this paper, the economics of egg and sperm

production was made more explicit, being expressed in

terms of the larger female investment of a big, costly egg



compared with the male’s minuscule contribution of a tiny,

single sperm. Trivers also pointed out that the lopsided costs

of reproduction can go well beyond sex differences in the

size of the original contribution of gametes (that is, the egg

versus the sperm) to include gestation, lactation, feeding,

and protection. Any female readers who have themselves

reproduced will, I’m sure, be inclined to agree with this point

about the substantiveness of the female mammalian

reproductive role. (My own personal understanding of this

deep truth occurred during my first pregnancy, on reading

an unhelpfully vivid description of childbirth as a physical

feat comparable to a person making their way out of a car

via the exhaust pipe.) The more highly investing sex—

usually females—should therefore hold out for the best

possible male, Trivers speculated, as the costs of a poor-

quality mating are considerable. But males would do best to

compete with other males in order to spread their cheap,

mass-produced seed among as many females as possible. A

follow-up implication, argued Trivers, is that males usually

have less to lose and more to gain from abandoning existing

offspring in pursuit of a new mate.

The Bateman paradigm, as it’s sometimes known, was

for a long time “the guiding principle and cornerstone for

much of sexual selection theory.” As University of Missouri–

St. Louis evolutionary biologist Zuleyma Tang-Martínez puts

it:

Up until very recently, the unquestioned

assumptions underlying the study of sexual

selection have been that eggs are expensive while

sperm are unlimited and cheap, that males should

therefore be promiscuous while females should be

very choosy and should mate with only the one best

male, and that there should be greater reproductive

variance among males (as compared to females)

because it is males that compete for females and



mate with more than one female. Since females are,

presumably, mating with only one male, this means

that some males may mate with many females,

while others may mate with few or none. This

reproductive variance is then responsible for the

sexual selection of traits possessed by the more

successful males.7

Indisputably elegant, Bateman’s conclusions, elaborated

by Trivers, enjoyed the status of universal principles for

many years. They also became the bedrock of claims about

evolved differences between women and men, in which

peacock tails are replaced with Maseratis, corner offices, or

big shiny trophies. Just replace the phrase “many females”

with “many girlfriends” and “traits possessed by the more

successful males” with “Maseratis possessed by the more

successful males” and the dots are all connected. From this

evolutionary perspective, a woman aspiring to high status is

a bit like a fish aspiring to a bicycle.

But in the past few decades there has been so much

conceptual and empirical upheaval over sexual selection in

evolutionary biology that, according to one professor in that

field I spoke to, the classic Bateman and Trivers papers are

now largely cited for sentimental reasons. And startlingly,

the first set of contradictory data we’ll look at comes from

Bateman’s own study.

ALTHOUGH BATEMAN’S CONCLUSIONS tend to evoke images of the

Playboy Mansion or well-stocked harems, it’s necessary for

the time being to return to Bateman’s unsalubrious glass

containers. It was only in our young century that, noticing

that this (ahem) seminal paper had never been replicated,

or apparently even subjected to close inspection, the

contemporary evolutionary biologists Brian Snyder and

Patricia Gowaty reexamined it. As they acknowledge, they



returned to the study with many advantages that Bateman

had lacked. These included modern computational aids,

more sophisticated statistical methods and—perhaps I can

dare to add?—fifty years of feminist insights into how

cultural beliefs can affect the scientific process.8 Like other

modern critics of the Bateman study, Snyder and Gowaty

expressed considerable admiration and respect for

Bateman’s “groundbreaking” study. But as they point out,

given its “foundational nature,” it was “important to know

that Bateman’s data are robust, his analyses are correct and

his conclusions are justified.”9 As it happens, no such

reassurance was forthcoming. Snyder and Gowaty’s

inspection revealed some significant problems.

For a start, as you’ll recall Bateman used different

mutant Drosophila strains so that he could infer

reproductive success from the particular pattern of

abnormalities passed on to each offspring. If this method

had you squeamishly pondering the grisliness-squared of a

fly unfortunate enough to inherit both a maternal and a

paternal mutation, you are one step away from a significant

problem: these mutations turned out to affect offspring

viability, and Bateman only counted surviving young in his

tallies.10 But if, on the other hand, a fly was more likely to

survive because it had only one mutation, or none, then it

could only be assigned, at best, to one parent. With the

parentage of so many fertilizations completely or partially

unaccounted for, this left considerable scope for error. While

Bateman recognized this issue, Snyder and Gowaty

quantified it. They noticed that in two-thirds of Bateman’s

series of experiments, his data indicated that males had

produced more offspring than the females: a logical

impossibility, since every offspring of course had both a

father and a mother. In other words, the data had been

biased toward counting the offspring of males.11 This bias is



important because the very point of the study was to

compare male and female variance in reproductive success,

yet the data were biased in ways likely to inflate estimates

of the male variance.

Even setting aside this source of bias in Bateman’s data,

a vital problem remains, raised first by Tang-Martínez and

Brandt Ryder.12 While recognizing that Bateman’s study

was “ingenious and elegant,”13 they also pointed out that

his famous finding that only males benefit from promiscuity

—immortalized into a universal principle—actually only

applied to his last two series of experiments. For reasons

that remain obscure,14 Bateman analyzed the data from the

first four series separately from the last two, and presented

them in two separate graphs. Remarkably, females did show

greater reproductive success with a greater number of

mates in the first four series, albeit less so than males. But

in the discussion section of his article Bateman focused

primarily on the results that fit the notion of competitive

males and choosy females. As Tang-Martínez notes, this

selective focus was then perpetuated by others:

With a few exceptions, most subsequent researchers

presented and relied only on the data from

Bateman’s series 5 and 6 (Bateman’s second

graph). General discussions of sexual selection, and

even textbooks in animal behavior, almost always

presented only the second graph and the discussion

was limited to these results, usually as an

explanation of why males are promiscuous and

females coy and choosy. The results of series 1–4,

and any discussion of increases in female

[reproductive success] as a function of the number

of males the female mated with, for all practical

purposes disappeared from the literature.15



To see what the results looked like without the apparently

arbitrary split among the experimental series imposed by

Bateman, Snyder and Gowaty reanalyzed data from all six

series pooled together. As they drolly point out, if only

Bateman had done so himself, he could have proudly laid

claim to the first evidence of the reproductive benefits of

female promiscuity! Reproductive success increased with

number of mates for both females and males, and to a

similar degree. Considered together with the bias toward

counting fathers’ offspring, they concluded “that there is no

serious statistical basis in Bateman’s data for his conclusion

that the reproductive success of females does not increase

with the numbers of mates females have.”16

It probably goes without saying that it is something of a

setback that Bateman’s principles are contradicted by

Bateman’s data. Of course, evolutionary biologists

interested in sexual selection weren’t idly lolling around for

decades on the grounds that good old Bateman had

discovered everything they needed to know back in 1948.

They were busy doing experiments, and contemporary

research has identified many species to which Bateman’s

principles do appear to apply.17 However, Drosophila

melanogaster turn out to be just the beginning of a more

complicated empirical story. By 2012, a lengthy table in an

academic behavioral ecology journal listed thirty-nine

species, from across the animal kingdom, in which research

had established that female promiscuity brings about

greater reproductive success.18 And while in many of these

species this link is nonetheless stronger for males,

sometimes it’s equal (for instance, in the yellow-pine

chipmunk and the wild eastern salamander).19

This helps to explain why, contrary to the historical

understanding that promiscuity is generally the preserve of

males, it’s now clear that female promiscuity is abundant



across the animal kingdom—from fruitflies20 to humpback

whales21—and is “widespread” among primates.22 This

revelation owes a large debt to the DNA paternity-testing

techniques that have enabled researchers to part the veils

of discretion that previously obscured rampant female

promiscuity (most particularly in many supposedly

monogamous female birds).23 Consider the lek: a mating

arrangement in which males compete with each other in a

specific territory or arena in a winner-takes-all conflict for

sexual access to females. It is the paradigm case of

competitive males and choosy females. But in some

species, on closer inspection with the benefit of paternity-

testing techniques, it has been turned upside down. For

example, observations over two years of the buff-breasted

sandpiper, a beautiful shore bird, suggested that in line with

traditional expectations of how leks operate, one fortunate

male was seen to be involved in 80 percent of matings in

the first year, and 100 percent in the second.24 Well worth

him taking any risk to reach that top-bird position, you

would think. But DNA paternity testing of over 160 offspring

hatched during that time revealed that much had taken

place out of sight. Far from one or two males having all the

reproductive luck, at least fifty-nine different males had

fertilized eggs in the forty-seven broods tested! (Eggs from

the same brood can have different fathers.) This meant that

“there were actually more fathers than mothers.”25 Recall,

there’s supposed to be only one father shared among the

entire community of mothers. Moreover, most males only

bore offspring with a single female, yet a remarkable 40

percent of the broods had more than one father.

There could hardly be a greater contrast to traditional

understanding of how a lek operates. It’s as if the women of

a harem were to casually comment to the sultan when he

popped by, “Oh no, that child’s not one of yours—that’s the



second footman’s daughter. . . . Eh? Ah, sorry. He’s not

yours either, that’s the son of the chauffeur. Hang on,

sultan, we’ll find your kid. Nadia . . . Nadia! Do you

remember which of these kids is the sultan’s? Oh, yes,

that’s right. That boy over there playing with his half-

brother. He’s yours. Almost certainly.”

In fact, there were already striking reports of female

promiscuity even in the 1960s and 1970s, as University of

California, Davis, behavioral ecologist Sarah Blaffer Hrdy has

pointed out. Take the big cats, such as the lioness who

might, during estrous, mate as many as a hundred times a

day with multiple lions. Or, consider savanna baboons,

reported to actively seek numerous, brief pairings.26 Yet

somehow observations such as these failed to make much

of a conceptual dent: perhaps because, as Hrdy wryly

suggests, “theoretically the phenomenon should not have

existed.”27 (As anthropologists like to quip: “I would not

have seen it if I hadn’t believed it.”)28

Hrdy can lay claim to the best-known challenge to the

notion of female monogamy. While studying a gray, black-

faced species of langur monkey in India as a graduate

student of Harvard University, she noticed that the females

would routinely solicit mates other than “their so-called

harem-leaders.” As Hrdy describes her slow intellectual

dawning:

My own first glimpse of a langur, the species I was

to spend nearly 10 years studying intermittently,

was of a female near the Great Indian Desert in

Rajasthan moving rapidly through a steep granite

canyon, moving away from her natal group to

approach and solicit males in an all-male band. At

the time, I had no context for interpreting behavior

that merely seemed strange and incomprehensible

to my Harvard-trained eyes. Only in time, did I come



to realize that such wandering and such seemingly

“wanton” behavior were recurring events in the lives

of langurs.29

Given the risks and costs of these “excess” matings (such

as disease and predation risks for leaving the group, as well

as the investment of time and energy that could be spent

doing something else), this was behavior that required

explanation. (Hrdy suggested that it helped to leave open

the father’s identity, making it less likely that the mothers’

offspring would be killed.) Since this justly famous scientific

revelation, researchers have come up with all manner of

ingenious suggestions as to the advantages female animals

might gain from multiple mates. Since it only seems fair that

women, too, should have access to evolutionarily flavored

“the-whisperings-of-my-genes-made-me-do-it” excuses for

cheating on a partner, I provide a selection of these ideas

here. Proposed gains of female promiscuity include genetic

benefits, healthier offspring, and the opportunity to set up

sperm competitions that weed out inferior specimens. It’s

even been suggested that females may have sex with

several males in order to sabotage the reproductive success

of rivals, by depleting local sperm stocks.30

If this last possibility sounds more ludicrously Dr. Evil

than Mother Nature, this may be because of how effectively

the Bateman principles obscured the notion of female

competition.31 For years, it was assumed that, since even

the most mediocre female can achieve the very modest feat

of getting herself fertilized by an eager male, every adult

female will reproduce just about as well as the next.

Females, then, would be under little selection pressure to

develop traits that give them a reproductive edge over

other females. But as Hrdy pointed out more than three

decades ago, and ongoing research continues to confirm, a

female’s status and situation can have major repercussions



for her reproductive success—particularly over longer time

periods, during which discrepancies in male reproductive

success may even out somewhat, as males take turns at

being “king of the hill.”32 Among primates, for instance,

low-ranking females’ ovulation may be suppressed by

nearby dominant females, or they may be so harassed by

other females that they spontaneously abort. In the event

that they do successfully give birth, their offspring are less

likely to thrive and survive, thanks to inadequate food,

harassment, or even infanticide at the hands of unrelated

females. Gruesomely, these marauding females have even

been known to eat the infants they kill. Meanwhile, in

species like the chimpanzee, higher-ranking females

reproduce at a faster rate, and their infants are more likely

to survive, apparently due to access to richer foraging

sites.33

Resources and rank matter for females. (Indeed, now

might be a good moment to remind ourselves that the

expression “pecking order” comes to us courtesy of hens.)

Dominant female mammals have been found to get more

and higher-quality food, better access to water or nest sites,

and to enjoy reduced predation risks—thus, “improved

reproductive success among dominant females appears to

be widespread in a variety of mammal species.”34 Given

everything it takes to gestate, lactate, and successfully see

off one’s young into the world—food, protection, maybe a

nice little nest or privileged use of a feeding ground—this

makes sense. Those better able to compete for material and

social resources will be more likely to successfully pass on

their genes to the next generation, and even—via the

quality of those offspring, or inheritance of rank35—to the

generation after that.36

In short, neither promiscuity nor competition are

necessarily the preserve of male reproductive success.



And a third challenge to the intuitive force of Bateman’s

principles is that males can be choosy too. This, of course,

makes no sense if you start from the assumption that, for

them, mating comes at the rock-bottom price of a single

sperm from a limitless supply. But this turns out to be a

profoundly misleading way of thinking about the situation.

Take, for instance, the presumed dizzying abundance and

trivial cost of male sperm. As a number of scientists have

pointed out, both observation and personal experience

attest to the fact that males do not offer up a single sperm

in exchange for an egg.37 They instead produce millions of

sperm at a time (in humans, on the order of two hundred

million)38 that luxuriate in the gland secretions that make

up semen. While the situation varies from species to

species, biologists have concluded that, in general, “the

antiquated notion that males can produce virtually unlimited

numbers of sperm at little cost is demonstrably

incorrect.”39 Indeed, in one spider species, males run out of

sperm after mating just once.40 Nor may one ejaculation be

enough to ensure fertilization, further running up the

biological bill.41 There are other costs to mating, too,

beyond sperm. The males of many species provide “nuptial

gifts,” such as nutrient-rich sperm packages, captured prey,

or even parts of their own body. And for any species in

which coitus is any more elaborate than a brutally efficient

collision of gametes, there will be costs of time and energy

for courtship.

All in all, there are good reproductive reasons for the

males of some species to be discriminating. Reviews on the

topic provide the amateur animal behaviorist with many

fascinating case studies that indirectly illustrate the

principle that mating comes with a nontrivial biological price

tag for males.42 The males of some species (like the

stinkbug and the bucktooth parrot fish) address the problem



of sperm expenses in a Scrooge-like manner, grudgingly

“tailor[ing] the size of their ejaculates”43 to the

reproductive quality of the receiving female.44 Others, like

the marsupial mouse Antechinus, take the opposite

approach of splurging abandon, essentially mating to death

during a brief breeding frenzy.45 The price of sex for the

male St. Andrew’s Cross spider is so high that he only mates

once. As the University of Melbourne evolutionary biologist

Mark Elgar explained to me, this is because during this very

special occasion “he foolishly breaks his copulatory

apparatus and the female puts him out of his

embarrassment by eating him.”46 (No wonder they’re

cross.) Other species keep costs down with self-imposed

chastity. In Elgar’s lab, male stick insects (Macleay’s

Spectre) are offered a mating opportunity every week.

Despite apparently having nothing more demanding to do

all day than resemble a stick, they only rouse themselves to

take up this mating opportunity 30–40 percent of the

time.47 Male mealworm beetles, Mormon crickets, and

European starlings are similarly indifferent to female charms

on a regular basis.48 Indeed, it turns out that even male

Drosophila, the original poster boys for the benefits of a

philandering lifestyle, sometimes refuse the advances of

willing females, presumably on the grounds that they’re

saving their sperm for the right partner.49

Given all the complications of the original Bateman story,

it’s unsurprising that there turns out to be no

straightforward relation between parental investment and

parental care either. For many years, people were so carried

away by the dizzying reproductive possibilities of males that

they forgot to ask where all the females-to-be-fertilized were

to come from.50 Overlooked was the fact that most of the

females might already be busy with existing offspring. On



average, male reproductive success can’t outstrip that of

females, due to the simple fact that every offspring has both

a father and a mother. As evolutionary biologists Hanna

Kokko and Michael Jennions point out, the theoretical

possibility that a male could produce dozens of offspring if

he mated with dozens of females is of little consequence if,

in reality, there are few females available to fertilize, and

competition for them is intense. As they put it, Trivers’s

parental investment theory

implicitly assumes that the best response for males,

who face more mating competitors than females, is

to invest more heavily in weaponry, ornaments or

other traits that increase their access to mates.

There is, however, a valid counterargument: when

the going gets tough, the smart do something

else.51

A wonderful example is the horned dung beetle.52 In this

species, larger males grow long horns with which they

belligerently guard entrances to the tunnels females use to

mate and tend to their eggs. But while horned males wrestle

at the tunnel entrances, smaller males take an easier

approach that requires neither horns nor the exertions of

battle. They simply sneak into a tunnel via a side entrance,

find the female, and mate. (The females, incidentally, show

no particular preference for their more traditionally

masculine suitors.) In this case, males have one of two

possible reproductive strategies, the smart “something

else” approach being the one that sidesteps costly

aggression and armory. But in other species, males may

evolve a more general pattern of doing “something else”:

paternal care. Whether or not paternal care evolves in a

species seems to depend on the interaction of many

different factors not yet fully understood. But certainly, it is



much more common in birds and fish than in mammals,

where gestation and lactation impose such huge biological

start-up costs on the mother. Yet an exception to this are the

primates, among some of which, at least, paternal care is

common: “many males routinely protect, rescue, patrol,

baby-sit, adopt, carry, shelter, feed, play with and groom

infants.”53

To be clear, the moral of all of this is not to try to argue

that humans are really like buff-breasted sandpipers, stick

insects, or chimpanzees. It’s not to imply that senior female

managers are suppressing the ovulation of their female

interns, or to caution that, at some primal level, the women

who work at the child care center want to kill your toddler,

and maybe eat him too. And the suggestion is certainly not

that sex differences in reproductive roles are of no

consequence. Rather, the point is the incredible diversity of

sex roles across the animal kingdom: across species,

biological sex is defined by gamete size but this, in turn,

doesn’t determine arrangements for mating or parental

care.54 This means that to question the popular Bateman-

inspired view of human sexual relations isn’t special

pleading for humans to be exempted from foundational

principles that apply to every other animal.

But no less important, even within a species, biological

sex doesn’t necessarily inscribe a fixed template for how the

important business of reproduction should be achieved.

Female bush crickets, for instance, are fiercely competitive

when food resources are low, presumably because males

supply them with nutrient-rich sperm packages. However,

when the environment is abundant with the pollen they

feast on, they switch to a more “conventional” choosy

approach.55 Who would have credited pollen with the power

to flip sexual nature? Or consider the two-spotted goby fish,

a species in which the ratio of available males to females

changes rapidly over just a few months as males die off



from the exertions of mating, parenting, and life in general.

Again, this environmental change has a profound effect on

mating. “Early in the season, males competed aggressively

with each other for matings and were very active in

courtship, whereas late in the season females . . . took over

as the courting sex.”56 Then there is the dunnock (or hedge

sparrow). In a book devoted to its habits, University of

Cambridge zoologist Nick Davies observes that a mid-

nineteenth century reverend and amateur ornithologist

“encouraged his parishioners to emulate the humble life of

the dunnock.” Yet as Davies’s fieldwork painstakingly

documents, the hedge sparrow boasts “bizarre sexual

behaviour and an extraordinarily variable mating

system.”57 Depending on factors like female territory size,

and how well both females and males are matched in

fighting ability, dunnocks can wind up in a bewildering

variety of sexual arrangements: monogamy, one female

with two males, one male with two females, or two females

sharing two males.58 As Davies drolly notes, had the bird-

loving Reverend’s “congregation followed suit, there would

have been chaos in the parish.”59

In short, even within a species, biological sex doesn’t

necessarily determine mating strategies, which can instead

“vary over time and space and are flexibly expressed as

functions of ecological and social influences,” as Swedish

biologists Malin Ah-King and Ingrid Ahnesjö sum it up.60

Parental care, they note, seems less flexible. But even this

can sometimes vary within a species. For example, in some

troops of wild Japanese macaque monkeys, adult males

protect, carry, and groom one- and two-year old infants. But

males from different troops, elsewhere in the country, show

much less paternal care, or none at all.61 Even when it

comes to something as fundamental as mating, then, the

effects of sex are more open-ended and flexible than we



might tend to assume—a point we’ll return to in the second

part of the book.

So where does all of this leave us? In evolutionary

biology, sexual selection is in an exciting state of turmoil;

empirical revelations are turning accepted facts on their

head, while conceptual changes are sending long-held

assumptions flying out the window. A man with a Maserati is

a fascinating phenomenon, deserving of study, to be sure.

But whether he is the human biological equivalent of the

well-antlered stag, his spotless luxury car the counterpart of

the shimmering, biologically extravagant tail of the peacock

—that is another matter altogether.



CHAPTER 2

 

ONE HUNDRED BABIES?

 

OF THE MANY BIRTH STORIES I HAVE HEARD, MY FAVORITE IS that of a

woman—we’ll call her Lily—from the mothers’ group I

belonged to. Lily’s story begins in the usual way. She felt

weary and nauseated in the first trimester, ate voraciously

over the next three months while serious growth and

consolidation took place in utero, then waddled around

uncomfortably, becoming increasingly tired in the third

trimester as the final touches to the baby were completed.

Finally, Lily went into labor early. Not dangerously early, but

inconveniently early, since her partner was overseas in the

United States for work. Landing back in Melbourne in the

nick of time after a sleepless twenty-hour journey worrying

about Lily and the unborn child, he hurried to the hospital

and was directed to the ward where her labors were finally

drawing to their conclusion. He dashed to her side but, in a

state of exhaustion and confronted there by the sight of a

little pool of blood, he queasily lurched forward onto the

bed. Lily pushed him off her with some force. The father-to-

be obligingly fell back, and cracked his head slightly on the

unforgiving hospital floor. Lily’s medical attendants flew

immediately from her aid to his, and around the time she

was pushing out their baby son, his father was tucked in a

wheelchair, feeling the rush of cool air soothe his hot cheeks



as he was hurried away to have his head tenderly

ministered to.

My point, in case it’s not already obvious, is this. When it

comes to the miracle of bringing new life into the world,

once a man has provided the ejaculate, even if his further

contribution is to be merely useless, he is still doing better

than some. This is why, at first glance, the reproductive

potential for males appears to so easily surpass that of

females. As psychologist Dorothy Einon points out: “In the

time taken for a woman to complete the menstrual cycle

that releases one ovum, a man could ejaculate . . . 100

times”1 (although one hopes he wouldn’t be so childish as

to actually count). It’s been estimated that, in what are

described as “optimal” breeding conditions, a woman could

bring about fifteen children into being in her lifetime.2 Some

individual women have even managed to give birth to many

more than this: the anonymous first wife of a Russian

peasant called Feodor Vassilyev had thirty-seven

pregnancies yielding sixty-nine children. The highest

recorded average rate, however, is ten to eleven children

per woman, this being the impressive collective

accomplishment of the women of the communal religious

Hutterite group in the early twentieth century.3 And, as is so

often observed, a man could potentially produce ten times

as many babies in a single year. This, we are often told,

must inevitably make a difference to the evolutionary

murmurings within. As Bradley University psychologist

David Schmitt explains:

Consider that one man can produce as many as 100

offspring by indiscriminately mating with 100

women in a given year, whereas a man who is

monogamous will tend to have only one child with

his partner during that same time period. In

evolutionary currencies, this represents a strong



selective pressure—and a potent adaptive problem

—for men’s mating strategies to favor at least some

desire for sexual variety.4

The debt to Bateman in the chain of reasoning is obvious,

in the implication that, for males, producing offspring can

demand as little as a mere tablespoon of ejaculate and

some modest, pleasurable exertion. But as we saw in the

previous chapter, in many species the situation is decidedly

more complex, with some of the long-held assumptions at

the foundation of the Testosterone Rex account routinely

overturned on closer inspection. So what about humans?

Consider, Einon posits, a woman who on average has sex

once a week for thirty years. Now suppose she bears a

generous brood of nine children. As you can easily calculate

for yourself, on average she will have sex 173 times per

child. And for each of the 172 coital acts that didn’t lead to

a baby, there was a partner involved, having

nonreproductive sex. To explore what this means for any

man trying to reach the benchmark set by Schmitt of

scoring a century of infants in a year, it’s worth following

Einon in breaking things down to clearly see the schedule

involved.

First, the man has to find a fertile woman. For the benefit

of younger readers, it may be worth pointing out that

throughout most of human evolution the Tinder app was not

available to facilitate this. Nor, as observed in the previous

chapter, was there likely to have been a limitless supply of

fertile female vessels for men to access. In historical and

traditional societies, perhaps as many as 80–90 percent of

women of reproductive age at any one time would be

pregnant, or temporarily infertile because they were breast-

feeding, Einon suggests. Of the remaining women, some of

course would already be in a relationship, making sexual

relations at the very least less probable and possibly more



fraught with difficulties. Let’s suppose, though, that our man

manages to identify a suitable candidate from the limited

supply. Next, he has to prevail in the intense competition

created by all the other men who are also hoping for casual

sex with a fertile woman, and successfully negotiate sex

with her. Say that takes a day. In order to reach his target of

one hundred women per annum, our man then has just two

to three days to successfully repeat the exercise, ninety-

nine more times, from an ever-decreasing pool of women.

All this, mind you, while also maintaining the status and

material resources he needs to remain competitive as a

desirable sexual partner.

So what’s the likely reproductive return on this

exhausting investment? For healthy couples, the probability

of a woman becoming pregnant from a single randomly

timed act of intercourse is about 3 percent, ranging

(depending on the time of the month), from a low of 0 to a

high of nearly 9 percent.5 On average, then, a year of

competitive courtship would result in only about three of the

one hundred women becoming pregnant.6 (Although a man

could increase his chances of conception by having sex with

the same woman repeatedly, this would of course disrupt

his very tight schedule.)7 This estimate, by the way,

assumes that the man, in contradiction with the principle of

“indiscriminately mating,” excludes women under twenty

and over forty, who have a greater number of cycles in

which no egg is released. It also doesn’t take into account

that some women will be chronically infertile (Einon

estimates about 8 percent), or that women who are mostly

sexually abstinent have longer menstrual cycles and ovulate

less frequently, making it less likely that a single coital act

will result in pregnancy. We’re also kindly overlooking sperm

depletion, and discreetly turning a blind eye to the

possibility that another man’s sperm might reach the egg

first. In these unrealistically ideal conditions, a man who



sets himself the annual project of producing one hundred

children from one hundred one-night stands has a chance of

success of about

0.0000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000

000000000000000363.8

One remedy for these low odds, you might think, is for

men to restrict their sexual attention to ovulating women.

Traditional wisdom holds that this is impossible since, unlike

the females of other species, women don’t advertise when

they’re in the business phase of their cycle. But with recent

findings that, for instance, men find isolated characteristics

of women (like the scent of their bodily secretions) more

attractive during the fertile period of the menstrual cycle,9

there have been suggestions that women’s ovulation isn’t

so concealed after all. Whether this translates into behavior,

though, is questionable: a large-scale study of married

women failed to find any evidence that sex was more likely

during ovulation.10 And while this does leave open the

possibility of these subtle attractions having more of an

influence on casual sex, as biological anthropologist Greg

Laden points out:

The fact that you have to do carefully controlled

studies and then look very closely at the data to see

a pattern like this (if it even exists) should not be

ignored: If human males were primarily attracted to

ovulating females and not very interested in non-

ovulating females, then that would be easily seen

and demonstrated.11

Regardless, timing one hundred seductions so precisely

would normally be beyond demanding.12 Even allowing that



this remarkable feat could conceivably (sorry!) be pulled off,

the chance of producing a hundred children is still only

0.0000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000

000000000000000000748.13 To put that number in a little

context, a man’s odds of being killed by a meteorite in his

lifetime is 0.000004.14

And they say feminists are wishful thinkers.

It’s not quite the case, then, that just outside the

padlocked gates of faithfulness stretch endless richly fertile

fields in which men can sow their seed. Among various

hunter-gatherer societies, whose way of life is supposed to

best reflect our ancestral past, the estimated maximum

number of children a man can sire is twelve to sixteen: not

so different from that of women (which is nine to twelve).

This number is bigger in herder-gardener societies,

increasing men’s reproductive variance compared with that

of women, and the variation is vastly larger in the intensive

agricultural societies that enabled a few powerful and

wealthy men to acquire massive harems.15 But greater

male reproductive variance seems unlikely to have been

universal in our evolutionary history, being instead only

seen in certain ecological, social, and economic conditions.

It’s not very easy to come by data providing good

information about men and women’s reproductive variance.

However, a study led by University of St. Andrew’s Gillian

Brown compiled eighteen relevant data sets from across the

globe and cultural spectrum, including both current and

historical populations with a variety of mating systems. As

one might expect, in polygynous societies (in which a small

number of men have multiple wives), men had greater

reproductive variance than women (sometimes

substantially, in other cases more modestly). But



importantly, this wasn’t the case overall in the monogamous

societies.16

In short, fathering anywhere remotely close to a hundred

babies a year just isn’t something that any old Stone Age

Tom, Dick, or Harry could have achieved. (Indeed, a

promiscuous man would need to have sex with more than

130 women just to have 90 percent odds of outdoing the

one baby a monogamous man might expect to father in a

year.)17 It would require the unusual alignment of

conditions that enable a man to set up a well-stocked and

expertly managed harem. Harems have “exceptional

status”18 in the nonhuman primate world, have of course

only ever been available to a very small number of men in

human history, and are unknown in hunter-gatherer groups

that lack the necessary hierarchies of wealth and power.19

(And, of course, treating women like property has become

rather unfashionable in many parts of the world.) As

University of Notre Dame anthropologist Augustín Fuentes

warns:

The use of unrealistic figures of potential male

reproductive success is counterproductive because

there is no evidence that in humans or other

primates such a dramatic lifetime reproductive skew

occurs with any regularity in any population studied.

Using such assumptions as a jumping off point, even

if hypothetical, lays an unrealistic baseline that can

then be used to create a variety of scenarios, all of

which are faulty given the erroneous basal

assumption.20

Or to put it a little less academically: Best of luck,

Evolutionary Psychology Fantasy Man.



Evolutionary Psychologists, by the way, certainly don’t

propose that men are only interested in no-strings sex, or

that women only ever desire monogamy. One account from

this intellectual stable, for instance, argues that both sexes

deploy both short- and long-term “strategies,” although to

different degrees and geared toward somewhat different

partner qualities.21 But for much of our evolutionary

history, sexual behavior driven by “indiscriminate desires

that lead to obtaining numerous sex partners in high-

volume quantity,” as Schmitt describes the “short-term

mating strategy” ascribed to men,22 would not have been a

plausible or productive route to reproductive success. This

should prepare us for what the evidence—as opposed to

stereotypical caricatures—has to say about the sexuality of

contemporary Western men and women. In Challenging

Casanova: Beyond the Stereotype of the Promiscuous Young

Male, Wake Forest University psychologist Andrew Smiler

observes that “guys who sleep around meet our

expectations; guys who are monogamous seem like

exceptions.”23 Yet as Smiler goes on to explain, these

beliefs are based on an inversion of reality.24

Needless to say, relying solely on what people report

about their sexual desires and behaviors isn’t ideal

(although ethically preferable, obviously, to spying on

them). Men and women tend to manipulate information (like

pornography use and masturbation) differently in order to

better conform to the sexual double standard.25 In fact, a

major headache for sex researchers is that men reliably

report a larger mean number of other-sex sexual partners

than do women. This is logically impossible, since

heterosexual coitus requires the presence of both a woman

and a man. This impossible discrepancy seems to be mostly

due to men’s inaccurate reporting, and their “greater

tendency to report large, ‘round’ numbers of partners.”



Once people’s tallies get to about fifteen partners, they tend

to answer with “ballpark figures” ending in multiples of five

(Let’s see, there was Suzy, Jenny, Malini, Ruth, . . . call it

fifty) and the discrepancy between the mean for men and

women is larger in the oldest age groups, for whom memory

is presumably most blurred.26 Men’s apparently inflated

figures also inflate their variance: but needless to say,

sexual selection can only act on the reproductive outcomes

of actual sexual experiences, not fabricated ones.

Even when we take these self-reports at face value, the

differences between the sexes are of degree, not kind.

Certainly, on average men currently report a greater

interest in casual sex than do women—at least within the

not-very-broad-slice-of-humanity-across-time-and-place that

has been surveyed.27 But there isn’t a sharp line dividing

the sexes; nor is the Casanova model of male sexuality a

good fit for the majority of men. Take the second British

National Survey of Sexual Attitudes and Lifestyles

(NATSAL),28 based on a random sample of more than

twelve thousand people ages 16–44.29 Again, a grain of salt

is required for these figures: 16- to 17-year-old men report

0.4 more total other-sex sexual partners on average than do

women of the same age; 35- to 44-year-old men report 9

more, suggesting that those ballpark figures are becoming

increasingly inflated over time. But despite this, the most

common number of sexual partners for both women and

men over the previous three months, the past year, and

even the last five years, was just 1.30 Over their lifetime,

the median total number of partners was 6 for men,

compared to women’s 4. As these modest numbers suggest,

only a small fraction of men reported having had 5 or more

partners in the last year: about 5 percent (compared with

about 2 percent for women).31



Of course, men might want to have sex with many

different women, but not be able to realize their

preferences. Yet even when men are asked how many

sexual partners they’d ideally like, the answers are not

vastly different from women’s responses, and show a strong

disinclination in men to take up the heroic to-do list required

for a sufficiently high turnover of casual sex partners to

have decent odds of theoretically outreproducing a

monogamous male. The NATSAL survey found that the vast

majority of both men and women ideally preferred to be in a

sexually exclusive relationship: 80 percent of men, and 89

percent of women.32 Within the eldest age bracket of the

survey (a still sprightly 35–44 years of age), the gap was

even narrower (86 percent for men and 92 percent for

women). Touchingly, the vast majority of married and

cohabiting men were perfectly happy with the idea of sexual

exclusivity.33 This rough similarity between the sexes in the

theory of monogamy also seems to translate into practice,

at least according to self-report. Large-scale representative

national surveys find that husbands are only slightly more

likely than are wives to report having extra-marital sex.34

Nor should one feel especially pitying toward single women:

while 78 percent of the single women surveyed in NATSAL

ideally wanted to be in a monogamous relationship, so too

did 67 percent of the single men.35 Finally, contrary to what

one might expect on the basis of the assumption that men

supposedly strive for social status in order to gain

reproductive opportunities, men in the highest social class

were the most likely to prefer to be married with no other

sex partners, and the least likely to want to exclusively

devote their sexual energies to casual sex.36

There is, however, an infamous duo of studies that does

seem to support the Testosterone Rex view of a stark

contrast between the sexual natures of women and men. In



these studies, conducted by Russell Clark and Elaine

Hatfield, moderately attractive young male and female

decoys were positioned around a college campus.37 The

decoys were instructed to approach people of the other sex

and initiate a conversation by saying: “I have been noticing

you around campus. I find you to be very attractive.” This

abrupt opener was followed with one of three propositions:

“Would you go out with me tonight?” “Would you come over

to my apartment tonight?” or “Would you go to bed with me

tonight?” Men and women were equally likely to agree to a

date (about 50 percent). But although 69 percent of men

agreed to visit the woman’s apartment and even more men

agreed to go to bed with her, almost no women expressed

interest in visiting a strange man’s apartment, and precisely

zero consented to sex. Similar studies in Denmark and

France likewise found men to be far more likely to report

interest in agreeing to an implicit or explicit invitation of

casual sex.38

This study is often hailed as a “real” test of sex

differences in promiscuous inclinations, as opposed to what

people merely say about themselves. Perhaps so, and an

actual sexual temptation in human form may well override

what men merely think (or prefer to report) they don’t want.

However, it’s worth pointing out that the experiment ended

shortly after the unsuspecting—and presumably startled—

participant made his or her reply. We don’t know, for

instance, how many women who agreed to go on a date

might have ended up having sex.39 Nor do we know how

seriously men took these highly implausible sexual

invitations, or whether those who accepted them would

have followed through. So far as I can tell, there was no way

of distinguishing between a “Yes, sure,” meaning Imagine,

such is the power of my sexual magnetism that this entirely

sincere woman of robust mental health wishes to take me, a

complete stranger, to a secluded place to have sex versus a



“Yes, sure,” meaning Very funny, did your friends put you up

to this? or This is weird, but I’ll be polite. In fact, in a later

paper-and-pencil simulation of the same study (in which

participants had the scenario described to them, and were

asked to imagine how they would respond) that took away

the awkwardness of the situation, men overall were

disinclined to accept either sexual invitation.40 Even in a

slightly more plausible version of the scenario, in which the

proposer claimed to be a fellow student and the offer was

preceded by a brief, polite conversation, many men

reported that they would be uninterested, on grounds such

as “Too forward, kind of weird, [gave] me the sense that

they have a screw loose,” and “It takes more than one

conversation to get in my pants.”41

A second obvious objection is that what this study is

actually primarily showing is women’s lack of interest in

being murdered, raped, robbed, or inflaming the interests of

a potential stalker. (Indeed, the study authors, and others,

make this point.)42 In the paper-and-pencil simulations of

the original studies, women often cited the creepy,

dangerous, stalker-ish feel of the situation by way of reason

for turning down the offer.43

All in all, then, while the “Would you go to bed with me

tonight?” findings represent one of the largest sex

differences ever observed in psychological research, and it

demands explanation, chalking it up to fundamentally

different female and male sexual natures may be

premature. And recent work by University of Michigan

psychologist Terri Conley and colleagues unraveling the

factors driving this famous result illustrates a critical point:

social realities mean that women and men in these studies

are simply not participating in the same experiment. It’s not

just that the experiment as experienced by women entails

inviting them to put themselves in a situation that,



according to years of advice and warnings, is the very

epitome of “asking for trouble.”44 Thanks to the sexual

double standard, there are two further disincentives for

women.

First, a woman accepting an offer of casual sex risks

being seen both by herself and others as a “slut,” as Clark

and Hatfield point out. Some have dismissed the sexual

double standard as a cultural relic in places like the United

States. Certainly, attitudes can shift: sometimes remarkably

quickly, as I discovered once when visiting the home of a

university boyfriend. His father protested strongly against

me sleeping in the same bedroom as his son, given our

unmarried state. His wife listened respectfully, then

suggested that if this was how he felt he had better get the

ladder, climb up to the attic, find the camp bed, carry it

down the ladder, clean it off, mend the wobbly leg, set it up

in the study, find some bed linen and make it up for me. My

boyfriend’s father considered this for a moment and then

concluded that, upon reflection, one did have to move with

the times.

And times have changed, with some paper-and-pencil lab

studies (usually with college students) failing to find

evidence of the sexual double standard, or only within

particular demographic pockets,45 or for less conventional

sexual activities.46 But the double standard does emerge

when researchers move beyond fictional vignettes and talk

to people. An ethnographic study of college students, for

example, “reported that the majority of students believed in

heterosexual double standards and classified women into

dichotomous categories of ‘good’ women or sluts.”47 As the

ethnographer summarized the typical attitude of the male

students:

Men have the right to experiment sexually for a few

years. There are a lot of female sluts out there with



whom to so experiment. And once I have gotten this

out of my system, I will then look for a good woman

for a long-term relationship (or for a wife).48

“Slut” is, of course, a word for which there is no real male

equivalent. As Concordia University’s Emer O’Toole observes

in her memoir Girls Will Be Girls, this provides a powerful

implicit lesson in sexual moralities:

I learned a plethora of words for women who had

lots of sexual partners—slag, slapper, slut, floozy,

tramp, tart, loose, easy, prozzy, bike, whore—and

one for men: gigolo, which always seemed to carry

an air of humorous accomplishment somehow.49

Likewise, the closest match reported in a study of students’

linguistic cultures was “hoebuck,”50 a slang term so benign

that the first hit that came up in a Google search when I

tried it was “Hoebuck Realty.” When “Floozy Homes”

becomes a viable name for a real estate business, we’ll

know the sexual double standard is really gone. Presumably,

when assessing the potential reputational effects of casual

sex, perceived cultural norms will weigh more heavily than

one’s own, apparently idiosyncratic, views.51 And although

relatively progressive university students don’t themselves

endorse the sexual double standard (although men reject it

less enthusiastically than women), they do think that others

do.52

Also easily overlooked is the risk to women from a

different kind of sexual double standard: the very distinct

possibility of the event not being all that one might hope for.

A large-scale study of thousands of female North American

college students found that they had only an 11 percent

chance of experiencing an orgasm from a first casual

“hookup.” While a policy of politeness requires the



observation that orgasms aren’t everything in a sexual

encounter, women were six times more likely to enjoy

hookup sex if they’d had one.53 Follow-up interviews

revealed why it was that women had such slim odds of

reaching a climax. Students generally agreed that it was

important for a man to be sexually satisfied in any context,

and for women to be sexually satisfied in the context of a

relationship. However, there was no perceived obligation to

provide sexual satisfaction to a woman in hookup sex. While

many men felt that bringing their girlfriend to orgasm

reflected well on their masculinity, they often didn’t feel the

same way about hookup partners. One participant quoted

by the study authors captured this sense of selfish

entitlement particularly neatly:

Another man told us, “I’m all about just making her

orgasm,” but when asked if he meant “the general

her or like the specific her?” he replied, “Girlfriend

her. In a hookup her, I don’t give a shit.”54

What if the strange man on campus inviting you to join him

in bed that night was that guy?

From this, we can consider a couple of ideas. The first is

that perhaps an updating of gendered norms of chivalry

could usefully be made. Assumptions that men will open

doors for women and pay for dates by default could be

abandoned, and that solicitude and generosity be redirected

to the bedroom instead. The second is that some of the gap

between the sexes in enthusiasm for casual sex might close

if the event left men sexually furstrated the majority of the

time, but women almost invariably enjoyed full sexual relief.

Little surprise, in light of all of this, is that when Conley

presented student participants with a hypothetical version

of the Clark and Hatfield experiment, she found that they

perceived the situation to be very different for propositioned



women compared with propositioned men. Male proposers

were perceived as more dangerous than the female ones,55

and women predicted that they would be perceived more

negatively overall, and as more promiscuous, socially

inappropriate, and sexually desperate if they were to accept

the offer than if they were to refuse.56 For men, by contrast,

accepting the offer was perceived to enhance, rather than

damage, their reputation. The students also guessed that a

male proposer was less likely to be a good lover than a

female one, and less likely to provide a positive sexual

experience57—apparently quite accurately, at least for

North American student populations. These differences all

made a difference to the likelihood of accepting the offer,

with perceived sexual prowess of the potential partner being

particularly key. Importantly, Conley found that this was the

case not just for the frankly improbable Clark and Hatfield

scenario, but also when it came to real offers of casual sex

that participants had received in the past. And when the

situation was modified to involve celebrities, or a close

friend, rather than a complete stranger—a way of

attempting to equalize the danger and pleasure perceived

and anticipated by male and female participants—sex

differences in interest in accepting the offer disappeared.58

Certainly, hypothetical paper-and-pencil tests of sexual

behavior are limited, and this isn’t to present Conley’s

studies as the last word on the matter. Other research, for

instance, found no evidence that men and women perceive

different social risks from taking on multiple sexual partners,

or that this contributes to sex differences in the desired

number of sex partners.59 Nor is the point that women’s

and men’s sexuality is really just the same. But these

studies perform a useful service in drawing attention to

what appears to be easily overlooked: the many different

social factors, still unequal for women and men, that feed



into sexual decision making. Ironically, the need for this

reminder was highlighted by a dismissal of Conley’s findings

by a prominent psychologist, on the grounds that females’

interest in having sex with celebrities “may be motivated by

more than sex.”60 As if sex, in the normal course of events,

is separate from, and untouched by, identity, reputation,

gendered norms, notions of “conquests” and “sluts,” peer

pressure and prestige, power, economics, relationships,

culturally shaped sexual scripts, body shame, or any other

complex part of one’s inner and outer life.

This brings us to the important point (expanded on in the

next chapter) that sexual behavior viewed through the lens

of the Bateman worldview filters out our humanity. Consider

how Evolutionary Psychology–inspired researchers explain

why attached men in their studies turn down offers of casual

sex. Apparently obvious explanations—moral values,

commitment, loyalty, simple lack of interest in having sex

with someone who isn’t the person they love—are ignored;

instead, sexual restraint is explained in terms of

reproductive outcomes weighed by “the risk of losing a

primary partner with good reproductive prospects following

the revelation of infidelity.”61 Sex stripped of everything

human sounds more like . . . mating, and as we’ll see in the

next chapter, it’s not clear how much of that humans

actually do.

None of this, by the way, is intended as cheerleading for

the notion that monogamy is really men’s “natural”

preference, or promiscuity women’s.62 As University of

Minnesota evolutionary biologist Marlene Zuk argues in

Paleofantasy: What Evolution Really Tells Us about Sex, Diet,

and How We Live, evidence from a variety of sources

suggests that humans have successfully paired and

reproduced using all sorts of social arrangements, varying

by time, place, and circumstance. “As with diet, as with

exercise, as with all the other features of our biology that



people want to make into a single ‘natural’ way—we don’t

have just one natural pattern of the sexes,” she

concludes.63 Even polyandry (a woman with two or more

husbands) is, in particular demographic and ecological

conditions, seen more often than previously supposed

among small-scale hunters and gatherers and foraging

horticulturalists, across many parts of the world, suggesting

that “polyandry may have existed throughout human

evolutionary history.” Interestingly, social groups are

“apparently capable of instituting (and abandoning) fairly

high rates of polyandry in a very short time frame.”64 In a

piece aptly titled “Humans Are (Blank)–ogamous,”

University of Massachusetts Boston anthropologist Patrick

Clarkin points out that although you’d think, “given the

importance of sex and mating in evolution, that natural

selection would have put a straight-jacket on it and given us

a stricter blueprint to follow . . . that doesn’t seem to be the

case.”65

SCIENCE HAS MOVED A LONG WAY from a Testosterone Rex view of

sexual selection in which, in accordance with universal

evolutionary design, sports cars are the peacock tails with

which competitive men compete for fertile female vessels,

laying the psychological foundations of sex inequality. As we

saw in the previous chapter, decades of research in

evolutionary biology has been reexamining and challenging

the Bateman-inspired principles at the foundation of the

Testosterone Rex view; from the supposed cheapness of

sperm, to the assumed pointlessness of female competition.

Gone are the days when commentators could pointedly

refer to, say, the patriarchal dynamics of the elephant seal

household, in discussions about humans. The old

assumption that sexual selection has created near-universal

sex roles—males mostly like this, females mostly like that—



has been replaced with growing recognition of the diversity

of courtship and parental roles both across and within

species.

This across-species variability means that there is no

universal template for how genetic and hormonal

components of sex play out to affect brain and behavior—a

point we’ll come back to in Chapter 4. And the within-

species species variability in “sex roles”—think bush

crickets, dung beetles, hedge sparrows, and most obviously

ourselves—points to a no less important conclusion (that

we’ll return to later in the book). Sexual selection hasn’t

locked such roles into sex-linked genes and hormones, but

allows for individuals to be profoundly influenced by their

social, material, physical, (and in our own case) economic,

cultural, and political circumstances. This is important

because, as we saw in the Introduction, the implications of

the Testosterone Rex view of the effects of sexual selection

extend well beyond the bedroom. Ultimately, that old tale

claims that it isn’t just sexism and discrimination that

sustains the glass ceiling—not completely. At the core of this

inequality are the whisperings of evolution. To men, it

murmurs That’s right . . . keep going, son. I know it may

seem counterintuitive to suggest that spending eighty hours

a week in a science lab becoming increasingly pale and

weedy, and possibly developing rickets, will make you more

attractive to scores of young, beautiful, fertile women, but

trust me on this. Instead, to women, evolution is whispering

Are you sure all this hard work is worth it? Why not go

home, invest more in the few kids you’ve got? Oh, and

maybe brush your hair a little? It’ll make it glossier—more

youthful.

But this old story is on its last legs, and it’s time to give

birth to its successor. As my mothers’-group friend Lily and

her partner discovered, new arrivals don’t always wait until

everyone is perfectly ready to welcome them. So too, here.

It doesn’t matter whether you’re cheering it on in the



birthing suite, or rushing away in a wheelchair clutching

your head. It’s on its way.



CHAPTER 3

 

A NEW POSITION ON SEX

 

AT ONE MEMORABLE POINT IN PROCEEDINGS, THE MASERATI-driving beau

gave me a pair of Bulgari sunglasses. Perceived from the

traditional sexual selection perspective, this was a brilliant

strategic move: like the weaving of the intricate bowers with

which male bower birds seduce female bower birds. It

almost started to seem as though he had come into

possession of a tattered old book titled Making Sexual

Selection Work for You: A Man’s Manual, and was following it

closely. One Evolutionary Psychology perspective on

consumer behavior, for instance (with a head nod toward

the superficially similar habit of male baboons in offering

food to females in return for sexual access) suggested that

“gift giving could have evolved as a distinctly male

courtship strategy” that enables men to “flaunt their

resources.”1 But although some writers apparently find the

habit irresistible, within evolutionary biology it’s generally

considered rather bad form to attempt to explain the human

condition by way of airy gesturing to superficially similar

patterns in other animals.2 Even among nonhuman animals,

behaviors that look the same in two different species can

have very different functions and evolutionary histories.3

And while I don’t pretend to be an expert in baboon

psychology, I’m confident that a morsel of baboon fodder



lacks the important weight of social meaning reflected in

the expensive sparkle of Bulgari sunglasses. A recent

analysis of gift giving in Nazi concentration camps, for

instance, provides a compelling and moving illustration of

how very un-baboon-like human gift giving can be. The main

motivations to give gifts in this powerfully “identity-stripping

context,” the researchers concluded, were to assert agency,

to form and reestablish social identities through

relationships, and to restore a sense of humanity.4 In

humans, gifts “reveal an important secret: the idea which

the recipient evokes in the imagination of the giver,” as one

scholar put it.5 And how. British weather provides few valid

opportunities for shaded eyewear, but even so, the Bulgari

gift caused a collision of identities, held versus projected, of

epic proportions. No member of my family had ever before

owned a designer accessory and, for years, the sunglasses

provided a rich source of amusement to my family. We all

thought fondly of the man who so generously gave them.

But we couldn’t help but recognize the humor in what was,

I’m sorry to say, a little like trying to attract a baboon with a

peacock tail.

While nonhuman animals have their own trials and

tribulations, this is just not something they have to worry

about. The peahen doesn’t wonder if the peacock’s tail isn’t

perhaps a little too showy for her particular tastes and

values; the male bower bird is free, I think, from anxieties

that his bower doesn’t reflect well on his prospects. Yes, we

are animals, and we have evolved. But the uniquely human

dimension we bring to everything we do, including the

biological basics of birth, eating, excretion, and death,

underscores how misleading it is “to assert the equivalence

of, say, bird plumage and sports cars in attracting mates,”

argues University of North Carolina at Charlotte

anthropologist Jonathan Marks.6 The previous chapters

disrupted the tight link in popular imagination between



cheap sperm, vast reproductive potential, and an

evolutionary drive toward a distinct male sexual nature. This

chapter unmoors us altogether from the traditional view of

sexual selection, with the idea that human sexuality is not

only—perhaps not even primarily—about bringing together

reproductive potentials. As Marks warns:

To confuse human (cultural) sexuality and (natural)

reproduction is classically pseudo-scientific. Of

course sexuality is for reproduction—if you’re a

lemur. If you’re a human, sexuality is far more than

for reproduction; that is what evolution has done for

human nature.7

Since he then suggests that “if you imagine sex to be

biological, rather than bio-cultural, you’re probably not

going to have much of it”—read on.

IN A LONG AND THOUGHTFUL ESSAY, Macquarie University

anthropologist Greg Downey argues that “in order to change

popular understandings of evolution, we need not simply

better data, but also better stories.” His proposed

alternative narrative to the “man-the-promiscuous-horny-

hunter/woman-the-choosy-chaste-gatherer” story is a “long,

slow sexual revolution,” at the core of which is the

understanding that “sexual expression in humans . . . has

long been much broader than just to get gametes together

successfully.”8 Importantly, this isn’t a special pleading for

humans to be considered outside of an evolutionary

perspective. In fact, there’s a compelling case to be made

that sex doesn’t serve purely reproductive purposes in other

primates either.9 The principle of “exaptation,” whereby a

trait that evolved for one function is redeployed for another,

is now a standard one in evolutionary biology.10 The



textbook example even comes from the distinctly

nonhuman characteristic of feathers, thought to have

evolved first in dinosaurs for warmth, then for sexual

display, and finally for flight in birds. Today, they continue to

serve all three functions. John Dupré makes the point in his

typically droll fashion, noting of his computer that “just

because much of the underlying technology was developed

with military applications in mind doesn’t entail that my

computer is constantly on the verge of planning a nuclear

attack, or designing some instrument of mass

destruction.”11 No doubt the initial function of our adaptive

sexual desires and activity was reproduction, but this

doesn’t preclude it now having other functions. Sexual

pleasure creates a “loophole in the evolutionary scheme,”

suggest Paul Abramson and Steven Pinkerton in With

Pleasure: Thoughts on the Nature of Human Sexuality, which

“permits sexual pleasure to be co-opted to other

[nonprocreative] purposes, such as the facilitation of

bonding and the reduction of personal and interpersonal

tensions. . . . The intense pleasure that accompanies sex

may serve to motivate copulation and thereby facilitate

reproduction, but this is no longer its sole function.”12 This

isn’t the same as saying that humans sometimes have sex

for reasons other than the conscious intent to reproduce,

which is obviously true. One survey of students yielded no

fewer than 237 distinguishable reasons for having sex,13

my favorite of which is “I wanted to change the topic of

conversation.” (I’ve always wondered in which settings this

is a motivation for sex. Dull dinner parties? Lab meetings

that have turned to the awkward question of who forgot to

order the pipettes?) Rather, the point is that its functional

role goes beyond the merely reproductive.

Why this should have come to pass I will not attempt to

explain, and for that I make no apology. Academic

hypothesizing about human behavioral evolution reminds



me of nothing so much as playing Pictionary with my dad.

My father has many strengths, but none of them lie in the

direction of the visual arts. Playing Pictionary, he doesn’t so

much draw a picture as happen to form a line or squiggle on

the paper while maniacally gesturing with a pencil in his

hand. (Although, technically, incorporating elements of

charades into Pictionary is cheating, it is tacitly understood

within the family that my father needs all the help he can

get.) The researchers who speculate about the evolutionary

origins of the human condition are, to my mind, in much the

same position as someone teamed with my father in a

Pictionary game, desperately trying to discern a meaningful

picture from hopelessly inadequate information. (It’s fire! . .

. No, you fool—surely that circle there is social complexity? .

. . Or wait—could it be a big baby’s head?)

Fortunately though, there are several here-and-now clues

to the nonreproductive purposes of sex in humans. Exhibit A

we met in the previous chapter: the frequency of sexual

activity even when there’s no chance of reproduction. Given

the costs and risks involved in sex, that doesn’t make a lot

of sense if the sole purpose is reproduction. In fact, for this

very reason, in most animals hormones play a critical role in

coordinating sexual activity, ensuring that sex only takes

place when fertilization is possible. Why outlay the

biological expense of souped-up secondary sexual

characteristics and gamete production, or take the risks

inherent in courtship, mating, and fighting, if there’s no

chance of reproductive success? If you are a male bird, for

example, to sing an elaborate song of courtship that could

attract the attention of a predator may only be a risk worth

taking during the frenzied breeding season. In keeping with

the same principle, outside of the breeding season when

females are infertile and unreceptive, one might as well

keep down biological costs by running a smaller size in

gonads until spring is once again in the air. Human mating is

conspicuously not like this. And even compared with other



primates, in which sex is also released from hormonal

control, our sexual activity stands out as especially

unproductive.14

Exhibit B for nonreproductive sex is on a related theme:

humans routinely engage in sexual pairings and acts, that

not only often don’t—but actually can’t—lead to pregnancy.

Women don’t just have sex with men when they are not

ovulating, but also when postpartum or postmenopausal.

And sometimes, of course, it is not men with whom they are

having sex, just as nontrivial proportions of men sometimes,

often, or always prefer to have sex with other men. There

are also many human sexual activities, like touching,

kissing, and oral sex that likewise have no reproductive

potential.

Exhibit C for a nonreproductive role for sex in humans is

the absence of a penis bone in men, argues anthropologist

Greg Laden, humans being the only ape for which this is

so.15 As a consequence, the efficiency of erection and

orgasm is greatly reduced in men compared with most other

apes:

Male sexuality involves a much more elaborate,

longer term, and complex set of psycho-sexual-

social elements than usually found in apes, that are

linked to social bonding. There are of course all sorts

of exceptions, but typical, normal adult male human

sexuality is actually somewhat complex and

nuanced and not ape-like in many ways. Yes, folks,

compared to Pan troglodytes, our nearest relative,

human male sex is all about relationships.

Of course, we readily accept this when it comes to

women’s sexuality. In fact, Naomi Wolf brought the relational

view of female sexuality to a whole new level in Vagina: A

New Biography, claiming that



his gazing at her, or praising her, or even folding a

load of laundry, is not merely rightly thought of as

highly effective foreplay; it is actually, from the

female body’s point of view, an essential part of

good sex itself.16

Although I realize I have just observed that sex can take

imaginatively nonreproductive forms, to include the folding

of laundry does seem to take the thesis a little too far, for

women and men alike. Certainly no one, to my knowledge,

has argued for the critical importance of a tight bundle of

carefully paired socks for successful male arousal, or the

stimulating effects of the miracle that is the perfectly folded

fitted sheet. So although it would have promised the easiest

solution to date to women’s unfair domestic burden, I

suspect that it would be no small task to persuade men that

although it may seem as though they are doing household

chores, they are actually having sex. (Honey, truly—this is

the best sex I’ve ever had. Could you iron the dishtowels

too?) But the considerable overlap between the sexes in

their interest in a one-and-only sexual relationship (as well

as in uncommitted sex) should dispel stereotypical contrasts

in which only for women is sex about relationships. Indeed,

in the previously mentioned survey of students’ reasons for

having sex, for both women and men, the top-rated reason

was pleasure, followed closely by love and commitment.17

As Andrew Smiler pleads:

If we stop believing that boys and men are

emotional cripples and fly-by-night Casanovas who

just want sex, and start believing that they’re full,

complete human beings who have emotional and

relational needs, imagine what might happen.18



Interestingly, even the apparent counterexample of the

minority of men who purchase sex19—often taken as

evidence of men’s capacity and desire for purely physical

sexual activity—turns out in some cases at least to be

nothing of the sort. According to University of Leeds

sociologist Teela Sanders, “a significant number” of men

who purchase sex habitually or exclusively visit the same

sex worker.20 This seems surprising, given the natural

assumption that the purchasing of sex is the manifestation

of men’s evolved desire for sexual variety, unencumbered

by the restrictive relational obligations, moralities, and

negotiations that sex usually entails. Why buy the same

woman’s sexual services twice, in a market exchange

potentially as emotionally uncomplicated and uncommitted

as getting one’s car washed, or buying a bunch of bananas?

Yet from her interviews with these men, Sanders concludes

that

commercial sexual relationships can mirror the

traditional romance, courtship rituals, modes and

meanings of communication, sexual familiarity,

mutual satisfaction and emotional intimacies found

in ‘ordinary’ relationships.21

Of course these “regular clients” are only a subset of men

(and one certainly wonders how “ordinary” things seem

from the perspective of the women providing these value-

added sexual services). But Sanders’s work indicates that

even in this potentially most instrumental sexual exchange,

for some men emotional intimacy, trust, communication,

and familiarity are key parts of what is desired and paid for.

Similarly surprising themes and motivations also emerged in

an earlier small interview study of white, middle-class men

who paid for sex, which found that an “attempt to structure

the objective reality to be romantic/social continued for



most of the individuals throughout the encounter.”

Interestingly, the researchers also reported that, in many

cases, the transaction was followed, either immediately or

in due course, by “a sense of disappointment and

anticlimax.” As one interviewee put it, in a striking reversal

of stereotypical “morning after” roles:

After the act one experiences a pang of feeling as if

something is wrong because you just went through

something which is not by any way, shape or form

personal . . . there’s absolutely no communication

afterwards. It’s over, finished. You are no longer of

interest to the girls that you have just been with.

And it’s a big anticlimax afterwards.22

Or as one thirty-one-year-old man explained to Sanders:

Sex is obviously quite an intimate act and it feels a

bit funny just walking in with somebody you have

never met before. Having sex with them and then

walking out again. While seeing someone regularly

it feels more like a proper human interaction.23

A proper human interaction. All this talk of “mating

strategies”—the very term conjures up unfortunate images

of people arguing around a boardroom table strewn with

maps of local singles’ bars studded with flags—obscures the

point that we are “set up, psycho-sexually and physically,

for non-reproductive sex,” as Laden puts it.24

Once we stop viewing human sexuality through the

narrow frame of simply bringing together two reproductive

potentials,25 it no longer seems so obvious and inevitable

that men should strive for success while women fret about

looking youthful. For example, Testosterone Rex reasoning

holds that only a female’s physical attractiveness is closely



linked with her all-important fertility (indicated mostly by

youthfulness, the physical correlates of which are taken to

be more or less synonymous with female beauty). But from

a purely reproductive perspective, there is good reason for

women to also be drawn to good looks and dewy youth.

Some Evolutionary Psychologists suggest that females have

evolved a “short-term sexual strategy” in which they seek

casual sexual encounters with men of good genetic stock,

with attractively masculine facial and bodily features

supposedly being walking advertisements for their superior

genes.26 What’s more, as Hrdy pointed out some time ago,

“older men . . . even if still potent, might deliver along with

their sperm an added load of genetic mutations.”27 In line

with this, recent research has established higher

frequencies of “de novo” mutations (that is, those that arise

for the first time in the gametes, rather than hereditary

mutations) in the sperm of older men, and their contribution

to genetic disease.28 Presumably, then, the younger the

man, the better the state of his “good genes.” Yet despite all

this, men don’t wear uncomfortable platform shoes in order

to make themselves look taller, rarely hand over fistfuls of

cash to pay for major surgeries to make themselves more

pleasingly V-shaped, or make their chins more handsomely

prominent, nor line up in large numbers to have their

foreheads paralyzed with Botox injections. This absence of

male enthusiasm for painful and expensive physical

enhancements points to the possibility that deficiencies in

reproductive potential can be, and are, forgivingly

overlooked when it comes to sexual attraction.

Of course, physical attractiveness is a significant factor in

sexual and romantic decision making, and it’s not merely

social convention that says we aren’t looking our best in our

eighties. But once released from the assumptions of the old

sexual selection story, it becomes more reasonable to

question whether men will always care more about physical



attractiveness, while women focus more on resources. As

one scholar points out, data regarding the first question

“have been collected, by and large, from urban, middle-

class, and often college-educated participants,” who hail

from “cultural and ecological environments that are

evolutionarily novel: They are engaged in wage labor,

involved in local, national, and global markets, exposed to

mass media, and reside in relatively large populations.”29

Studies that have looked at mate preferences in small-scale

societies with economies apparently more in keeping with

those of our ancestral past—such as the Hadza hunter-

gatherers of Tanzania30 and the hunter-horticulturalist

Shuar of Ecuador31—found little evidence that the sexes

place different importance on the physical attractiveness of

a partner. In the latter study, for instance, while a

comparison sample from UCLA showed the “typical” sex

differences in the importance of physical attractiveness, no

such differences were seen in the Shuar participants.

And what about the Bulgari eyewear of supposed

successful human couplings: male resources? As we saw in

Chapter 1, it’s a mistake to make the blanket assumption

that a female’s resources and status are irrelevant to her

reproductive success. They can be of critical importance in

mammals, including primates. As Hrdy argues (in a

statement that, with a little tweaking, one could almost

imagine taking place between mother and son in the

drawing room of a Jane Austen novel):

Clearly it makes evolutionary sense for males to

select females not only on the basis of fecundity but

also on the probability of producing offspring that

survive. When intergenerational effects are likely to

be important, males should also take into account

female status, kin ties, or home range quality.32



It’s certainly the case that cross-cultural studies reliably find

that women care more about a potential partner’s material

resources.33 But as Dupré points out:

Given, first, that women in most societies have

fewer resources and, second, that women often

anticipate dependency on the financial resources of

their mates, this is not an observation in obvious

need of a deep biological explanation.34

Without doubt, early motherhood creates dependency on

others. It’s exhausting, time-consuming, and hungry work.

But in an evocation of the female bush crickets from

Chapter 1, that enjoyed the flexibility to adapt their mating

strategy to their particular “economic” circumstances,35

the greater the gender equity of a country, the smaller the

gender gap in the importance of the financial resources of a

partner (as well as in the importance of other preferences,

like chastity and good looks).36 Needless to say, the test

case of a country in which the sexes enjoy economic

equality doesn’t yet exist. But even over the relatively short

period between 1939 and 2008, preferences have shifted in

step with a breaking down of traditional male breadwinner

versus female homemaker roles, note psychologists Wendy

Wood and Alice Eagly.37 For men, the importance of good

financial prospects, education, and intelligence in a partner

has risen, while the importance of culinary and

housekeeping abilities has decreased. Nor is men’s self-

reported interest in these “resource values” in women mere

political correctness, being mirrored by changes in marital

patterns in the United States. Whereas in the past, wealthier

and better educated women were less likely to marry, now

they are more so. As Wood and Eagly note, this means that



women now enjoy “a marriageability pattern similar to that

of men.”38

In fact, we may be shortly waving farewell to the

economics-inspired reproductive love story in which female

Fertility Value meets male Resource Value, settles down, and

maximizes reproductive success. In some cultures at least,

to a far greater degree it seems that what we really want

are partners similar to ourselves in these attributes.

Behavioral ecologists Peter Buston and Stephen Emlen

pitted the two perspectives—“potentials attract” versus

“likes attract”—against each other. They asked close to a

thousand U.S. college students to rate the importance in a

long-term partner of the purportedly evolutionarily relevant

categories of wealth and status, family commitment

(presumed to be especially important to women), physical

appearance, and sexual fidelity (supposedly particularly

important to men in a partner).39 The students then rated

themselves on those same attributes. From a potentials-

attract perspective, people with a high “mate value” (that

is, highly physically attractive and sexually chaste women,

and men of considerable wealth, status, and family

commitment) will expect more complementary reproductive

“potential” from a partner. But from a likes-attract

perspective, people will want their partner to be similar to

themselves: a woman who considers herself physically

attractive and wealthy will desire something similar in a

partner; a man who considers himself faithful and family

focused will seek the same. Although if the researchers had

only looked for data confirming the potentials-attract

hypothesis, they would have found it and drawn the

traditional conclusions—the likes-attract hypothesis actually

won hands down in terms of its ability to explain people’s

preferences. For instance, a man’s perception of his wealth

and status was associated much more strongly with the

importance he placed on the wealth and status of a



potential partner than with her attractiveness. Similarly, a

woman’s self-perceived physical attractiveness had a much

stronger effect on the importance she placed on a potential

partner’s looks than on his wealth and status.40 Following a

brief tour of data suggesting that more similar couples tend

to have better-quality marriages, the researchers comment

that their “results suggest that the emphasis should be

shifted away from the standard approach that focuses on

indicators of reproductive potential toward understanding

how matching on a trait-by-trait basis contributes to marital

stability and possibly to reproductive success.”41

A later study, it must be said, failed to see evidence of

likes attracting in a speed-dating situation, despite getting it

on paper—a finding that highlights the somewhat dubious

value of simply asking people what’s important to them in a

partner.42 However, it’s also possible that a speed-dating

context may, by necessity, tend to push people toward

focusing on an individual’s most readily discernible qualities.

Analyses of speed-dating data have found that, for men and

women alike, physical attractiveness and youth dominate as

predictors of a potential date’s desirability.43 But an

analysis of actual matches made through an online dating

Web site in China found that likes-attract again provided a

much better explanation of the data than did potentials-

attract. And even though there were signs here and there of

“potentials” attracting too, sometimes this happened in the

“wrong” way—for instance, there was evidence that, like

men, “women also use their income to get more attractive

men” and that “women with [a] better education

background would like also to find a younger mate, just like

men do.”44

A relentless focus on “mating value,” narrowly conceived,

also contrasts with an analysis of several data sets reporting

what characteristics men and women find more and less



important in a partner. These show that for the past

seventy-five years, across a number of different countries,

the most important attributes in a long-term partner for

both women and men have nothing to do with youthful

fertility traded for resources. These most-desired attributes,

in being unrelated to a person’s reproductive worth, do not

force commentators to propose what Dupré describes as

“absurd evolutionary fantasies . . . in explanation of

homosexuality.”45 These preferred characteristics do not

offensively imply that the “mate value” of your wife—even if

she happens to be the woman you love, the mother of your

children, and the only person in the world who understands

what you mean when you say someone had “‘a beard like

McFie’s’ or ‘hair the same colour as that man in Hove who

caught me kicking his cat’”46—is less when she’s fifty than

when she was twenty years younger. They are attributes

that can’t be bought, injected into you, or liposuctioned out

of you. And they are also traits that have little to do with tax

brackets, luxury European cars, or corner offices. Rather,

they correspond to factors that reduce the chances you will

want to throw a plate at your partner’s head. They are

dependability, emotional stability, a pleasing personality,

and love.47

DOWNEY’S REFERENCE TO A “long, slow sexual revolution” tries to

capture a fundamental feature of human sexuality. It wasn’t

suddenly, with the advent of the birth control pill in the last

century, that human sexuality became unyoked from

reproduction—that began a long time before. A broader

understanding of human sexuality makes more visible the

absurdity of “the tendency to argue that, in relation to sex,

‘human nature’ is what you get when you remove every

human trait.” To understand human sexuality, you can’t

simply “strip off everything that’s distinctly human, like



language, social complexity, and self-awareness,”48 not to

mention a person’s politics, economic situation, social

norms, and social identities. These are inextricably part of

each person’s sexuality.

University of Otago social historian Hera Cook provides a

beautiful illustration of exactly this point in her rich account

of the sexual revolution.49 Cook notes that in eighteenth-

century England, women were assumed to be sexually

passionate. But drawing on economic and social changes,

fertility-rate patterns, personal accounts, and sex surveys

and manuals, Cook charts the path toward the sexual

repression of the Victorian era. This was a time of reduced

female economic power, thanks to a shift from production in

the home to wage earning, and there was less community

pressure on men to financially support children fathered out

of wedlock. And so, in the absence of well-known, reliable

birth control techniques, “women could not afford to enjoy

sex. The risk made it too expensive a pleasure.”50 Victorian

women turned to sexual restraint to control fertility, argues

Cook, “a course of desperation that could be sustained only

by imposition of a repressive sexual and emotional culture,

initially by individuals of their own accord, and then . . .

upon succeeding generations.”51 Cook describes the

trajectory of Victorian women’s sexuality from the mid- to

late nineteenth century as one of “increasing anxiety and

diminishing sexual pleasure.”52 Only with the increasing

availability of reliable, accessible contraception in the early

twentieth century was there a gradual relaxation of sexual

attitudes and growing acknowledgment of the existence and

importance of female sexual desire, culminating in the

introduction of the birth control pill and the sexual

revolution. For the first time in history, women were able to

join men in sex without the risk of lifelong consequences.



Cook’s rich perspective provides a useful reminder of the

sheer newness, still, of the possibility of female reproductive

and economic autonomy. So shouldn’t we therefore see

contemporary sexual relations as a particular point in a

long, sexual revolution that is still taking place? Take, for

example, the moral discomfort felt by Victorian couples that

used the cervical cap as a contraceptive device. Since use

of the cap suggested premeditated desire on the part of the

woman, many couples considered insertion a “wanton act”

and disapproved of it as an unfeminine “invitation to sexual

intercourse,” according to one birth control manual.53 Even

today, there are faded remnants of this attitude, in

contemporary assumptions that female sexuality is passive

and receptive, rather than the active author of its own

desire: the coy female of the Testosterone Rex conception of

sexual selection. But underscoring the point that a person’s

sexuality is exactly that—the sexuality of a person—a

growing body of research (led by Rutgers University

psychologist Diana Sanchez and her colleagues) suggests

that an internalized notion of female sexual passivity can

affect women’s bodily sexual experience. For instance,

heterosexual women with stronger mental links between sex

and submission have greater difficulty getting aroused and

achieving orgasm, and women who take a submissive role

during sex experience less arousal (a correlation that isn’t

due simply to a lack of desire affecting both behavior and

sexual excitement). Their sexual dissatisfaction, in turn,

reduces their partners’ enjoyment.54

By contrast, women who endorse feminist beliefs report

enhanced sexual well-being on several fronts—and not,

apparently, simply thanks to the effects of those beliefs on

men’s propensity to fold the laundry. Feminist women are

less likely to endorse old-fashioned sexual scripts, are more

likely to have sex for pleasure rather than compliance, and

enjoy greater sexual satisfaction thanks to a heightened



awareness of their own desire.55 What’s more, women’s

feminism is good for the sexual satisfaction of their male

partners too: a happy win-win situation.56 In case you

missed it, it was feminism that did that. I’m just saying.

By now it should be obvious that it’s pointless trying to

work out whether feminism reveals women’s real sexually

assertive nature, or is a social aberration that obscures their

natural submissiveness. As Carol Tavris argues in her classic

book The Mismeasure of Woman, “the idea that we have

only to peel away the veneer of culture, the veneer of

learning and habit, the veneer of fantasy, and the true

sexual being will emerge” is profoundly mistaken.

Our sexuality is body, culture, age, learning, habit,

fantasies, worries, passions, and the relationships in

which all these elements combine. That’s why

sexuality can change with age, partner, experience,

emotions, and sense of perspective.57

This insight applies equally to the sexuality of men. It’s

worth pointing out that everyone, including Evolutionary

Psychologists, recognize overlap in men’s and women’s

sexual preferences and behavior, and that these are

responsive to social and environmental conditions. But once

we stop trying to extract men’s true sexual nature from the

complicated social, economic, and cultural web in which

every boy and man is embedded, the many hundreds of

children begotten in Ismaïl the Bloodthirsty’s vast and

brutally guarded harem starts to look less like a

manifestation of uncompromised, evolutionarily honed male

sexual nature, and more a symptom of the fact that Mr.

Bloodthirsty was a despotic asshole. In an article titled “The

Ape That Thought It Was a Peacock,” psychologists Steve

Stewart-Williams and Andrew Thomas make the point nicely:

“Does the behavior of these despots reveal the



untrammeled desires of men in general, or does it just

reveal the untrammeled desires of the kinds of men who

become despots?”58

The ape that mistook itself for a peacock should also not

forget that it’s human.



PART TWO

PRESENT



CHAPTER 4

 

WHY CAN’T A WOMAN BE MORE LIKE A

MAN?

 

The belief is all but universal that men and women as contrasting

groups display characteristic sex differences in their behavior, and

that these differences are so deep seated and pervasive as to lend

distinctive character to the entire personality.

—LEWIS TERMAN AND CATHERINE MILES, Sex and

Personality
1

Men and women belong to different genders which are truly

disparate.

—CLOTAIRE RAPAILLE AND ANDRÉS ROEMER, Move

Up
2

IN HER REVIEW OF WELL-KNOWN BIOLOGIST LEWIS WOLPERT’S recent book

Why Can’t a Woman Be More Like a Man? The Evolution of

Sex and Gender,3 psychiatrist and journalist Patricia Casey

conveys profound relief at the challenge the book poses to

the politically correct views of gender theorists. After briefly

touring a litany of “naturally occurring differences hardwired

into our genes,” she concludes that the “obvious rejoinder”

to Henry Higgins’s famous question in My Fair Lady, “Why

can’t a woman be more like a man?” is “Because we aren’t

and we never will be.”4 This, apparently, is the only sensible

conclusion to reach. After all, “the argument that



testosterone and the Y chromosome have no influence on

how we think and feel defies credibility.”5

The assumption that, of necessity, these two biological

agents of sex create not just a male reproductive system,

but a distinctively male psyche, is in perfect keeping with

the old view of sexual selection, whereby there’s usually a

strong and predictable link between being a prolific

producer of cheap sperm, and a characteristically male way

of comporting oneself. But as the previous section showed,

even in nonhuman animals biological sex doesn’t

necessarily determine sexual nature, and especially not in

ourselves. The biological realities of reproduction are never

irrelevant, but even for dung beetles and hedge sparrows,

other factors can have radical effects even on behavior

directly related to mating and reproductive success. These

examples point to the surprising conclusion that biological

sex may not be the fixed, polarizing force we often assume

it to be.

In fact, even scientific understanding of sex

determination (that is, how we come to be male or female)

has shifted away from this view. According to the older, still

prevalent, account, “The presence of a Y chromosome

makes the embryo develop as a male; in its absence, the

default development is along the female pathway,” as

Wolpert summarizes the process whereby sex is

determined. The “key gene”6 in this story is SRY, located on

the Y chromosome. Individuals with the Y chromosome

develop testes; in the absence of the Y chromosome,

ovaries develop. The newly formed testes then produce high

levels of androgens, particularly testosterone, which direct

the development of male internal and external genitals;

otherwise, female versions develop.

In this understanding of how maleness and femaleness

come about, “The binary is stark: XX is female and XY is

male,”7 as Harvard University’s Sarah Richardson observes.



Reinforcing this cleanly binary view of sex is the apparently

obvious state of the world. Even gender theorists, who

unmoor themselves daily from reality as they grapple with

the dizzying possibilities for reconstructing masculinity and

femininity, agree that whatever genitalia you had when you

put on your underwear in the morning, they will still be

there when you get undressed again at night. About 98–99

percent of the population either have XY chromosomes and

male genitals (testes, a prostate, seminal vesicles, and a

penis) or they have XX chromosomes and female genitals

(ovaries, fallopian tubes, a vagina, labia, and a clitoris).8 Tel

Aviv University neuroscientist Daphna Joel refers to the

three core markers of maleness and femaleness as genetic-

gonadal-genitals sex: or 3G sex, for short.9

But this account, in which a person’s sex hinges on the

presence or absence of the almighty Y chromosome, turns

out to be too simple. Consider, for instance, those few

people in a hundred whose genes, gonads, and genitals

don’t all neatly align on either the male or female side:

people you surely know, but quite possibly without knowing

that you do. Social conventions, policies, and laws that

require everyone to be either male or female obscure the

biological reality that an “either/or” binary view of sex works

for most people, but not everyone. A small but significant

proportion of the population are “intersex”: they are “like a

female” in some aspects of 3G sex, but “like a male” in

another, or are in between the male and female form in

some aspect. For example, individuals with a male XY

complement of chromosomes, but whose receptors don’t

respond to the androgens that are critical for masculinizing

the genitalia, develop male testes but female external

genitalia. As the Intersex Society of North America points

out, this means that, despite the Y chromosome, these

women “have had much less ‘masculinization’ than the

average . . . woman [with XX chromosomes] because their



cells do not respond to androgens.”10 Or consider

congenital adrenal hyperplasia (CAH), in which an unusually

large amount of androgens are produced in utero. In girls,

this can result in somewhat masculinized external

genitalia.11

Drawing attention to examples like these back in the

1990s, Brown University biologist Anne Fausto-Sterling

risked making people’s heads explode by observing that

there are actually half a dozen or so sexes.12 In the heyday

of acclaim for the SRY gene on the Y chromosome as the

sex-determining gene, Fausto-Sterling pointed out that

intersex individuals are awkward for a model that doesn’t

allow for “the existence of intermediate states.”13 Following

the neglected arguments of two geneticists, Eva Eicher and

Linda Washburn, Fausto-Sterling suggested that deeply

culturally embedded associations were implicitly at work in

this scientific model: namely, “female,” “passive,” and

“absence.” The development of testes from an

“androgynous” gonad is an active, gene-directed process,

but in the absence of the potent, male SRY gene, ovarian

tissue just . . . happens, as the default?

Contemporary sex determination science now recognizes

that female development is as active and complex a process

as male development. And what has also become clear is

that many genes are involved in sex determination: SRY on

the Y chromosome; a few on the X chromosome (including

some involved in male sexual development); and then,

surprisingly, dozens of others located on other

chromosomes.14 That’s why, if you see the phrase “sex

chromosomes” in scare quotes, it’s not because some batty

feminist scholar refuses to recognize the biological basis of

sex, but because genetic sex isn’t located in a stark binary—

Y present or absent—but is scattered about the genome.

Sex determination is therefore “a complex process.” Rather



than the simpler old scenario in which the SRY gene tips

males onto a distinct developmental path, “the identity of

the gonad emerges from a contest between two opposing

networks of gene activity.”15

Of course, when Patricia Casey rhetorically asks why a

woman can’t be more like a man, she doesn’t wonder why it

is that a woman can’t turn her clitoris into a penis, or her

ovaries into testes. Casey is expressing a common belief

that sex—most prominently in the form of testosterone and

the Y chromosome—has a fundamental effect on the brain

and behavior. As Penn State University psychologist Lynn

Liben puts it:

Males and females are assumed to have different

“essences” that, although largely invisible, are

reflected in many predispositions and behaviors.

These essences are given—at the individual level—

by a range of genetic and hormonal processes and—

at the species level—by evolution. They are viewed

as part of the natural order, likely to be presumed to

operate across contexts and across the lifespan, and

often presumed to be immutable (at least in the

absence of herculean and unnatural efforts to

change them).16

But does it make sense to expect sex to create essences

in the brain and behavior? Across species, the same

evolutionary problem of sexual reproduction has been

solved in lots of different ways—and this means that

possession or absence of a Y chromosome17 (and the other

genetic components of sex) doesn’t, in and of itself, dictate

a particular way of behaving. But also, within some species

—including our own, as this chapter fleshes out some more

—neither sex has the monopoly on characteristics like

competitiveness, promiscuity, choosiness, and parental



care. The particular pattern, as we saw, depends on the

animal’s ecological, material, and social situation. This

suggests that, even within a particular species, the effect of

the genetic and hormonal facets of sex on brain and

behavior must not inflexibly inscribe or “hardwire” particular

behavioral profiles or predispositions into the brain; not

even those more common in one sex than the other.

Instead, they are drawn out to a greater or lesser degree, as

circumstances dictate.

The sexes’ reproductive roles (as in who produces which

gametes, and puts what organ where) are distinct in a way

that behavioral roles are not. Presumably this is because

there is no environment or context in which having an

intermediate version of the reproductive system, or putting

together different parts of it in creative new ways—like a

penis with a uterus, or testes with a set of fallopian tubes—

would have been beneficial for reproductive success. Not so,

though, for behavior. None of which is to say that sex

doesn’t influence us above the collar. But should we expect

the genetic and hormonal components of sex to have the

same kind of effect on the brain and behavior as they do on

the reproductive system? With even that developmental

process described by one expert as “a balance” rather than

a binary system,18 we might start to wonder not just

whether, but why, sex should produce male and female

brains, and male and female natures.

SEX CATEGORIES ARE THE PRIMARY way that we carve up the social

world. It’s the first thing we want to know when a newborn

enters the world. It’s often what we register first and fastest

when we meet someone. We state it on almost every form

we fill out. In most countries, we’re legally required to be

one or the other. We mark and emphasize it with pronouns,

names, titles, fashion, and hairstyles.19



We probably wouldn’t do this if maleness and femaleness

—3G sex—didn’t have certain important features. If last

week you were female and had ovaries, a vagina, and so on,

but this week you are male and have testes and a penis,

those M and F check boxes probably wouldn’t be nearly as

common. If most of us were intersex in some way or

another, the ubiquitous question, “Is it a boy or a girl?”

wouldn’t be so compelling. And if the shape of our external

genitalia fell on a continuum, with the majority of people in

an ambiguous midrange shape, it’s an interesting question

whether our sex would play such a key role in how we

present ourselves to the world.

But of course 3G sex is not like this. The genetic and

hormonal processes of sex, despite being complex and

multifaceted, usually create distinct, consistent, and stable

3G sex categories. It’s perhaps understandable for people to

assume that sex has the same kind of fundamental effect on

the brain as it does on the genitals. As Joel and a colleague

put it, we assume that “sex similarly acts serially and

uniformly, exerting an overriding and diverging effect,

ultimately leading to the creation of two distinct systems, a

‘male’ brain and a ‘female’ brain.”20 It’s not uncommon, in

what passes for debate on Twitter, for people to counter the

claim that there is no such thing as a “male brain” and a

“female brain” by linking to a scientific article reporting a

sex difference in the brain. In other words, as soon as we

learn that brains differ according to sex, the implicit

reasoning is that the brain must therefore also have a sex

and, like the genitals, create female and male categories.

In fact, the classical scientific view proposed something

along these lines. As with the genitals, testosterone was

thought to be a key player, the prenatal gush produced by

the newly formed testes masculinizing and defeminizing the

brains of males in broad-brush fashion, while in its absence

the brain is feminized. In this way, “genetic sex determines



gonadal sex and gonadal hormones determine brain sex,”

as leading researchers Margaret McCarthy and Arthur Arnold

neatly summarize it.21 Scientists involved in nonhuman

animal research assumed that these sex effects create

discrete male and female neural circuits restricted to those

involved in mating. But of course, for many psychologists

and popular writers discussing the human condition,

“mating behavior” potentially includes in its scope just

about every aspect of human psychology—from a visual

system attuned to babies’ faces, to a sense of humor that

showcases one’s superior reproductive potential.22

However, new evidence reveals a far more complicated

picture, as McCarthy and Arnold explain. Sex isn’t a

biological dictator that sends gonadal hormones hurtling

through the brain, uniformly masculinizing male brains,

monotonously feminizing female brains. Sexual

differentiation of the brain turns out to be an untidily

interactive process, in which multiple factors—genetic,

hormonal, environmental, and epigenetic (that is, stable

changes in the “turning on and off” of genes)—all act and

interact to affect how sex shapes the entire brain. And just

to make things even more complicated, in different parts of

the brain, these various factors interact and influence one

another in different ways.23

For example, as Joel points out, environmental factors

(like prenatal and postnatal stress, drug exposure, rearing

conditions, or maternal deprivation) interact with sex in the

brain in complicated and non-uniform ways.24 Take just one

study, showing that lab rats that have enjoyed a peaceful,

stress-free life show a sex difference in the density of the

“top-end” dendritic spines (these transmit electrical signals

to the neuron cell body) in one tiny spot of the

hippocampus. (The female dendritic spines are denser.) But

look at the same brain region in a group of rats that have



been stressed for just fifteen minutes, and now the dendritic

spines of the male rats are bushy, like those of unstressed

female rats. Conversely, the top-end dendritic spines of

stressed female rats become less dense, like those of

unstressed male rats. In other words, brief stress exposure

reverses the “sex difference” for that particular brain

characteristic.25

And it gets even more complicated than this. A particular

environmental factor can have a profound effect on sex

differences for one brain characteristic, but the opposite

influence, or none, for others. For example, brief stress has

a different effect on the “bottom-end” dendrites in this

same brain region. Here, male and female dendritic spines

are identical, so long as those rats have lived a stress-free

life. But what happens if the rats are stressed? There’s no

effect on bottom-end dendritic spines in females, but their

density increases in males. So what we have is a situation in

which sparse top- and bottom-end dendritic spines are what

you tend to see in nonstressed males and stressed females,

bushy dendritic spines top and bottom is what you see in

stressed males, and bushy tops with sparse bottoms is what

you expect of nonstressed females.26

Confusing? That, in a way, is the point. You might also be

beginning to wonder what exactly is the “male” pattern of

dendritic spines? What is the “female” version? Unless you

have very strong opinions on whether the true way of life for

a laboratory rat is one of complete serenity, or whether it is

the right and proper fate for every rat to experience brief

episodes of high tension, there isn’t really a good answer to

this question. (For this reason, Joel recommends avoiding

using the terms “male form” and “female form” to refer to

brain characteristics.)

This particular study, conducted by neuroscientist Tracey

Shors and colleagues, looked at one simple environmental

effect on two extremely precise brain characteristics in one



tiny part of the brain. Now imagine hundreds of these

interactions between sex and environment, affecting many

different features of the brain, as wild rats experience their

own unique and rich tapestry of life. With each experience,

some brain features change their form, others will not,

giving rise to unique combinations of forms. What we should

expect to emerge, then, from this “multiplicity of

mechanisms”27 is not a “male brain,” or a “female brain,”

but a shifting “mosaic” of features, “some more common in

females compared to males, some more common in males

compared to females, and some common in both females

and males,” as Joel and colleagues conclude.28

This is exactly what Joel found for the very first time in

humans, with colleagues from Tel Aviv University, the Max

Planck Institute, and the University of Zurich.29 They

analyzed images of more than 1,400 human brains, drawn

from large data sets from four different sources. First, they

identified around ten of the largest sex differences in each

sample. Even this preliminary exercise challenged popular

understanding in a couple of ways. First of all, contrary to

the view that the brains of men and women are strikingly

different, none of these differences were particularly

substantial. Even for the very largest, the overlap between

the sexes meant that about one in five women were more

“male-like” than the average male. What’s more, each data

set had a different Top Ten list. As the authors point out, this

shows that sex differences in the brain aren’t simply due to

sex, but depend on additional factors, the most obvious

candidates being age, environment, and genetic variation.

Next, the researchers identified a “male-end” zone and a

“female-end” zone for each brain feature, based on the

scores of the 33 percent most extreme men and women,

respectively. (An “intermediate” zone lies between the two.)

Then they worked out whether people’s brains are

consistently on the male-end or the female-end of the



continuum in each of these regions, or whether brains are a

mix of male-end and female-end characteristics.

As the rat data might already have led you to expect, the

results were decidedly in the favor of a mix. Between 23 and

53 percent of individuals had brains with both male-end and

female-end features (depending on the sample, type of

brain measure, and method of data analysis). The

percentage of people with only female-end or only male-end

brain features was small, ranging from 0 to 8 percent.30

So what is a “female brain” or a “male brain”?31 Is a

female brain the type of brain possessed by the very few

individuals with consistently female-end brain

characteristics—some of whom, by the way, are men? And if

so, what kind of a brain do the majority of females have?

So sex does indeed matter, but in a complicated and

unpredictable way. Although there are sex effects that

create differences in the brain, sex isn’t the basic,

determining factor in brain development that it is for the

reproductive system. Unlike the genitals, “human brains

cannot be categorized into two distinct classes: male

brain/female brain,” Joel and colleagues conclude. Instead,

they are “comprised of unique ‘mosaics’ of features.”32 One

way to think of it is like this: a neuroscientist certainly might

be able to correctly guess your sex from your brain, but she

wouldn’t be able to guess the structure of your brain from

your sex.33

There is another important difference between sex

differences in the genitals and sex differences in the brain.

When it comes to the former, these very obviously serve

males’ and females’ different fixed, timeless, and universal

roles. Not even the most determined advocate of the view

that a woman can do anything a man can would deny that a

penis and testes function much better for delivering sperm

than does a vagina and ovaries. But when it comes to the



brain, “in many cases . . . the functions of neural sex

differences are mysterious,” point out neuroscientists Geert

de Vries and Nancy Forger,34 particularly the farther “up”

the brain you get, away from the parts of the brain involved

in very sex-specific functions, like ejaculation. Summarizing

decades of endeavor in 2009, de Vries and a colleague note

that

hundreds of sex differences have been found in the

central nervous system, but only a handful can be

clearly linked to sex differences in behavior, the

best examples are found in the spinal cord . . . we

do not know the functional consequences of most of

the others.35

This might come as a shock to some, especially given the

willingness of some scientists and popular writers to

conjecture links between sex differences in the human brain

and complicated, multifaceted behaviors like mathematics,

empathizing, or taking care of children.36 But these

speculations are, to put it politely, optimistic. There are no

simple links between a specific brain characteristic and a

particular way of behaving. Instead, how we think, feel, and

act is always the product of complex assemblies of neural

effort, in which many different factors act and interact.

To be very clear, the point is not that the brain is asexual,

or that we shouldn’t study sex effects in the brain. (Just for

the record, I’ve never held that view.)37 As several

neuroscientists have argued, since genetic and hormonal

differences between the sexes can influence brain

development and function at every level (and throughout

the brain, rather than just in a few reproduction-related

circuits), investigating and understanding these processes

may be especially critical for understanding why one sex

can be more vulnerable than the other to certain



pathologies of brain or mind. This, in turn, may offer helpful

clues to potential causes and cures.38 The point is rather

that, potentially, even quite marked sex differences in the

brain may have little consequence for behavior.

This may seem counterintuitive. In a keynote speech

titled “When Does a Difference Make a Difference?”

University of Toronto neuroscientist Gillian Einstein reflects

on her puzzlement when she encountered this situation in

her own research.39 On the one hand, as she explains,

there’s clear evidence that estrogens and progesterones

can powerfully affect the growth, pruning, and connectivity

of brains cells. Yet meticulous work in her lab identified little

correspondence between estrogen or progesterone levels

(over the course of the menstrual cycle) on healthy

women’s moods—negative or positive. Contrary to popular

myth and a thousand misogynist jokes—paging Mr. Donald

Trump40—the important predictors of mood aren’t time of

the month, but stress, social support, and physical health.41

Einstein had “a hard time with this,” as she puts it.

Intuitively, it stands to reason that “if you affect neurons,

you affect the brain, and if you affect the brain, you affect

mental states.” Yet this wasn’t what she found. Einstein’s

conclusion is that sex effects (like hormonal changes) have

to be seen in the larger context of the many other

neurochemical processes going on in the brain, and that “it

takes a lot of neurons to mobilize a mood.”42

This point about looking at the bigger picture brings us to

a critically important possibility. What if the purpose of some

sex differences in the brain were to counteract other

differences? The numbers 3 and 2 are different from the

numbers 4 and 1, but both combinations achieve the same

additive result. Likewise, as University of Massachusetts

Boston psychobiologist Celia Moore points out, different

brains can reach the same ends via different neural



means.43 This is where evolutionary-flavored

preconceptions become key. For instance, in a Psychology

Today blog subtitled “New Study Confirms That Men’s Minds

Come from Mars and Women’s from Venus,” University of

Chicago psychobiologist Dario Maestripieri writes that, “from

an evolutionary perspective, large differences in personality

between the sexes make perfect sense.”44 From this

conceptual starting place, what could make more sense

than to suppose that any particular sex difference in the

brain (or hormones) serves the purpose of making the sexes

behave differently? It is easy to overlook the point that, to

the extent that males and females need to be able to

potentially behave in similar ways to get by in day-to-day

life, evolution has to work out a way for this to be achieved

in the somewhat different bodies with which they’re

bestowed. Humans, it’s worth pointing out, rank pretty low

on the Spectacular Bodily Sex Differences Scale. As

Occidental College sociologist Lisa Wade points out, “If we

were as sexually dimorphic as the elephant seal, the

average human male would tower six feet above the

average woman and weigh 550 pounds.”45 By contrast,

beyond the genitals, women’s and men’s bodies overlap in

everything from hormones to height, but there are average

physiological differences. And so, bearing in mind that

“male neural systems have evolved to control behavior

most optimally in a male body and likewise for females,” as

de Vries and a colleague suggest, we can’t assume that

neurobiological sex differences always act to create

differences in behavior. Sometimes, they may in fact serve

to iron them out.46

A beautiful example of de Vries’s principle of

“compensation, compensation, compensation”47 comes

from the neuroscience of birdsong, recently explained by

Fausto-Sterling, in her book Sex/Gender: Biology in a Social



World.48 Songbirds represent one of the few success stories

in linking sex differences in the brain to sex differences in

behavior. In the canary, for instance, the “song-control”

brain region is bigger and denser in males, and this has

been directly linked to males’ superior singing. There’s

likewise a hefty sex difference in that brain region in another

songbird species, the African forest weaver bird, being one

and a half times larger in males. But unexpectedly, in this

species, males and females sing together, in unison. How do

both sexes sing the same song, despite this large sex

difference in the song-control region of the brain? The

answer: because of another sex difference. In females, the

genes involved in song production areas “express” (produce

brain-altering proteins) at a much higher rate than in males,

compensating for their smaller neural real estate. “In

effect,” Fausto-Sterling explains, “the gene action

advantage canceled out the size advantage leading to equal

song production abilities.”49

But still. These caveats and principles are all very well

and good, but rats and other animals nonetheless don’t

have perfectly gender-egalitarian lifestyles. Yes, sexual

differentiation of the brain is proving to be messier, more

complex, and variable than previously appreciated. It’s even

less, well, sex-y than once thought, in the sense of sex

being one of many interactive factors, rather than acting as

a single, clear, predictable director of development. Yet

somehow all of this still gives rise to certain kinds of

behavior that are more common in males, and other kinds

of behavior more common in females.50

This is a fair point. But easily passed over as a stabilizing

buffer that allows the emergence of sex differences in

behavior is the environment.51 Decades ago, Moore found

that the high levels of testosterone in the urine of male

newborn rats triggers a higher intensity of anogenital licking



by their mothers, compared with the amount of licking

received by female pups. This extra licking turns out, she

found, to stimulate the development of sex differences in

brain regions that underlie basic mating behavior.52 More

recently, this more devoted maternal licking of males has

also been linked to epigenetic effects in the brain and sex

differences in youthful play behavior, potentially a precursor

to later sex roles.53 In other words, the mothers’ behavior is

an integral part of how male rats’ brains and behavior

develop differently from females’.

This seems remarkable. Maternal care, a critical part of

evolution’s strategy for creating something as fundamental

as male sexual behavior? Shouldn’t something so elemental

be in the portfolio of the genes? But as developmental

biologists have been pointing out for decades, offspring

don’t just inherit genes. They also inherit an entire

“developmental system”: an ecological legacy of place,

physical environment, and structures; and a social legacy of

parents, relatives, peers, and others who also provide

important and reliable inputs as the animal grows and

learns.54 A rat will be born to a mother that will lick its

anogenital region. A primate will be born in an environment

with ready access to fruit. In other words, genetic material

isn’t the only source of developmental building blocks that

can be relied on to be stable and enduring. So why not

exploit this? Just as car engineers don’t bother to design

miniature crude oil distillers into cars since gas stations are

readily available to motorists, “selection cannot favour a

trait that compensates for the loss of a developmental input

that is, as a matter of fact, reliably available,” as University

of Sydney philosopher of science Paul Griffiths explains. For

example, primates have lost the capacity to synthesize

vitamin C; why bother retaining this ability, since vitamin C

is readily available on fruit trees? Similarly, if a mother rat

that enthusiastically licks one’s anus and bottom is



something that a male pup reliably inherits, along with his

DNA, then natural selection will make use of it.55

We humans obviously don’t have anogenital licking as a

means to provide a different developmental system for

males and females. But the list of what we do have—a.k.a.

gender socialization—is seemingly endless. No sooner has

the determined gender scholar decided that she has

completed her inventory, when Bic releases a special, slim

pen “for her,” or Oster creates an “Ironman” blender for

males’ very specific and distinct food-blending needs.56 In

newborns, small average sex differences in size, health, and

ability to self-regulate might influence caregiver-baby

interactions, even before parents’ gender-related beliefs

fully kick in, suggests Fausto-Sterling.57 But it’s the

genitalia—and the gender socialization this kicks off—that

provide the most obvious indirect developmental system

route by which biological sex affects human brains. De Vries

and Forger suggest that one way to think about these kinds

of indirect pathways is that, ultimately, sex recruits a range

of resources to reproductive-related ends. In other words, it

delegates some of its developmental work to external

contractors. And (as any home renovator knows), the

bigger, longer, and more complicated a project is, the more

scope there is for the end result to depart from the initial

vision. And so, de Vries and Forger suggest, when it comes

to humans, “with extensive social interactions and long

development times, this means that there are plenty of

opportunities to override or, alternatively, magnify the initial

‘program.’”58

This is certainly one respectable view of gender

socialization. Yes, we press dolls almost exclusively on girls;

yes, we have a sexual double standard, and so on, and

these social factors do make a difference. However,

according to this view, these social norms exist because



they reflect and respond to the original “program” with

which sex endows us: “nature” recruits “nurture.”59 But is

there a particular “program” or outcome that males and

females are supposed to “develop to”?60

Some neuroscientists speculate that a benefit of

environmental influences (like maternal behavior) having a

hand in sexual differentiation of the brain is that the process

can therefore be tinkered with, in a way that’s helpful for

whatever the current environmental conditions happen to

be.61 And in our own species, this capacity is beyond

useful: it’s essential. The diversity of environments—and

therefore conditions and roles—to which we need to have

the potential to adapt far surpasses that of any other

creature. Consider the variety of ways we feed ourselves,

even: “It seems certain that the same basic genetic

endowment produces artic foraging, tropical horticulture,

and desert pastoralism, a constellation that represents a

greater range of subsistence behavior than the rest of the

Primate Order combined,” two evolutionary scientists

note.62 This critical difference between ourselves and other

species is perhaps best illustrated by the reality TV show

Wife Swap. In this long-running program, viewers enjoy the

mayhem that ensues when wives of generally very different

social class, background, personality, and lifestyle swap

homes, household rules, lives, husband, and children for two

weeks “to discover just what it’s like to live another

woman’s life.”63 I think I can say with low risk of the charge

of anthropocentric bias that there is no other species in the

animal kingdom for which this concept would work for seven

seasons. Other animals are fascinating, to be sure. Many are

highly flexible and adaptable. But there just aren’t that

many ways to be a female baboon. The unrivalled interest of

human beings as objects of examination for reality TV

programming reflects the fact that, as evolutionary biologist



Mark Pagel puts it, we are “a single species with a global

reach and ways of life as varied as collections of different

biological species.”64 The anthropological, historical,

psychological records and a single episode of Downton

Abbey clearly show that how women and men behave

“varies greatly depending on situations, cultures, and

historical periods,”65 as psychologists Wood and Eagly put

it. We saw earlier in the book that even when it comes to

something as basic as bringing the next generation into

being, we humans have enjoyed an array of possibilities as

to how to get the job done. A man might be a Chinese

emperor with a large harem to service, or a contentedly

monogamous British civil servant. A woman might be a

mail-order bride, or actively seek multiple lovers in a

socially sanctioned arrangement.66 (Not even sexual

preferences, despite being pretty important when it comes

to the possibility of reproductive success, are reliably and

exclusively other-sex oriented across people, times, and

contexts.) It’s simply not possible to designate any one way

of life as representative of “male sexuality” or “female

sexuality.” So, too, for parental care: although greater

maternal care seems to be universal across time and place,

both mothers and fathers can be negligent and abusive, or

loving and attentive, while cultural norms span from wet

nurses to breast-feeding on demand, from boarding schools

and thrashings to permissive, helicopter parenting. And as

Wood and Eagly document, although it’s universal for

human societies to have a division of labor by sex, how

those roles are shared, and what they involve, vary

markedly across time, place, and circumstance, depending

on the demands of the “cultural, socioeconomic, and

ecological environment.”67 These very open-ended

outcomes would be more easily achieved by a

developmental pathway that runs from sex to socialization



to the brain (and hormones, as we’ll come to in a later

chapter), rather than by an inflexible direct path from sex to

brain.68

True, human societies’ allocation of sex roles isn’t always

arbitrary: some roles are universally performed more

commonly by one sex or the other. These, suggest Wood

and Eagly, track physical differences between the sexes: in

particular, men’s greater upper body strength versus

women’s unique ability to grow and, until the invention of

infant formula, feed babies. These make jobs like hand-to-

hand combat and chopping wood more suited to men’s

physiques and, historically, jobs that required stretches of

time uninterrupted by hungry babies would have tended to

be allocated to men. But even these consistent sex role

divisions aren’t absolute. Sometimes, as Wood and Eagly

describe, ecology and circumstances align in ways that

bring about highly counterstereotypical roles. For example,

in some hunter-gatherer societies fathers show intensive

care of infants, while in others women hunt large game, or

hunt with dogs and nets,69 or take part in military combat,

including very occasionally in all-female units.70

One explanation might be that these represent cases of

desperate times calling for desperate measures. Yet Wood

and Eagly conclude that the “evidence that men and women

sometimes engage in gender-atypical activities suggests a

flexible psychology that is not vividly differentiated by

sex.”71 This brings us to an evolving controversy: just how

different—or similar—are women and men? A Live Science

headline—“Men’s and Women’s Personalities: Worlds Apart

or Not So Different?”—neatly captures the range of possible

views. And of course the reason we argue about this more

than, say, whether dogs are from Saturn and cats are from

Neptune, is that it seems fundamental to the question of

how we should feel about the status quo.



What is relatively uncontroversial (although the memo

has yet to make it to a number of popular commentators) is

that the majority of sex differences in the basic building

blocks of behavior—cognition, communication, social and

personality traits, and psychological well-being—are

relatively small. University of Wisconsin–Madison

psychologist Janet Hyde drew attention to this important

point in a now classic paper proposing the “gender

similarities hypothesis.”72 This was based on a synthesis of

forty-six meta-analyses of sex differences in those

fundamental building blocks. A meta-analysis is a statistical

compilation of published and unpublished studies looking at

a particular research question that, by pooling data, yields a

more reliable estimate of what’s going on. From this,

researchers calculate a useful statistic known as the “effect

size.” It not only tells whether there is a difference between

two groups but how much of a difference, if one exists. The

bigger the effect size, the bigger the difference. A sex

difference, after all, could mean anything from “almost all

women scored higher than all men” (the situation when

there is an effect size of about 3) to “there’s a 56 percent

chance that a woman picked at random will score higher

than a randomly selected man.” This far less impressive

difference, reflecting much greater overlap in the scores of

women and men, would reflect an effect size of about 0.2.

What Hyde found is that more than three-quarters of the

sex differences that emerged from these meta-analyses

were either very small (0.1 or less) or small (0.35 or less),

meaning that about 40 percent of the time, at least, if you

chose a woman and a man at random, the woman’s score

would be more “masculine” than the man’s, or vice versa.73

(If there were no average sex differences, this would happen

50 percent of the time.) These included skills like

mathematical problem solving, reading comprehension, and

characteristics like negotiator competitiveness and



interpersonal leadership style. A recent ten-year follow-up of

Hyde’s landmark paper that synthesised 106 meta-analyses

of sex differences confirmed the gender similarities

hypothesis no less emphatically.74

A more recent turn has been to look not just at the sex

difference in a single variable but the pattern over sets of

variables. In one recent study, Bobbi Carothers and

University of Rochester psychologist Harry Reis found that

people often score in a stereotype-consistent direction on

some variables, but in the opposite direction on other,

related ones. In other words, they can’t be tidily sorted into

“masculine” and “feminine” categories but are instead

spread across a continuum.75 As the researchers put it,

“Although there are average differences between men and

women, these differences do not support the idea that ‘men

are like this, women are like that.’” Instead:

These sex differences are better understood as

individual differences that vary in magnitude from

one attribute to another rather than as a suite of

common differences that follow from a person’s

sex.76

Another evolving aspect of this debate is that old

arguments that sex inequalities are explained by women’s

intellectual inferiority have shifted toward claims instead

that these inequalities are due to sex differences in values

and interests. It’s not that a woman can’t behave like a

man; it’s just not in her nature to want to. Yet contrary to

the Testosterone Rex perspective, sex differences in both

“masculine” values (social status, prestige, control and

dominance of people and resources, and personal success)

and the “feminine” value of caring for loved ones are also

small.77 Nor are such priorities set in stone. The Pew

Research Center in the United States, for instance, recently



reported that young women have now overtaken men in the

importance they place on success in a high-paying career,

and the sexes are equally likely to count being a good

parent and having a successful marriage as more important

than lucrative workplace success.78

But perhaps, you may be thinking, women’s equal work

ambition is all very well and good, but only men tend to

have the requisite ruthlessness to get ahead. A well-worn

story is that, since evolutionary dynamics dictate that the

nasty guy dominates and therefore gets the girl, men tend

to be inherently more aggressive than women. In fact, there

are some serious question marks hanging over this chain of

assumptions.79 But even setting these aside, the argument

doesn’t really work. The largest sex difference in aggression

is, unsurprisingly, in the physical variety. (You’d have about

a two in three chance of correctly guessing whether

someone was male or female, based on whether they were

below or above average in physical aggressiveness.)80 But

here are two facts about your own occupation that, with a

few exceptions, are almost bound to be true. First, men

predominate at the most senior or prestigious levels.

Second, they didn’t get there by virtue of their greater

propensity to punch people in the nose. That’s not to say

that everyone plays nice at work. But meta-analytic findings

for sex differences in verbal aggression fall into the very

small to moderate range. (And in some places, like the

Gapun village in Papua New Guinea, the typical sex

difference is reversed, with women renowned for their

colorfully aggressive tirades toward those who have

displeased them.)81 As for indirect aggression—the aim of

which is “to socially exclude, or harm the social status of, a

victim”82 without getting blood on one’s suit—if anything,

the scale is tipped toward greater female aggression.83 In



short, sex differences in aggression don’t get us very far in

explaining the occupational status quo.

True, sex differences in occupation-related interests are

larger. (I took a close look at the evidence supposedly

showing the “hardwired” basis of this in my previous book,

Delusions of Gender.) According to compiled findings from

one much-used inventory, more than 80 percent of men

report greater interest in “things” than the average woman,

who has a greater fascination with “people”-inclined

activities,84 and this seems to be reflected in the kinds of

occupations into which women have made the least inroads

over the past three decades.85 However, it’s worth noting

psychologist Virginia Valian’s observation that simply

labeling a dimension “things” or “people” doesn’t make it

so. For example, the three subscales of the inventory that

make up the “thing” dimension require “thing” to be

interpreted so broadly—including “the global economy,

string theory, mental representations, or tennis”—that the

term becomes “vacuous.”86 Valian also suggests that

preconceptions about which sex does stuff with things have

influenced the creation of the items. Why, for instance,

don’t activities like “Take apart and try to reassemble a

dress” or “Try to recreate a dish tasted in a restaurant”

appear on such scales?87 But also, as Valian observes, the

sexes are artificially divided when they are categorized as

either “thing people” or “people people.” In fact, being

interested in things doesn’t stop you from being interested

in people, and vice versa. Many men and women are, of

course, interested in both and would be pretty awful at their

jobs if they weren’t. For instance, I wouldn’t care to have

blood taken by a nurse, however sympathetic, who was

completely uninterested in the mechanics of the syringe.

Nor would I want to hand over the renovation of my house



to a builder who had no interest in understanding or

managing the delicate psychology of the tradesperson.88

One counter-response to claims that a person’s sex tends

not to be a very good guide to whether they will be

“masculine” or “feminine” on a particular trait is that these

usually modest differences nonetheless add up to

something rather substantial. The neurobiologist Larry

Cahill, as we saw in the Introduction, suggests that the

argument that the sexes are similar because most

differences are small is “rather like concluding, upon careful

examination of the glass, tires, pistons, brakes, and so forth,

that there are few meaningful differences between a Volvo

and a Corvette.”89

However, there’s a problem with this line of reasoning.

For many decades, researchers supposed that masculinity

and femininity are polar ends of a single dimension:

someone high in masculinity is therefore necessarily low in

femininity, and vice versa. In fact, this assumption was built

into the very design of the first systematic attempt to

measure masculinity and femininity: a brisk 456-item

questionnaire with the carefully obscure title, The Attitude

Interest Analysis Survey.90 The survey yielded a single

score that placed each individual at a particular point on a

single masculinity-femininity line. So if, for example, you felt

that the word “tender” went most naturally with the word

“loving” or “kind” then you lost a point (naturally!) for being

feminine. By contrast, if your mind leapt unsentimentally

from “tender” to “meat,” then you may have had trouble

getting second dates, but you did at least gain a point for

being masculine.

It wasn’t until the 1970s that this assumption was

overturned by the development of two new scales.91 Still in

use today, these separately assess “masculine” traits of

“instrumentality” (qualities like self-confidence,



independence, and competitiveness) and “feminine” traits

of “expressiveness” (such as being emotional, gentle, and

warm and caring toward others). This revealed that it is

possible to be both instrumental and expressive, or neither.

To put it in terms of Cahill’s car metaphor, one can have the

safety, reliability, and room-in-the-trunk-for-the-weekly-

groceries-ness of the Volvo and the power, status, and thrill

of the Corvette. Or—and here I stress to any Volvo and

Corvette owners that the comments that follow are made

solely for pedagogical purposes—one can have the

sluggishness of a Volvo and the expense of a Corvette. But

even this two-dimensional model of gender is now known to

be too simple. Correlations among masculine traits and

among feminine ones are often weak or nonexistent. Having

one masculine trait doesn’t imply you have another, and

likewise for feminine traits.92

In other words, differences between males and females

may not “add up” in a consistent way to create two kinds of

human nature; but rather, as with sex differences in the

brain, create “mosaics” of personality traits, attitudes,

interests, and behaviors, some more common in males than

in females, others more common in females than in males.

Joel and colleagues tested this idea, drawing on three large

data sets, and using the same approach as they did for

brains. Even looking at only twenty-five behaviors with at

least moderate sex differences (this included attributes like

communication with mother, being worried about one’s

weight, and delinquency, as well as strongly sex-

stereotyped activities like playing golf and using cosmetics),

between 55 and 70 percent of people (depending on the

sample) had a mosaic of gender characteristics, compared

with less than 1 percent who had only “masculine” or only

“feminine” characteristics.

This makes the notion of female natures and male

natures as unintelligible as that of female brains and male



brains. Which of the many combinations of characteristics

that males display should be considered male nature? Is it a

profile of pure masculinity that appears to barely exist in

reality? What does it mean to say that “boys will be boys,”

or to ask why a woman can’t be more like a man? Which

boy? Which woman, and which man?

These findings and patterns are awkward for those who

want to argue that the sexes “naturally” segregate into

different occupations and roles because of their different

natures, or because of a slight advantage of one sex over

the other, on average, on a particular trait. Job performance,

paid or unpaid, depends on a suite of different skills, traits,

interests, and values. People simply don’t develop a career

doing one thing really well, like identifying facial expressions

of emotion, being sympathetic, or banging a fist on a

boardroom table. What’s more, for most jobs, there isn’t

one, single ideal combination of characteristics, skills, and

motivations, but a range that could all fit the bill equally

nicely. That’s why not everyone at your level, in your role, in

your occupation, is just like you. So if you want to, say, trot

out the argument that women are just more psychologically

suited to taking care of small children, you’re committing

yourself to the claim that women’s hugely variable gender

mosaics far more often match the many possible mosaics

for caring for young children than do men’s hugely variable

gender mosaics. I don’t say this kind of argument can’t be

successfully made. But I’d ask to see how you worked it out.

“THERE IS NO DOUBT that biology, via evolution and genetics,

has made men and women significantly different.”93 So

concludes Wolpert’s book, in answer to the question posed

by its UK and U.S. titles, Why Can’t a Woman Be More Like a

Man? and Why Can’t a Man Be More Like a Woman? But as

Valian astutely notes in Nature, “both titles suggest the

retort: each can be.”94 And as we’ve also now seen,



although there are certainly average sex differences, the

very phrases “like a woman” and “like a man” make little

sense at the level of brain and behavior.

This isn’t mere semantics or academic nitpicking. When

young children and adults are asked to explain statements

like “Boys have something called ‘fibrinogen’ in their blood,”

or “Boys are really good at a dance called ‘quibbing,’” the

kinds of explanations they come up with are different from

the ones they create for statements like “This boy has

fibrinogen in his blood,” or “This boy is really good at

quibbing.” The generic statements more often trigger

explanations grounded in assumptions that having

fibrinogen in the blood, or being good at quibbing, or

whatever it is, is fundamental—part of the true nature of

being a male or a female. “I think it’s a hormone that boys

have because it is transcribed from male DNA,” was one

undergraduate’s explanation of fibrinogen in the blood.

“Boys are generally stronger than girls, and quibbing sounds

like it requires some strength.” By contrast, non-generic

statements brought about relatively greater numbers of

“nonessentialized” explanations that saw these

characteristics as a one-off, even a problem, or due to

external causes like practice or training. “A style of dance

that the boy has practiced and is good at.”95

When mosaics of mostly small average differences are

carelessly squished into uni-dimensional generic claims—

men are like this, women are more that—the natural

inference is that we are talking about universal

characteristics that are “central, deep, stable, inherent—in a

word, ‘essential.’”96 When we say, think, or write

statements like “Males are higher in competitiveness,

dominance-seeking, and risk-taking, while females are

higher in nurturance,”97 it’s tempting for the mind to turn

to the almighty T and the omnipotent Y of Casey’s review—

to sex—as a principal, powerful cause that sets us all on one



of two divergent paths. But the overlapping, shifting,

multidimensional, idiosyncratic mosaics formed by patterns

of sex differences instead point to the combined and

continuous action of many small causal influences.98 Sex

doesn’t create male natures and female natures, and the

next chapter turns to risk taking and competitiveness to

complete the case.



CHAPTER 5

 

SKYDIVING WALLFLOWERS

 

MY ELDEST SON HAS LONG BEEN IRRESISTIBLY DRAWN TO danger. At six

months old he rolled across the entire expanse of the living

room in order to more closely inspect the drill that his father

—forgivably assuming that five yards was a safe distance to

place a power tool from a baby who couldn’t yet crawl—had

put on the floor. On one memorable toddler playdate, within

five minutes he had located the drawer of sharp kitchen

knives that his little host Harry had failed to discover in his

two years of life, and begun juggling with its contents. As a

preschooler, whenever I took him to an indoor play center—

those brightly colored monuments to the eradication of risk

from childhood—my son would nonetheless routinely

manage to imperil himself. At the age of ten, I left him

happily engaged in the normally hazardless activity of

assembling a cake batter, only to return five minutes later

to discover him about to plunge a roaring hair dryer into the

mixture. As he calmly explained, he had forgotten to melt

the butter before adding it to the bowl, and was therefore

trying to do so retroactively.

I admit that at times like these I have occasionally

wondered why it was my lot in life to have a child so blasé

about risk, and whether ultimately this will prove to be a

blessing or a curse. On optimistic days I imagine him

reaping enormous benefits: the invention of a time machine,



say, after decades of dangerous experimentation. But in

darker moments, I foresee much bleaker fates featuring

mortuary lockers. While proponents of the Testosterone Rex

perspective obviously don’t share this fascination with my

firstborn and his future, they do, as we saw in the

Introduction, have a strong interest in the idea of risk taking

as an inherently male trait. They would regard each of my

son’s perilous follies as successful manifestations of

evolutionary pressures: a pitiful consolation, I can assure

you, when you are trimming singed hair from your child’s

bangs and hoping the other guests at the barbecue won’t

ask too many questions. Economists Moshe Hoffman and

Erez Yoeli recently spooled out the familiar chain of

assumptions in the Rady Business Journal:

When males take on extra risk in foraging for food,

ousting rivals, and fighting over territory, they are

rewarded with dozens, even hundreds of mates, and

many, many babies. A worthwhile gamble! Not so

for the females.1

Dozens? Hundreds? Sure—if you’re a red deer, or the leader

of an ancient Mongol empire. While Hoffman and Yoeli’s

arguments mostly refer to the “fighting” part of Darwin’s

sexual selection theory (intrasexual selection), other

researchers suggest that risk taking also adds to men’s

appeal as a mate; the “charming” part of Darwin’s

subtheory (or intersexual selection). As psychologists

Michael Baker Jr. and Jon Maner explain:

Among men, risky behaviors have potential for

displaying to potential mates characteristics such as

social dominance, confidence, ambition, skill and

mental acuity, all of which are highly desired by

women seeking a romantic partner.2



But for women, there are no such benefits to be gained from

taking risks. This is because—the authors seem to try to put

it as tactfully as they can—“men tend to desire women with

characteristics that signal high reproductive capacity (e.g.,

youth) rather than characteristics that might be signaled by

risk-taking.”3 In other words, so long as the hair is glossy,

the skin smooth, and the hip-to-waist ratio pleasing, then a

cringingly low sense of self-worth, apathy, incompetence,

and stupidity are relative trifles, more easily overlooked

from the male perspective.

Having drawn on a vintage version of sexual selection to

claim an evolutionary imperative for male risk taking, the

next obvious step is to argue that this is a major contributor

to persistent sex inequalities, helping to explain why fame,

fortune, and corner offices are disproportionately acquired

by men. Hoffman and Yoeli, for instance, argue that

stocks have higher average returns than bonds, and

competitive jobs can be quite lucrative. These

rewards make gender differences in risk preferences

one of the pre-eminent causes of gender difference

in the labor market.4

The reference to competitive jobs points to a related

explanation for occupational inequalities also much in vogue

within the economics community: competition. Competition

also involves risk taking since outcomes are uncertain, and

the possible gains have to be weighed against the costs of

taking part and defeat.5 Thus:

Over the past decade, economists have become

increasingly interested in investigating whether

gender differences in competitiveness may help

explain why labor market differences persist. If

women are more reluctant to compete, then they



may be less likely to seek promotions or to enter

male-dominated and competitive fields.6

This leaves some mysteries to be explained—like young

British women’s considerable interest in competing for a

place in the highly competitive, now slightly female-

dominated, undergraduate courses of medicine and

dentistry.7 But even setting such issues aside, unraveling

strand by strand this popular account of risk taking as an

essential masculine trait reveals that just about every

assumption on which it is based is wrong.

ALTHOUGH THE INSIGHT WILL probably fail to bring excitement to

your next trip to the supermarket, there is an element of

uncertainty to everything we do. Risk taking, in everyday

understanding, is an action that potentially enables us to

achieve a desired goal or benefit, but that also brings the

possibility that we will fail, or something will go wrong. As a

consequence, we may lose out on something we had, or

could have had for sure (the kids’ college fund, an

unblemished reputation, the steady income from a

government bond, a left arm) or, despite costly efforts, fail

to gain something we hoped for (a date, a bulging pension

fund, a prestigious promotion, a gold medal, the best-selling

feminist science book the world has ever known). It’s long

been assumed that the propensity for risk taking is a stable

personality trait—that is, a particular individual will

consistently tend to seek, or avoid, risks in every realm of

life. Indeed, for many years psychologists used measures of

risk taking that added up a person’s willingness to take risks

in several different domains (like health, investments, and

career) to yield a single risk-taking score.8 Many

economists, meanwhile, study risk taking by presenting

participants with series of carefully designed lottery tasks,

in which people choose between, say, $5 for sure or an 80



percent chance of $10. The assumption is apparently that

economists can infer “the” risk-taking profile of a person

from his or her selections.9

The long-held belief that everyone can be neatly located

at a point on a single continuum between “risk taker” and

“risk avoider” fits nicely with the expectation for “a taste for

competitive risk taking to be an evolved aspect of

masculine psychology as a result of sexual selection.”10

Males, according to this view, are clustered mostly over on

the risk-taking side, women on the careful end.

However, for decades there have been indications that

risk taking isn’t a one-dimensional personality trait: instead,

there are “insurance-buying gamblers” and “skydiving

wallflowers,” as one group of researchers put it.11 An early

study of more than five hundred business executives, for

example, looked at their preferences across a variety of

risky choices, like business and personal investments,

complex financial choice dilemmas, the amount of their own

wealth held in risky assets, as well as nonfinancial risks.

Clearly, if risk taking were a stable personality trait, then

someone who tended to take risks in one area of decision

making would also tend to report being a risk taker in the

other domains. Yet this simply wasn’t so. Knowing the

riskiness of an executive’s personal wealth strategy, for

instance, told you nothing about how he’d behave in a

business investment context.12

To investigate this surprising pattern more closely,

Columbia University’s Elke Weber and colleagues asked

several hundred U.S. undergraduates how likely they would

be to take risks in six different domains: gambling, financial,

health, recreational, social, and ethical decisions. Again, a

person’s risk-taking propensity didn’t follow any kind of

consistent pattern across the different domains—that is, the

person who would happily blow a week’s wages at the races



was no more likely to leap from a bridge attached to a

rubber cord, invest in speculative stock, ask their boss for a

raise, have unprotected sex, or steal an additional TV cable

connection, than was someone who’d as soon flush dollar

bills down the toilet as put them on a horse.13 Researchers

drew the same conclusion a few years later in a study that

deliberately recruited people on the basis of their affinity to

a particular kind of risk: like skydivers, smokers, casino

gamblers, and members of stock-trading clubs. Once again,

risk taking in one domain didn’t extend to others. So

gamblers, say, unsurprisingly stood out as the most risk

taking when it came to questions about betting. But they

were no more risk taking than the other groups, including

even a group of health-risk-averse gym members, when it

came to questions about recreational or investment risks.14

To see the problem this creates for the idea of risk taking

as an essential masculine trait, ask yourself which group are

the “real” men, or show a properly evolved masculine

psychology: the skydivers, or the traders? That we expect

Testosterone Rex to create an all-around risk taker is implicit

in Hoffman and Yoeli’s remark that men are “more likely

[than women] to die in a car accident while speeding in the

Ferrari they bought with their stock-market earnings.” But

as we’ve just seen, the reckless Ferrari driver might well

prefer bonds to stocks. (That hypothetical ass probably

inherited his wealth.) The pure, unadulterated daredevil no

doubt exists, but such individuals are statistical exceptions

to the general rule that people are fascinatingly

idiosyncratic and multifaceted when it comes to risk.

So what makes someone eager to take risks in one

domain, but reluctant in another? It turns out to be risk

takers’ less negative perception of the risks and more

positive perception of the benefits, Weber and colleagues

found.15 The study of the skydivers, gamblers, smokers,

and stock traders came to a similar conclusion. The risk



takers in this study didn’t like risk per se any more than did

the risk-averse gym members. Rather, they perceived

greater benefits in their particular pocket of risk taking, and

this explained why they took risks that others avoided, and

took one kind of risk rather than another. Similarly, contra

common lore, entrepreneurs don’t have a more indulgent,

risk-loving attitude than do others toward the possibility of

losing large sums of money; rather, they have greater

confidence that everything will work out just fine.16

In fact, people are generally mildly risk averse.17 This

may at first seem to defy belief. However, Chancing It

author Ralph Keyes drew exactly the same conclusion,

based on extensive interviews about risk with people from

many walks of life. One of his interviewees was the wire-

walker Philippe Petit, famous for the remarkable feat of

walking a wire strung a quarter of a mile high between the

Twin Towers. However, Petit emphatically described himself

to Keyes as “absolutely the contrary of a daredevil,”

adamantly declaring that “in no way, shape or form did he

consider himself to be a taker of risks.”18 I was reminded of

this remark at an extravagant magic show I saw recently

with my children. In the melodramatic final act, an escape

artist was handcuffed, then lowered upside down and

padlocked into a snugly fitting glass tank of cold water,

armed with only a single bobby pin with which to effect his

escape. As we complacently watched the proceedings from

the comfort of our seats, the master of ceremonies

emphasized the extreme danger of the situation. Yet clearly,

the theater would have been heaving with the rush of

parents clamping hands over children’s eyes if there had

been even a modest possibility that an afternoon’s treat at

the theater would include witnessing a man drown on stage.

By way of a less spectacular example of the principle that

risk is in the eye of the beholder, my father, sister, and I can

reliably evoke horror and fear in dinner guests with our



blasé attitudes toward health and safety in food storage and

preparation. Questions like Which is your board for chopping

meat? from helpful guests are invariably met with blank,

uncomprehending stares. But none of us Fines think we are

dicing with danger when we dice vegetables on a board

smeared with raw chicken. We simply have a profound (and

so far fully justified) confidence that festering microbes are

no match for the notoriously robust Fine constitution.

The critical point here is that “the risk in a given situation

is inherently subjective, varying from one individual to the

next.”19 It’s simply not possible to assess the “objective”

characteristics of a risky situation, then infer a person’s

appetite for risk from the decision she or he makes. Again,

this resonates with the conclusion Keyes draws.

“Repeatedly,” he writes, “I’ve discovered that those who are

apparently taking big risks turned out on closer examination

to be risking little; little of value, that is.” In a rhetorical

question that pointedly emphasizes the subjectivity of the

potential losses and gains at stake, he asks: “If you risk a

life you don’t value, have you taken a risk?” 20

The importance of subjectivity in the perception of risks

and benefits for humanity’s colorful diversity of risk taking

turns out to be equally crucial for understanding sex

differences. Contrary to what many might assume, women

and men have similar risk attitudes, Weber and colleagues

found. For the same subjectively perceived risk and benefit,

they are equally likely to tempt fate. When men and women

do diverge in risk-taking propensity, it is because they

perceive the risks and benefits differently.21 So are men

inherently constituted to perceive risks more positively,

making them more inclined to take them? A closer look at

the actual pattern of sex differences in risk taking reveals

important nuances that make this unworkable as an

explanation.



A good starting point is a large meta-analysis that

collated studies of female/male differences in risk taking

across a variety of domains (like hypothetical choices,

drinking, drugs, sexual activity, and driving), and across five

different age groups from middle childhood to adulthood.22

This analysis did indeed lead to the conclusion that males

are more risk taking than females, on average. But about

half of the differences were very modest, and in 20 percent

of cases they were even in the “wrong” direction (that is,

there was greater female risk taking). The meta-analysis

also revealed changeable patterns of difference depending

on the age group and the kind of risk. For example, studies

of eighteen- to twenty-one-year olds found that males were

a little more likely, on average, to report drinking and drug

taking, and risky sexual activities. But for older adults, this

sex difference was almost exactly reversed. Nor was there

any obvious pattern in the effect of age on sex differences.

This is surprising: if risk taking evolved to increase

reproductive success, you’d presumably expect an

especially clear divergence of the sexes following

pubescence. The traditional view of risk taking as a

masculine trait therefore requires revision, the researchers

concluded, in the face of evidence that “risk taking . . . does

not seem to manifest itself in a simple or constant way

across ages or contexts.”23

That only some domains favor male risk taking leads to

the important point that, given an imperfect world in which

people can and do die by falling out of bed or accidentally

swallowing toothpicks, researchers have to make decisions

about the kinds of risks they decide to investigate. With risk

taking intimately linked with masculinity in our minds (it’s

no mere coincidence, surely, that business jargon for a bold

vision is a big, hairy, audacious goal), it’s easy to fail to

notice what doesn’t tend to make it onto the questionnaires.

What about the surprisingly dangerous sport of



cheerleading, or galloping across a field on a horse, or

Bingo? As University of Massachusetts Boston economist

Julie Nelson notes, although women routinely take risks,

these often seem to slip under the research radar.24 For

example, with divorce rates hovering close to 50 percent,

being the one to quit or scale back your job when children

arrive is a significant economic risk. Going on a date can

end in sexual assault. Leaving a marriage is financially,

socially, and emotionally risky. In the United States, being

pregnant is about twenty times more likely to result in death

than is a skydive.25 And simply slipping on a pair of high

heels in the morning increases the risk of chronic pain,

irreversible leg tendon damage, osteoarthritis of the knee,

plantar fasciitis, sciatica,26 and (if you will forgive just one

more technical term) the painful and embarrassing condition

of fallingflatonyourfaceitis.27 None of which is to say that

existing assessments of sex differences in risk taking aren’t

informative, interesting, and valid. However, they also

reflect implicitly gendered assumptions about what risk

taking is. The reported gender gap in risk taking would

almost certainly narrow if researchers’ questionnaires

started to include more items like How likely is it that you

would bake an impressive but difficult soufflé for an

important dinner party, risk misogynist backlash by writing

a feminist opinion piece, or train for a lucrative career in

which there’s a high probability of sex-based discrimination

and harassment?

Indeed, there are already documented exceptions to the

notion of risk taking as a masculine trait. A number of

studies have found that women are at least as willing as

men to take social risks (like admitting that their tastes are

different from those of their friends, or disagreeing with

their father on a major issue).28 Women were also found to

be more likely than men to report that they would take risks



in situations in which there was a small chance of benefit for

a small fixed cost (such as trying to sell an already-written

screenplay to a Hollywood studio, or calling a radio station

running a promotion in which the twelfth caller receives

money).29 So why do perceptions of risks and benefits

apparently differ between the sexes in some realms but not

others? One obvious answer is that some activities—like

unprotected sex or excessive drinking—may actually be

objectively more risky for females. Risk researchers have

also found that both knowledge and familiarity in a

particular domain reduces perceptions of risk.30 Plausibly,

men may tend to be relatively more knowledgeable or

familiar with some of the risky activities that tend to feature

in surveys (like sports betting, financial investments, and

motorcycle riding).

The point is that an “unruly amalgam of things” underlies

choices, as Harvard University legal scholar Cass Sunstein

puts it: “aspirations, tastes, physical states, responses to

existing roles and norms, values, judgments, emotions,

drives, beliefs, whims.”31 And so, we’re not only sensitive

to the material benefits and costs when we make choices,

Sunstein argues, but also to the less tangible effects a

particular choice could have on self-concept and reputation.

In a gendered world, these impacts are inevitably different

for females and males. (Recall, for example, the different

anticipated sexual pleasure and cost to reputation of a

casual sexual encounter revealed by Terri Conley and

colleagues’ research, described in Chapter 2.) A striking

demonstration comes from research investigating the risks

people perceive from technological, lifestyle, and

environmental hazards (like nuclear power, smoking, and

ozone depletion). These studies routinely find that women

perceive higher risks to themselves, family, and society

from such hazards.32 For instance, James Flynn and



colleagues surveyed more than fifteen hundred U.S.

households and found that women on average perceived

higher risks across the board.33 The Testosterone Rex

explanation of this would be that women, as the nurturers of

precious offspring, have evolved to be more cautious about

threats to physical health. However, Flynn and colleagues

then subdivided the sample by ethnicity as well as sex, and

discovered that one subgroup stood out from all the rest.

Society seemed a significantly safer place to white males

than it did to all other groups, including nonwhite men.

What on first inspection seemed like a sex difference was

actually a difference between white males and everyone

else.

Flynn and colleagues then established that it was a

particular subset of white males who were particularly

cavalier about risks: those who, in response to the social

justice movement’s currently fashionable suggestion to

“check your privilege,” would take significantly longer than

others to complete the task. These men were well educated,

rich, and politically conservative, as well as more trusting of

institutions and authorities, and opposed to a “power to the

people” view of the world. A number of studies have now

replicated this so-called “white male effect” with other large

U.S. samples,34 and the research points to it being “not so

much a ‘white male effect’ as a ‘white hierarchical and

individualistic male effect.’”35 While I could tell you the

kinds of statements these men tend to agree with (We have

gone too far in pushing equal rights in this country. . . . A lot

of problems in our society today come from the decline in

the traditional family), and disagree with (Sometimes

government needs to make laws that keep people from

hurting themselves. . . . It’s society’s responsibility to make

sure everyone’s basic needs are met . . .) it might be easier

and quicker to simply picture Glenn Beck.



Interestingly, a recent study conducted in the more

socially egalitarian and gender-equal Sweden failed to find

the “white male effect.” This national survey of nearly

fifteen hundred households found that, all else being equal

—and in stark contrast with the U.S. data—Swedish men

and women had very similar perceptions of lifestyle,

environmental, technological, health, and social risks.36 The

survey found instead just a “white effect,” with people from

foreign backgrounds, who are subject to social

disenfranchisement and discrimination, perceiving risks as

higher than did native Swedes.

In trying to understand how social place and identity can

affect risk perception in such a marked way, it’s helpful to

know that people often use their feelings as a guide to the

risk-benefit trade-off. The more positively we feel about

something—whether it’s unpasteurized French cheese,

vaccinations, or abortion—the more we tend to minimize the

risks and play up the benefits. Conversely, if we feel

antipathy toward an activity or hazard, we “tend to judge

the opposite—high risk and low benefit.”37 Political

worldview is a potent source of strong emotions about risky

hazards, and it may be that people perceive risk in ways

that protect their social identities, roles, and status:

Perhaps white males see less risk in the world

because they create, manage, control, and benefit

from so much of it. Perhaps women and non-white

men see the world as more dangerous because in

many ways they are more vulnerable, because they

benefit less from many of its technologies and

institutions, and because they have less power and

control.38

This point was neatly demonstrated by some statistical fun,

inspired by Nelson’s insight that we tend to think risk, think



male. Yale Law School academic Dan Kahan showed that,

when asked about the risks to human health, safety, or

prosperity arising from high tax rates for business, now it

was the women’s and minority men’s turn to be sanguine.

This, he notes, beautifully illustrates Nelson’s point:

It confirms that men are more risk tolerant than

women only if some unexamined premise about

what counts as a “risk” excludes from assessment

the sorts of things that scare the pants off of white

men (or at least hierarchical, individualistic ones).39

The white male effect in the United States, viewed

alongside the similar risk perceptions of native Swedish men

and women, suggests that it can at least sometimes be the

different social place, identities, and experiences of men

and women in the world, rather than some enduring

dissimilarity of biology, that underlie sex differences in risk

perception. This is a vital point since, as we’ve seen, it is

these subjective perceptions that underlie sex differences in

risk taking. The idea that women have evolved to be

biologically predisposed to perceive greater risks to health is

intuitively plausible, but appears to be simply wrong. As the

researchers who first identified the white male effect point

out: “Biological factors should apply to nonwhite men and

women as well as to white people.”40

No less importantly, social identities come in a package

that includes social norms. These norms, as Sunstein has

emphasized, play a crucial role in our decision making.

Indeed, psychologists Catherine Rawn and Kathleen Vohs

have compiled a convincing case that people sometimes

overcome strong preferences to avoid risky but socially

expected behaviors (such as drinking, drugs, sex, or

violence) in order to stay “in” with others.41 Gender, of

course, is a rich source of norms that apply differently to



males and females, with some behaviors more strongly

expected of one sex, and others more strongly censured.42

For example, there is a stronger expectation of women to

“be nice” than there is of men. When women violate this

norm in a workplace setting (by behaving in domineering

ways or negotiating for better remuneration and conditions,

for instance) they encounter backlash from others, who

become less willing to work with them, and like them less.43

This means that statements that men “are more likely to

bargain aggressively for their starting salaries”44 need

some unpacking. If so, is it really because women are

intrinsically risk averse, or care less about money? Or is it

because there is a violation of feminine norms involved in

bargaining aggressively in one’s own self-interest, and so

women quite accurately intuit a less favorable balance of

benefits and risks from doing so?

On the first point, research has found that a sex

difference in negotiating for bigger pay (in a lab task) can

be eliminated simply by framing exactly the same behavior

in a way that’s more in keeping with feminine norms of

politeness: “asking,” rather than negotiating. As the authors

point out, “the term negotiation is not gender-neutral.”45

And regarding the second point, does violating those norms

yield the same benefits? One study found that although top-

flight female MBA students were just as likely as their male

counterparts to negotiate their initial postcourse salary, the

financial payoff for them was less.46 It’s not hard to imagine

those women being less likely to negotiate in the future, but

because of the anticipation of less reward rather than an

evolved disinclination to take risks. Exeter University

psychologist Michelle Ryan surveyed more than eight

hundred managers at a major consultancy firm, and found

that women on average were less willing than men to make

sacrifices for their career, and to take career risks in order to



get ahead. Closer examination revealed that this was

because women tended to perceive less benefit in taking

risks and making sacrifices. But this was not because they

were simply less ambitious. Rather, they had lower

expectations of success, fewer role models, less support,

and less confidence that their organization was a

meritocracy.47

In many domains, gender norms tend to favor male risk

taking, which is a norm of masculinity 48 and seen as a

more important trait for men than for women.49 This means

that, in addition to material gains, taking risks may often

bring greater reputational benefits or smaller costs: women

in counterstereotypical leadership roles are judged more

harshly than men when risky decisions don’t work out.50

Underscoring the importance of Sunstein’s unruly amalgam,

both men and women seem to be responsive to cultural

information about how their risk-taking behavior will be

perceived by others. In one study, for instance, single men

presented with a newspaper article claiming that women

found risk taking unattractive in partners subsequently

made less risky choices in a lab task administered by a

female experimenter (compared with men who’d read a

stereotype-consistent article).51 Or consider a recent study

of young Chinese women and men, who played a risk-taking

game either privately or while being were observed by an

attractive person of the other sex. In China, the authors

argue, the ideal of womanhood strongly precludes risk

taking, valuing instead those who are “timid, reserved, shy,

obedient, unassertive, humble, attentive, respectful, and,

above all, chaste.”52 In contrast with this feminine ideal,

Chinese women were every bit as risk taking as the men

when unobserved. But in line with gender norms, men

increased their risk taking when supposedly observed by an

attractive other-sex observer, while women decreased it.



Some, of course, might argue that an asymmetry in

gender norms for risk taking is nonetheless inescapable,

thanks to the evolutionary advantages to males of risk

taking, from which female partners then benefit. As we saw

in the first part of the book, this argument requires

overlooking the reproductive advantage to males of

selecting a mate who can hold her own in the reproductive

stakes. But there’s also a more directly devastating

problem: women aren’t drawn to risk takers. Gambling,

ethical risk taking, and health risks are all viewed as

unattractive in potential mates, and even financial risk

taking is touch and go.53 Social risk taking, by contrast, is

alluring in a potential partner (things like being willing to

defend an unpopular position at a social event). But as

you’ll recall, women are just as likely as men to take social

risks. And while physical risk taking is also viewed

positively, especially in people being considered for a short-

term relationship, this is only if the level of risk is perceived

to be low. People desire “neither daredevils nor wimps”54

and, surprisingly, “the less risky an [activity] is perceived to

be, the more attractive it is.”55 This is all a far cry from the

assumption of female glorification of male risk taking. But

most importantly, this pattern of preferences is no less true

of men than it is of women: heterosexual men are generally

no less attracted to physical and social risk takers than are

women.56

This is a problem for the Testosterone Rex view. Some

research teams have acknowledged this minor devastation

of a pet hypothesis with good grace, accepting that the

proposal that men have evolved to display risky behavior in

order to attract females “does not account for the observed

similarities between men and women” and “offers little

explanation . . . for men’s preference for risk-takers.”57

Summarizing this “picture of overall similarity between the



sexes,” Andreas Wilke of the Max Planck Institute for Human

Development and colleagues suggest instead

that men and women learn to value the same traits

for non-adaptive reasons (e.g., a cultural norm) or

that the same sort of risk taking might (at least in

societies with male investment comparable to

female levels) be a reliable cue to quality for both

sexes.58

In other words, maybe there isn’t anything so special about

male risk taking, after all.

Nor, it turns out, are females quite as disinclined to take

the risk of going head-to-head with others in a competitive

context as they are often assumed to be. The Testosterone

Rex view of competition, inspired by those hypothetical one

hundred babies in a year from a hundred different women,

leads to a simple “men are more competitive” prediction:

Relative to females, male reproductive success is

affected more by their ability to obtain mates. Males

may compete directly for mates or they may

compete for resources, territory or status, all or

which serve to increase their mating opportunities. .

. . Consequently, the preference to compete should

be more pronounced in men compared to women.59

But one of the few psychological studies to look at the

frequency of competitive behavior in the real world—two

diary studies of UK students by Elizabeth Cashdan—found

nothing of the kind.60 Women and men reported similar

rates of competing and the sexes were also remarkably

similar in terms of how often they vied with others within

particular domains. They were equally competitive with

regard to their studies and work (arguably the best route to



future economic resources for students), and status (which

ranked rather low in both studies). The only arena in which

men were more likely to compete than women was in

sports, while women were more likely to compete over

“looking good,” neither of which seem key to understanding

occupational sex inequality.

Nor have economists’ more tightly controlled studies

invariably found that males are more competitive. In this

discipline, the standard approach is to give participants

some kind of bloodless task (the somewhat masculine-

flavored staples include adding three-digit numbers or

throwing balls into buckets). Then having tried their hand at

the task, each participant is given the choice to either earn

a modest “piece rate” for each success, or a much more

generous sum per success, so long as they beat a randomly

selected opponent. Whether or not you see sex differences

turns out to depend on what you are asking people to

compete at, and also which males and females you are

asking. When researchers use more neutral or “feminine”

competitive contexts—like dancing, verbal ability, fashion

knowledge, or a stereotypically feminine job (like

“administrative assistant” versus “sports news assistant”),

they often find that females are equally, or sometimes even

more, likely to compete.61 The cultural background of

participants also has a significant impact on whether or not

sex differences are seen; interestingly, coming from a

homeland with lesser economic development seems to be

associated with greater female competition.62 Thus,

Colombian, Han Chinese, and Armenian girls and Beijing

women are as competitive as their male counterparts, even

in the kinds of tasks in which, in developed Western

cultures, greater male competitiveness is the typical

finding.63 Most striking of all, while men from the

patriarchal Maasai society in Tanzania were more willing

than women to compete against others to try to earn money



by successfully throwing tennis balls into a bucket, exactly

the opposite was seen in the matrilineal Khasi society in

India.64 Moreover, among the children from these societies,

only in the patriarchal Maasai did boys become more

competitive than girls in the postpubescence years.65

That biology clearly doesn’t determine that males should

be more competitive than females makes it all the more

concerning that, among Austrian children of three to four

years of age, boys are already more willing to compete in a

running competition than are girls (even though girls can

run just as fast). At this age, girls are as eager to compete in

a more “feminine” manual sorting task (at which they are

slightly superior); but within a few years, even here, boys

are more competitive.66 What messages are children

receiving in developed Western countries that, compared

with children in some other societies, separates girls’ and

boys’ inclination to compete from such an early age?

WRITING IN THE FINANCIAL TIMES about our supposedly admiring

attitudes toward those who take big financial risks,

columnist John Kay draws direct links to our Stone Age past,

contrasting “prudent hunters” who peered about anxiously

for dangerous animals and “stayed at home when it was too

dangerous,” with more courageous hunters who “chose not

to buy or exercise these options” and therefore “took more

risks and caught more prey.”67 Lest there be any doubt in

readers’ minds as to which sex it was that won admiration

with their daring, Kay then rhetorically asks, “Were the

young women of the tribe more impressed when the

cautious described their uneventful days, or when the bold

recalled their heroic escape from danger?” For some reason,

Kay omits asking readers to consider how the women would

have appreciated the conversation of hunters whose throats

had been ripped out by wild animals.



We are now a long way from the bundle of assumptions

packed into this familiar vignette. Risk taking is not a stable

personality trait, allowing us to assume that the person who

would willingly take the physical risks of hunting (or white-

water rafting or skydiving) would be a fearless CEO or

trader. Nor is risk taking something that only men do, or

that only women are drawn to in a potential partner.

Meanwhile, the growing evidence that females do compete

at equal rates to men when the nature of the task seems to

authorize it, and that girls and women from populations

further afield than the typical Western samples are no less

eager than males to compete, undermines assumptions that

this is an “essential” sex difference.

What does this mean for assumptions of “testosterone-

fueled” male risk taking? From the old understanding of risk

taking as a masculine trait, sex differences in testosterone is

an intuitive, obvious, and common explanation. But as the

last chapter argued—and the next chapter further reinforces

—the shape and pattern of sex differences defies

explanations in terms of a single, powerful cause that splits

the sexes.

As I was editing this chapter, a survey of more than

thirty-five hundred Australian surgeons revealed a culture

rife with bullying, discrimination, and sexual harassment,

against women especially (although men weren’t untouched

either). To give you a flavor of professional life as a woman

in this field, female trainees and junior surgeons “reported

feeling obliged to give their supervisors sexual favours to

keep their jobs”; endured flagrantly illegal hostility toward

the notion of combining career with motherhood; contended

with “boys’ clubs”; and experienced entrenched sexism at

all levels and “a culture of fear and reprisal, with known

bullies in senior positions seen as untouchable.”68 I came

back to this chapter on the very day that news broke in the

state of Victoria, Australia, where I live, of a Victorian Equal



Opportunity and Human Rights Commission report revealing

that sexual discrimination and harassment is also shockingly

prevalent in the Victorian Police, which unlawfully failed to

provide an equal and safe working environment.69

I understand that attempts to identify the psychological

factors that underlie sex inequalities in the workplace are

well-meaning. And, of course, we shouldn’t shy away from

naming (supposedly) politically unpalatable causes of those

inequalities. But when you consider the women who enter

and persist in highly competitive and risky occupations like

surgery and policing—despite the odds stacked against

them by largely unfettered sex discrimination and

harassment—casual scholarly suggestions that women are

relatively few in number, particularly in the higher echelons,

because they’re less geared to compete in the workplace,

start to seem almost offensive.

Testosterone Rex implicitly blames women for their lower

salary and status, distracting attention away from the

“unruly amalgam” of gendered influences—the norms,

beliefs, rewards, inequalities, experiences, and, let’s not

forget, punishment by those who seek to protect their turf

from lower-status outsiders—that unevenly tip the cost-

benefit scales.



CHAPTER 6

 

THE HORMONAL ESSENCE OF THE T-REX?

 

Adult brains are like celestial objects or continents—more dynamic

and plastic than most scientists used to imagine.

—ELIZABETH ADKINS-REGAN, Hormones and Animal

Social Behavior
1

SOMETIMES THESE DAYS I’M INTRODUCED TO PEOPLE AS AN academic

who wrote a book about how the brains of women and men

aren’t that different. Disappointingly, the wide range of

reactions to this brief biography has yet to include You must

be Cordelia Fine! Would you sign this copy of your book that

I carry around with me? Instead, people often shoot me a

startled look, and then ask whether I’d also deny that there

are other basic physiological differences between the sexes.

Whenever this happens, I’m always tempted to fix my

interrogator in the grip of a steely gaze and pronounce

briskly, “Certainly! Testes are merely a social construction,”

then see how the conversation flows from there.

Needless to say, this would be especially mischievous

given the presumed role of the testes as the biological

wellspring of the hormonal essence of masculinity—that

steroid tsunami that destroys all hopes of sex equality. As

Wayne State University law professor Kingsley Browne

recently put it:



Despite the frequent assertion that the gaps that

favor men (although not those that favor women)

are results of invidious social forces, the truth seems

to be somewhat more basic. If the various

workplace and non-workplace gaps could be distilled

down to a single word, that word would not be

“discrimination” but “testosterone.”2

In much the same way, economists who suggest that

inherent sex differences in risk taking play a major role in

economic and occupational inequalities sometimes finger

testosterone as the biological culprit.3 And according to

neuroscientist Joe Herbert, author of Testosterone: Sex,

Power, and the Will to Win, “the testis is the source of most

of what we term masculinity.”4 This is apparently because

the testosterone it produces “prepares males for the

rigorous and competitive events of reproduction.” Thus, he

writes:

Testosterone has to do a great many things: it must

influence physique; act on the brain; and inflame

sexuality. But this hormone also makes males enjoy

taking risks, resorting readily to competitiveness

and aggression to obtain what they need, seeking

domination over other males, resenting and

repelling invasion of their territory.”5

That’s a big portfolio.

Science writer and behavioral endocrinologist Richard

Francis coined the term “Testosterone Rex” to poke fun at

the mistaken conception of testosterone as a “super-

actor”—the “plenipotent executor of selection’s demands”

that simply “takes care of everything.”6 Certainly, if the

problem to be taken care of is how to create two kinds of

individual, then testosterone as a plenipotent super-actor



offers a neat and obvious solution. While scientific views on

T’s role in social behavior vary around the edges, they

generally point to a link with competition as key.7 Most

obviously, this refers to competition to acquire or defend

social status, material resources, and sexual opportunities.

However, it should also probably include a facet of parenting

—protection of that most precious resource, offspring,

argues University of Michigan social neuroendocrinologist

Sari van Anders. Low T, by contrast, is linked with

nurturance.8 So according to a T-Rex view, high-T

individuals cluster at the competitive end of the continuum

with the other aggressive, sexually inflamed risk takers,

while low-T characters huddle at the duller but safer and

more caring opposite pole.

Consider, for example, a cichlid fish known as

Haplochromis burtoni that comes from the lakes of East

Africa.9 In this species, only a small number of males secure

a breeding territory, and they are not discreet about their

privileged social status. In contrast to their drably beige

nonterritorial counterparts, territorial males sport bold

splashes of red and orange, and intimidating black eye

stripes. The typical day for a territorial male involves a busy

schedule of unreconstructed masculinity: fighting off

intruders, risking predation in order to woo a female into his

territory, then, having inseminated her by ejaculating into

her mouth, immediately setting off in pursuit of a new

female. Add to this the fact that territorial males boast

significantly larger testes and have higher circulating levels

of testosterone than submissive nonterritorial males, and a

T-Rex view of the situation seems almost irresistible. These

high-T fish are kings indeed, presumably thanks to the

effects of all that testosterone on their bodies, brain, and

behavior. With a large dose of artistic license, we might

even imagine the reaction were a group of feminist cichlid

fish to start agitating for greater territorial equality between



the sexes. It’s not discrimination, the feminist fish would be

told, in tones of regret almost thick enough to hide the

condescension, but testosterone.

But even in the cichlid fish, testosterone isn’t the

omnipotent player it at first seems to be. If it were, then

castrating a territorial fish would be a guaranteed method of

bringing about his social downfall. Yet it isn’t. When a

castrated territorial fish is put in a tank with an intact

nonterritorial male of a similar size, the castrated male

continues to dominate (although less aggressively). Despite

his flatlined T levels, the status quo persists.10 If you want

to bring down a territorial male, no radical surgical

operations are required. Instead, simply put him in a tank

with a larger territorial male fish. Within a few days, the

smaller male will lose his bold colors, neurons in a region of

the brain involved in gonadal activity will reduce in size, and

his testes will also correspondingly shrink. Exactly the

opposite happens when a previously submissive,

nonterritorial male is experimentally maneuvered into

envied territorial status (by moving him into a new

community with only females and smaller males): the

neurons that direct gonadal growth expand, and his testes—

the primary source of testosterone production—enlarge.11

In other words, the T-Rex scenario places the chain of

events precisely the wrong way around. As Francis and his

colleagues, who carried out these studies, conclude: “Social

events regulate gonadal events.”12 Or to put it another

way, just in case the significance of this sailed past

unnoticed, cichlid testes are a social construction.

In fact, even without looking at any data from behavioral

endocrinology, suspicions about the T-Rex story should

already be aroused. Recall the major conceptual and

empirical shifts in sexual selection theory and research we

met in the first part of the book. These have left the old

assumptions that competition for mates, status, and



resources are exclusively male pursuits in the fight for

reproductive success gathering dust.13 By way of example

from a different species of fish, Sarah Blaffer Hrdy described

long ago how female coho salmon compete ferociously for

nests in which to bury their eggs. These head-to-heads have

such serious reproductive consequences that a third of the

time a defeated female’s nest will be taken over and her

eggs destroyed.14 So why wouldn’t some females also need

a hormone to prepare them for the “rigorous and

competitive events of reproduction”? As Cornell University

neuroendocrinologist Elizabeth Adkins-Regan observes:

Many females are very aggressive, sometimes more

so than males, aggression among females is an

important dyadic level process driving the spacing

patterns and social systems of many animals, and in

mammals the fitness consequences of rank in a

dominance hierarchy are better established for

females than for males.15

Already, then, we should be skeptical that, as a general

rule, T serves to polarize the competitive behavior of the

sexes. At the very least, the situation needs to be taken on a

species-by-species basis. And when we turn to ourselves in

light of what we’ve learned in the last few chapters, we

immediately encounter a problem. The T-Rex view would

work fine if men were like this and women were like that.

When we make generic statements like “men are

competitive, women are caring,” T differences seem like an

obvious explanation. But can the T-Rex story explain the

shape that sex differences actually take? How, for instance,

does T-Rex make “boys be boys” when, as we saw in

Chapter 4, there’s no essential masculine profile that

simultaneously unites a boy or man with most other males,

and cleanly separates him from females? How does the T-



Rex story deal with the fact that gendered behavior doesn’t,

as was once thought, create a single dimension that runs

from masculinity to femininity, or even two dimensions?

Only when working from those simpler, outdated, one- or

two-dimensional understandings of gender does it make

sense to suppose that higher T could increase an

individual’s masculinity, and/or decrease their femininity.

But this just doesn’t work as an idea when masculinity and

femininity are multidimensional, with most people

possessing “a complicated array of masculine and feminine

characteristics,” as Joel puts it.16 What particular attributes

of masculinity should we expect a high-T man to show, or a

low-T woman to lack? And in particular, how does T make

males risk taking and competitive when, as we saw in the

previous chapter, in some domains, contexts, and

populations, female risk taking and competitiveness is equal

to (or even surpasses) that of males? Or, to repeat the

awkward question that chapter posed, given that risk taking

is domain specific—the physical daredevil may well be

socially or financially risk averse—what kind of risk taker

should we expect our high-T guy to be?

Fortunately, we don’t have to answer difficult questions

like these. This is because, in the evolution of scientific

understanding of the relations between hormones and social

behavior, the notion of testosterone as the powerful

hormonal essence of Testosterone Rex has not survived.

SPECULATION ABOUT TESTOSTERONE and behavior has a long

history. In his classic essay, The Trouble with Testosterone,

celebrated neurobiologist and writer Robert Sapolsky

hazards that “A dozen or so millennia ago, an adventurous

soul managed to lop off a surly bull’s testicles and thus

invented behavioral endocrinology” (that is, the study of the

relations between hormones and behavior). This inadvertent

experiment



generated an influential finding—something or other

comes out of the testes that helps to make males

such aggressive pains in the ass.

That something or other is testosterone.17

However, it wasn’t until the mid-nineteenth century that

the first formal experiments on testosterone-behavior

relations took place, in the busy hands of a German

physiologist named Arnold Berthold.18 Berthold’s

investigations began with the observation that when a

cockerel is castrated, not only does its distinctively male

comb go into retreat, but it also quits its roosterish lifestyle

of fighting, mounting, and cock-a-doodle-doo-ing. Berthold

then took the natural next step for an inquiring mind

unbounded by squeamishness. He decided to see what

happened when he either reimplanted the testes or, in other

experiments (perhaps performed on days when he was in an

especially macabre mood), when the testes were

transplanted into the cockerel’s stomach. Berthold’s

remarkable discovery was that both of these interventions

restored the cockerel’s cockiness. Since the newly located

testes were no longer connected to the nervous system,

Berthold was able to infer the action of something secreted

into the bloodstream—a hormone. As we now know,

testosterone and other androgens (the class of steroid

hormone to which T belongs) are secreted into the

bloodstream by the gonads (both testes and ovaries

produce both androgens and estrogens) and the adrenal

glands.

The classic “remove-and-replace” experiments, of which

there are now hundreds, established that testosterone has

important effects on both the body (as on the wattle and

comb, if you happen to be a rooster) and mating behavior.

Pointing to the same conclusions are the experiments of



nature that take place when animals shift between life-

history stages, for example, from youth to adulthood (or in

some species, from a small size to a more imposing stature),

or in and out of a breeding season. In our own species, of

course, the gonads start to produce both androgens and

estrogens with renewed vigor (following the prenatal flurry)

in pubescence, helping to bring about the development of

secondary sexual characteristics. Some species of fish can

even pull off the remarkable hormonal trick of changing sex

when the opportunity (such as the death or removal of the

dominant male in the group) arises.

This brings us to the important question of what

hormones like T are for. In the first part of this book we met

the idea that many animals only expend the biological costs

of secondary sexual characteristics, and take the time,

effort, and risk of courtship, when there’s a good chance of

mating and fertilization taking place. Hormones can help

coordinate this, by synchronizing the necessary changes in

body and behavior. But T can also help coordinate

individuals’ behavior on a shorter time scale. In a

complicated and cruelly unpredictable world, it’s simply not

the case that successful arrival at a particular life stage

means that a single way of being in the world will suffice.

Hormones “help adjust behavior to circumstances and

contexts,” Adkins-Regan explains, “physical, social, and

developmental.”19

One way T can do this is easily overlooked—via its effect

on the body. T alters the body in more or less spectacular

ways, depending on the species, and these masculinized

features can then evoke particular responses in others. We

met an example of this in Chapter 4: mother rats, attracted

to the higher levels of testosterone in male pups’ urine,

more intensively lick the anogenital region of their male

offspring. This extra stimulation, we saw, ultimately

contributes to sex differences in the brain and mating



behavior.20 A less subtle example, bypassing the brain

altogether, is the “sword” of the male swordfish that

develops when T increases during sexual maturation.

Females are attracted to the sword, and so the male’s

response to the female’s sexual interest is therefore in a

sense “caused” by T, but in a rather indirect way.21 As for

ourselves, there’s a case to be made that the pervasive and

comprehensive gender socialization that penetrates just

about every aspect of human culture is just another

example of the indirect effects of sex hormones—via their

effects on the body that identify us as female or male—on

behavior.

But testosterone does also affect the brain directly.22 In

more lasting effects that take place at critical junctures in

life—such as prenatally (in interaction with several other

factors, as we saw in Chapter 4), in pubescence, or when

spring is in the air—T helps to restructure neural pathways.

T can also influence existing neural pathways in a more

transient fashion (on the scale of minutes to weeks,

depending on the mechanism), by either ramping up or

down the electrical “excitability” of brain cells.23 The

intricacies of how it does this show just how much goes on

that expressions like it’s the testosterone overlook. In the

fastest version of these short-term effects, T binds to the

nerve cell membrane and, by altering chemical pathways,

changes how readily a neuron fires.24 However, the best-

known route by which T affects the brain is via hormone

receptors. T binds to an androgen receptor, and is then

“escorted” into the nucleus of the nerve cell. There, its next

step is to “tickle the genome.”25 Then, in combination with

what are called “cofactors,” a particular hormone-sensitive

region of the gene is “turned on,” altering protein and

peptide production (or gene “expression”). Sometimes

though, with the assistance of a biological catalyst called



aromatase, T converts from a “male” androgen to a

“female” estrogen, then binds to an estrogen receptor. (Yes,

even the “sex hormones” defy the gender binary.)

Alternatively, the estrogen might not originate from

testosterone, or even from the gonads, since it turns out

that the brain can synthesize its own estrogens from

scratch.26 Ultimately, this dance between steroid hormones

and receptor can lead to a host of “behavior-impacting gene

products,” as Adkins-Regan puts it, from enzymes involved

in producing steroids, steroid receptors, and

neurotransmitters to proteins that help build and repair

neurons:

Through their intracellular receptors steroids alter

neural activity now and in the future, alter their own

production and reception and that of other steroids,

and regulate some of the other neural signalling

systems important for social behavior.27

In short, T certainly does stuff—important stuff. But now

we get to the second reason for making you endure that

dense last paragraph. Even though it barely begins to

scratch the surface of the daunting complexities involved, it

already makes clear that the amount of testosterone

circulating in the bloodstream is just one part of a highly

complicated system—the one that happens to be the

easiest to measure.28 The many other factors in the system

—the cofactors, the conversion to estrogen, how much

aromatase is around to make that happen, the amount of

estrogen produced by the brain itself, the number and

nature of androgen and estrogen receptors, where they are

located, their sensitivity—mean that the absolute

testosterone level in the blood or saliva is likely to be an

extremely crude guide to testosterone’s effect on the brain.



This complexity may have made the preceding pages

rough going, but it has a few useful consequences in the

grander scheme of things. First of all, it means there’s scope

for evolution to have molded this multilayered system

according to each species’ needs. T is ubiquitous among

sexually reproducing species, but by tinkering with other

factors, it’s possible for “the degree of association between

hormones and behavior to vary.”29 And in fact, evolution

seems to have done exactly that. The hypothetical

neuroendocrinologist who clung to the Bateman-inspired

hope that T will affect animals in similar ways across the

sexually reproducing animal kingdom would be doomed to a

life of repeated disappointments.30 This, in turn, means that

just because testosterone has a particular effect on the

behavior of, say, elephant seals or bulls, doesn’t guarantee

the same consequences in humans.

The complexity also helps to make the following problem

less bewildering. How do humans achieve the feat of turning

something rather large (average sex differences in

circulating testosterone levels) into something usually

rather small (average sex differences in behavior)? No sex

difference in basic behavior comes close to the divergence

between the sexes in circulating testosterone, for which

there’s only about 10–15 percent overlap between men’s

and women’s levels.31 Potentially, this puzzle is solved by

the important principle we met in Chapter 4: that sex effects

in the brain don’t always serve to create different behavior.

Sometimes instead, one sex effect counteracts or

compensates for another, enabling similarity of behavior,

despite dissimilarity of biology.32 Combine this principle

with the considerable room for maneuver in the journey

between T in the bloodstream and its action on the brain,

and it becomes clear that there are potential ways for the

relative testosterone-y-ness of males to be ramped down.



One researcher, for instance, suggests that male exposure

to the testosterone surge in utero somehow desensitizes the

brain to testosterone’s effects later in life.33 This would be a

smart way, maybe achieved through sex differences in

neural sensitivity,34 of enabling males to tolerate the higher

levels of testosterone their bodies need to develop and

maintain male secondary sexual characteristics, without

having an excessively large effect on behavior.35

This brings us to another important point. T is often

thought of as a “male” hormone, the assumption

presumably being that only males have enough for it to be

of psychological significance. When, after all, was the last

time you heard someone despairingly say “It’s the

testosterone” of a woman’s behavior? Unless her

transgression was to grow a beard, probably never. This

popular T = male perception is both reflected in, and

reinforced by, the much greater research attention on males

than females.36 But as van Anders wryly asks: “What does

its natural occurrence do in females, then?”37 As she points

out, what we think of as high T or low T doesn’t have to be

in reference to absolute levels. It’s just as useful and valid to

refer to a T level that’s high “for males” or “for females,” or

that’s high relative to what was seen in that individual a

minute, hour, month, or three years ago. Consider, for

example, the recent finding that one in six elite male

athletes have testosterone levels below the normal

reference range. Given that these men were sampled a few

hours after taking part in a major national or international

athletic competition, we would hardly want to predict that

athletes with modest T levels (in some cases below the

average for female elite athletes) have little in the way of

competitive inclinations.38

Another major departure from the T-Rex view of

testosterone comes from a well-established principle in



behavioral endocrinology: hormones don’t cause behavior,

but rather only make a particular response more likely. As

Adkins-Regan explains:

Hormones are one of several factors that go into the

nervous system’s decision. They may change the

thresholds for other factors that enter into the

decision (for example, thresholds for responding to

stimuli from another animal) but are not normally

the sole triggering agent.39

That is, rather than being a king who issues orders, T is just

another voice in a group decision-making process. This,

when you think about it, is extremely sensible. Even for

animals in which the social situations encountered may

seem trivially simple compared with the soap operas of

human existence, there are still subtleties of context to be

considered. The animal whose philosophy was to take a

strictly hormone-response approach to the world would soon

find itself in trouble. How an animal actually responds to a

particular stimulus, like a potential mate or intruder, isn’t

determined by its hormonal state, but depends on social

context: What is the relative status of everyone involved,

who else is around, where is the encounter taking place?40

In fact, we already saw a vivid example of this in the

cichlid castration study: the dominant social status of the

castrated territorial fish trumped the higher T levels of his

contender. Another demonstration of the same principle

comes from a study of talapoin monkeys. Here, the captive

community under investigation included both intact and

castrated males, and the latter were periodically treated

with whopping doses of testosterone to see the effects on

social dominance (measured by aggression toward others in

the group). Although this T dosing did increase the

aggressive behavior of the castrated males, this was



invariably directed toward lower-ranking males. In other

words, the relative social status of moneys was a primary

and powerful filter for whether T had any effect on

aggressive behavior. As a result, despite treatment that

raised T levels above and beyond normal, “no animal rose in

rank after hormone therapy.”41 In fact, there was no

obvious relation between T and rank, with females usually,

and castrated males often, ranking above intact males. T

doesn’t inevitably create a Rex.

An even more striking contrast with the T-Rex view

comes from evidence that not only is T not sufficient to

trigger a hormone-linked behavior, but in some species it

may not even be necessary. Take sexual behavior. In many

species, the hormonal coordination between fertility and

mating is so tight that sex isn’t even possible without

adequate hormone production in the testes and ovaries.42

Many male rodents, for instance, can’t produce an adequate

erection without intact testosterone-producing gonads,

while in females, ovarian hormones control various bodily

changes that make sex physically possible (like the

seductive arched-back “lordosis” pose that makes female

rats’ otherwise inaccessible vaginas available for

penetration). But in most primates, there are no such

hormonal conditions. Hormones are instead linked with

sexual motivation, rather than ability to copulate. According

to Emory University behavioral neuroendocrinologist Kim

Wallen:

This separation of the ability to mate from sexual

motivation allows social experience and social

context to powerfully influence the expression of

sexual behavior in nonhuman primates, both

developmentally and in adulthood.43



In an elegant demonstration of this, Wallen looked at how

a testosterone-suppressing treatment affected the sexual

behavior of male rhesus monkeys housed with females. In

line with a link between T and competition, the treatment

had a more severe effect on the sexual behavior of monkeys

grouped with several other males, and that therefore

presumably had to compete for mating opportunities,

compared with monkeys that enjoyed solo male status.

(Interestingly, and a useful reminder that it’s not just males

that compete, something similar is seen in female rhesus

monkeys, that are more likely to mate outside the fertile

phase of their cycle if there’s no female competition

around.)44 But even in the competitive multimale situation,

T suppression didn’t always decrease sexual behavior. Both

prior sexual experience and higher rank served to protect

against the effect of testosterone suppression. So although

sexual activity ceased within the week in the lowest-ranking

male, the sexual behavior of a high-ranking sexually

experienced male “was not detectably affected by testicular

suppression.”45 This was despite his testosterone levels

being at castration levels for eight weeks. Status and past

experience overrode hormonal lack.

As a final indignity for the T-Rex account, not only is T

neither a sufficient, nor necessary, cause of hormone-linked

behavior—sometimes it’s not even really a cause at all.

Recall the purpose of hormones: to “adjust behavior to

circumstances and contexts.” 46 To this end, T turns out to

play “a key role” in helping animals tune their social

behavior to whatever social scene they find themselves

in.47 Athough we’re used to thinking of certain kinds of

behavior as “testosterone fueled,” in many cases it would

make more sense to instead think of actions and situations

as being “testosterone fueling.” Social context modulates T

levels (up or down), which influences behavior (presumably



via changes in perception, motivation, and cognition), which

influences social outcome, which influences T levels . . . and

so on.48

Again, the cichlids offer a useful illustration. On first

encounter, you’ll remember, it seemed obvious that

dominant fish were dominant because they had high

androgen levels. But careful experimentation revealed that,

in fact, dominant fish had high androgens because the stars

of fate had aligned to make them dominant. When male

cichlid fish are first put together, their androgen levels tell

you nothing about who will end up high versus low in social

status. Although from a T-Rex perspective we would assume

that the fish with more androgens would “naturally” be

more successful in clambering up the social ladder, this

simply isn’t the case: the relations between hormone and

dominance go the other way around.49 Only once the fish

have had time to interact and jostle do correlations emerge,

with successful fish producing more androgens. As Lisbon

University behavioral neuroendocrinologist Rui Oliveira, lead

author in this study, explains:

Social information is translated into changes in

levels of steroid hormones that in turn will modulate

the neural network of behavior so that behavioral

output is tuned according to the perceived social

environment.50

In fact, the effects of the social world have even been seen

at the genetic level, with social interactions changing

androgen and estrogen receptor expression in the brain.51

Testosterone, in other words, is demoted from Rex to being

a mere middle man that mediates the influence of the social

world on the brain. Change the world, and you can change T

—and the brain.



And, importantly, even in nonhuman animals it’s

subjective perception rather than physical reality that

counts. Consider again the cichlids; in particular, one

unfortunate male hailing from the Oliveira study. All but one

of the socially dominant males in this study successfully

established territories, and started to churn out androgens

in greater abundance. But that one fish, despite winning

about 70 percent of his fights, failed to establish a territory.

Intriguingly, the androgen production of this winning fish

was an outlier on the graph, being down at the level of the

group of vanquished fish. As Oliveira notes, “This suggests

that it is the individual’s perception of its status, rather than

an objective measure of its dominance behavior, that

triggers [androgen] production.”52

Or consider a study of male marmoset monkeys, a

monogamous species in which fathers are actively involved

in parenting. Researchers measured T response to the

ovulatory odors of unfamiliar females, and found that it

depends on the male’s family status. Single males showed

testosterone elevations (as well as penile ones) in response

to the sexually enticing smell. But to “family” males (those

pair-bonded with offspring), this same stimulus apparently

had little effect—perhaps because it represented a

distraction rather than an opportunity—and their T levels

remained unresponsive.53

In short, the picture painted so far is a far cry from the

simple T-Rex view, in which testosterone fuels male

competition in direct proportion to the stable quantity of it

roiling in the bloodstream. We’ve already seen that

competition is an important feature of females’ lives too.

And with the circulating level of T being just one variable in

a complex system—and one in which the sexes may

potentially use different means to reach similar ends—we

can’t assume that T is only important in males. T is also just

one of many factors that feed into an animal’s decision



making. Social context and experience can override its

influence on behavior, or fill testosterone’s small shoes in its

absence. And finally, far from being a pure biological

measure of hormonal sex, T responds to contexts and

situations, meaning that whatever influence T has on the

brain and behavior can’t be simply chalked up “to

testosterone,” a purely biological factor. T level or reactivity

is inextricably intertwined with the individual’s history and

current subjective experience.

So what about ourselves?

In keeping with other animals, T likewise seems to help

us to adapt our behavior to “circumstances and contexts.”

So, when it comes to relatively enduring circumstances—

basics like partnering and parenting—T levels seem to be in

line with the principle of high T being linked with

competition, and low T with nurturance. For instance, both

women and men with interest in acquiring new sexual

partners tend to have higher circulating T than do happily

coupled (or happily single) counterparts, and the parents of

young children have lower T than nonparents.54 And while

it’s hard to disentangle cause and effect in this kind of realm

—needless to say, scientists can’t randomly allocate people

to ten years of marriage, or a baby—this doesn’t seem to be

simply due to people with higher versus lower T levels being

drawn to different lifestyles. For instance, the findings from

a study of male air force veterans, who were brought into

the lab for regular testing of hormone levels and to report

on their marital status, “illustrate the dynamic nature of

testosterone levels, elevated in the years surrounding

divorce, and declining through the years surrounding

marriage.”55 The authors speculate that this happens

because:

The marriage ceremony is the culmination of a more

gradual period of courtship and engagement, in



which a man accepts the support and consortship of

his partner, removing himself from competition with

other men for sexual partners. As a result . . . his

testosterone declines. In contrast, impending

divorce is a time of competition between spouses

for children, for material possessions, and for self-

respect. Also, it is a time when the divorcing

husband may reenter the competitive arena for

sexual partners.56

And an arrow of causality from caregiving to T-level change

was clearly seen in a large-scale longitudinal study of

fathers in the Philippines, led by University of Notre Dame

biological anthropologist Lee Gettler. This study found that

fatherhood reduced testosterone levels in men, and more so

in fathers who spent more time physically caring for their

infants.57 Nor was this simply because lower-testosterone

men were more likely to be nurturing fathers; rather,

intimate caregiving itself lowered testosterone.

But also notice how we’re not like other animals: our

social constructions of gender bring a uniquely human

dimension into the mix. As we’ve already seen, gender

norms and patterns for sexual behavior and parenting take

on widely different forms across time and space. These

cultural circumstances are surely entangled in women’s and

men’s hormonal biology. Illustrating exactly this situation is

a study that compared two neighboring cultural groups in

Tanzania—Hadza foragers and Datoga pastoralists—each

with very different expectations of fathers. It found lower

testosterone levels among fathers from the Hadza

population in which paternal care was the cultural norm,

compared with Datoga fathers among whom paternal care

was typically minimal.58

By the way, lower T levels don’t doom devoted husbands

and fathers to a submissive or sexually sparkless life.



Contrary to popular belief, in humans there’s little

convincing evidence for a significant link between baseline

circulating T and social status, and most studies have failed

to find relationships between T and sexual desire in healthy

men with T levels within the normal range.59 This may well

be because competition and status are more intermittent

and situational for us than for some other animals. (And as

van Anders points out, sexual desire can also flow from

feelings of love and intimacy.)60 We don’t, for instance, all

simultaneously take two weeks annual leave, fight

ferociously for the best homes in which to rear our children,

then frenziedly mate. It would seem to make more sense,

then, for T to obligingly rise or lower temporarily, as context

demands, or as opportunity knocks.

But here again, social constructions of gender will shape

both the situations people encounter, and their subjective

meaning. We’re used to thinking of testosterone as being a

cause of gender, but what if the direction of that familiar

pathway also needs to be reversed? Some ingenious recent

research by van Anders and her colleagues has started to

lay down the evidence.

Take a study in which van Anders and her team acquired

one of those programmable crying, sleeping, gulping,

pretend babies that high schools use to illustrate the vital

fact that using contraception, however inconvenient it might

seem at the time, is considerably less effortful than

parenting.61 One group of men were randomly allocated to

a role we will imaginatively describe as “traditional man

who lets the woman do the baby care.” They were

instructed to simply sit and listen to the baby cry. Another

group of men, again randomly assigned, formed the

experimental condition we will refer to as “traditional man

who lets the woman do the baby care and is therefore

woefully inexperienced in that demanding, acquired skill,

but on this occasion has been left alone with a baby.” These



men were told to interact with the baby, but, cruelly, it was

programmed to cry persistently, regardless of what they

tried. The last group of men were what we will call

“progressive dads”: the baby was set to cry, but

programmed to be consolable when trial and error led to the

right kind of comfort. In this last group, testosterone levels

dropped as their tender ministrations took their desired

effect. But in the other two groups, faced with the challenge

of a profoundly unhappy baby, particularly when they just

sat and listened, their testosterone rose. In other words,

ostensibly the same stimulus—a crying baby—affects T

differently, depending on the person’s ability to deal with

the situation.62 Now consider the fact that, outside the

laboratory, the confidence and experience a person brings

to the challenge of a crying baby is likely to be shaped by

gendered expectations and experiences around child care.

Claims that men don’t have “the right hormones” for taking

care of babies are cast in a whole new light.

A second study by the same research lab shifted the

simulated context from home to work. This time, van Anders

and her colleagues trained male and female actors to

perform a workplace monologue in which they enacted

power by firing an employee, measuring T levels both

before and after.63 Displaying power didn’t significantly

affect men’s testosterone levels overall. However, it did

significantly increase T in the women. The interesting

implication that the researchers drew from these findings is

that social constructions of gender, which make displays of

power both more likely and acceptable for men, contribute

to the female/male gap in circulating T levels. “Gendered

behavior modulates testosterone,” the researchers

conclude, pointing to “an additional reason for differences in

testosterone: the understudied role of nurture.”64 (That’s

right, guys. Let women take your high-power jobs, and

before you know it they’ll be taking your hormone too.)



In this study, the social context was unambiguous: an

incontestable power monologue. But often situations are

more subjective, and taking this into account may be helpful

for making sense of the tangle of results from studies of

relations between testosterone and competitive behavior on

the sports field and in the lab. In these contexts,

participants are usually unsure of just how tough the

competition is that they’re up against, or how things will

turn out. At first, following a few null findings with women, it

was prematurely assumed that only men show testosterone

reactivity to competitive situations.65 But as more data

piled in, what emerges is, as one review recently

summarizes it:

an inconsistent pattern in both sexes, with T levels

increasing in winners and decreasing in losers . . .

increasing both in winners and losers, or not

showing significant changes in response to the

competitive event.66

A skeptical conclusion would be that testosterone isn’t doing

much at all here.67 But maybe, the authors of the review

suggest, these inconsistencies are created by the different

lenses through which people perceive a competitive

situation. As endocrinologists Gonçalo and Rui Oliveira put

it:

The same exact event may elicit different

responses, depending on the way it is appraised by

different individuals or by the same individual at

different moments in time (e.g., in different social

contexts).68

Factors that researchers suggest could be important for how

and when T responds to competitive situations include your



appraisal of the skills of your opponent, the explanations

you come up with to explain why you won or lost, how

familiar you are with the “where” and “who” of the

competitive situation, and your underlying motivations.69

This is where gender can make its entrance. We might, for

instance, expect gender to influence T reactivity via the

stereotypes that help create expectations or shape

explanations for success or failure, the existing inequalities

that create double standards for performance, and

gendered experiences and social networks. After all, as we

saw in the previous chapter, a different domain (masculine

versus more neutral or feminine), a different cultural

background (for example, patriarchal versus matrilineal), or

even a different framing of the same competitive context

(sports news assistant versus administrative assistant) can

eliminate sex differences in willingness to compete.

In fact, research with men has already shown the effects

of culture and social constructions of gender on hormonal

biology. Take the enduring effects of a successful ten-year

Fast Track intervention program in the United States.

Targeted at boys at high risk of later antisocial behavior, it

“was designed to build social competencies and self-

regulatory skills that enable children to respond more calmly

and less vociferously to provocation.”70 Some participants

received the intensive, decade-long intervention; a matched

control group didn’t. Many years later, when the participants

were in their mid-twenties, Nipissing University social

neuroendocrinologist Justin Carré and colleagues invited

about seventy men from the study into the lab, and tested

the aggressiveness of their reaction to a provocation

(supposedly, another participant vindictively stealing points

from them in a game). The intervention group were less

likely to retaliate against what they assumed was hostile

behavior on the part of a confederate, showing long-lasting

effects of the intervention. But most interesting for our



purposes is that they also showed less testosterone

reactivity to the provocation, and this in part seemed to

underlie their greater inclination to turn the other cheek in a

competitive context. As Carré and colleagues conclude:

Together, these results suggest that the Fast Track

intervention creates persistent changes in

psychological processes underpinning how

individuals encode, interpret, and process social

threat and provocation. These mental processes, in

turn, influence the pattern of testosterone responses

to provocation, which in turn influence aggressive

behavior.71

A similar conclusion emerges from a classic experiment

by University of Illinois psychologist Dov Cohen and

colleagues.72 This time the comparisons were between non-

Hispanic white male students who hailed from either the

northern or southern regions of the United States. In a series

of experiments, groups of men were placed in a contrived

challenge to their social status in which they were bumped

in the shoulder by a male decoy. The decoy then added

insult to injury by muttering an offensive word. To northern

students, this event was of little consequence. But the

southern students, raised in the lingering remnants of a

culture strongly grounded in a man’s honor and the

importance of the respect given to him, tended to walk

away feeling worried about the effect on their reputation as

a man. It was a slighted southern group, too, who increased

their aggressive and domineering behavior afterward. And

again, it was only disrespected southern men who showed

testosterone increases in reaction to this small challenge to

their status. The discussion section of the study reassures

that the experimental manipulations didn’t “produce any

truly violent behavior.”73 But suppose an unfortunate



confederate had been punched by an affronted Southerner.

Would it make sense to blame the testosterone? Or to say

that boys will be boys?

In Testosterone, Herbert concludes that “the human brain

has had to devise multiple ways of regulating, channelling,

and optimizing the powerful effects of testosterone on male

behaviour through laws, religion, and customs.”74 But there

is no “real,” “original,” or “intended” testosterone level or

reactivity with which civilization then interferes. As Wade

remarks:

Hormones, then, are not part of a biological program

that influences us to act out the desires of our

ancestors. They are a dynamic part of our biology

designed to give us the ability to respond to the

physical, social, and cultural environment.75

The studies showcased in this chapter vividly illustrate

Agustín Fuentes’s observation (echoing many feminist

scientists),76 that “when we think about humans it is a

mistake to think that our biology exists without our cultural

experience and that our cultural selves are not constantly

entangled with our biology.”77 And culture seems to enjoy

the upper hand.

OVER THE PAST EIGHT YEARS or so, I’ve taken part in a lot of

discussions about how to increase sex equality in the

workplace. Here, I would like to clearly state for the record

that castration has never been mentioned as a possible

solution. (Not even in the Top Secret Feminist Meetings

where we plot our global military coup.) For organizations

looking to increase the representation of women at senior

levels, HR would eliminate castration immediately on

obvious ethical and legal grounds. However, it can also be



dismissed for scientific reasons. There’s nothing in the

scientific literature to suggest that castration—even in

conjunction with testosterone patches for women—would

provide a powerful biological shortcut to equality. It doesn’t

work for fish or monkeys, so why would it work for us? The

very factors—status, experience, meaning—that become

entangled with, moderate, substitute for, and override

testosterone are human specialties par excellence—and no

king emerges out of these complex interrelations.

What would work, the research instead suggests, are

major and sustained interventions on status, experience,

and what a particular situation means to the individuals

involved. This, it’s worth pointing out, poses a much more

difficult challenge than administering hormone boosters or

blockers.78 The “broad tapestry”79 of gender is tightly

woven, and thick with redundancy: you can loosen one

thread, but the others will still hold everything in place. A

cichlid fish has size and flashy coloring to mark status. We

have stereotypes that stain every encounter, clothing,

language, salaries, titles, awards, media, legislation, norms,

stigma, jokes, art, religion . . . the list of phenomena that

make up our rich, gendered cultures goes on and on.

That’s a lot of social construction to reconstruct. The big

mistake is to confuse the persistence of the status quo with

the dictates of testosterone.



CHAPTER 7

 

THE MYTH OF THE LEHMAN SISTERS

 

There’s a very simple reason why most financial traders are

young(ish) men. The nature of trading incorporates all the features

for which young males are biologically adapted. . . . The whole set-

up seems to have been designed for young men. All the actions of

testosterone are echoed by the qualities of a successful trader. It

does seem remarkable that the artificial world of financial trading

should so suit the innate characteristics of young males.

—JOE HERBERT, Testosterone
1

“IF LEHMAN BROTHERS HAD BEEN LEHMAN SISTERS, RUN BY WOMEN

instead of men, would the credit crunch have happened?”2

This question, posed by a Guardian business editor,

triggered a “frenzied engagement in the international media

with the gender question in international finance.”3 Some

commentators, drawing on research reporting links between

testosterone levels and risk taking, argued an urgent need

for a greater “diversity of hormones”:4 more women (and

older men) would make for less testosterone. Article

headlines and interviewees repeatedly invoke T-Rex, calling

for more “mistresses of the universe”5 to bring some much-

needed financial conservatism to the “testosterone rules”6

world of business.



By now, the argument will be tediously familiar. Men,

thanks to past evolutionary pressures, take risks in order to

acquire the resources and status that led to reproductive

success in our ancestral past. But fast-forward those Stone

Age “male brains” to twenty-first-century global finance and

the “evolutionary hangover” creates havoc, as Nicholas

Kristof summarizes the view in the New York Times.7 Enter

subprime mortgages and credit derivatives, and with the

benefit of hindsight it became clear just how dangerous it

was to have all that testosterone in charge with barely a

woman in sight. (Fully clothed ones, that is.)

It may seem a nice tribute to women to suggest that the

world’s financial system might not have been brought to its

knees if only more of their representatives had been around.

We should certainly take a moment to appreciate the

contrast with a New York Times article published about a

century earlier, reporting a movement among broker firms

to forbid women from frequenting their offices.8 As one,

apparently typical, letter sent out to female clients by a

Broadway firm of stock brokers explained, this was because

their more valued customers “consider it undignified for

women to frequent brokers’ offices.” Indeed, a woman is “a

nuisance anywhere outside of her own home,” one broker

pointed out. Women, it was noted, not only lacked the

“business instinct”—males presumably bursting forth from

the womb in a pin-striped birthday suit with an innate

understanding of finance—but were also incapable of

acquiring it. It’s certainly a long way from this to the May

2010 Time magazine cover featuring the female financial

regulators—Elizabeth Warren, Sheila Bair, and Mary

Schapiro—“charged with cleaning up the mess”9 made by

you know who.

There is a drawback, however, to belonging to the sex

biologically suited to play the immobilizer of the “Big



Swinging”10 organs of finance. A risk-averse temperament

may be good for the world economy, but bad for one’s own

personal finances. You don’t have to be an analyst of

distributions of wealth to be aware that the exercise of

liquidating one’s assets into a heap of dollar bills then

gloatingly hurling oneself onto it would be a more

comfortable experience for men, on average, than for

women. Annual “rich lists” unfailingly confirm that it is

almost exclusively men who would be at highest risk of

suffocation during such an exercise. Historically, this

inequality was easy enough to explain. Beyond advising a

female client to marry well, even the most talented financial

adviser would struggle to assist the wealth building of

someone excluded from higher education, legally unable to

own property and securities, and restricted to only the most

low-paid occupations. However, these external barriers were

dismantled some time ago, and many researchers have

started to look to internal factors—like prenatal and

circulating testosterone—to explain what has been

described as “fundamental differences” in risk preferences,

as one much-cited review put it.11

But by this point in the book you may be justifiably

skeptical that T can create a “fundamental” divergence in

the financial decision-making styles of women and men. As

we’ve already seen, a major challenge to a T-Rex view of

sex differences is the typical extent of the overlap in the

ways that men and women, on average, behave. Of all the

qualities we possess, was it really on those relating to

finance that sexual selection acted with the most vigor, way

back in the Pleistocene?

IN A HELPFULLY FORENSIC analysis of the scientific literature, the

economist Julie Nelson reviewed eighteen studies of sex

differences in financial risk taking from (and representative



of) the economics literature.12 Some of these studies used

the lottery tasks so beloved of economists, in which people

make a series of choices between, say, a sure $5 or a 50

percent chance of winning $10. Others asked people to

report on their preferences for financial risk taking in real

life, or looked at how they allocated their actual financial

assets among more and less risky options (like stocks versus

bonds). As you might already anticipate, the effect sizes for

these differences were, with a few exceptions, generally

quite modest, with several null results (that is, no sex

differences), and even two findings of greater female

financial risk taking.13

How do we get from this overlap between the sexes to

claims of a fundamental difference? By way of partial

explanation, researchers often summarize results from

earlier studies in an inaccurately stereotype-consistent way,

observes Nelson. Researchers also tend to emphasize their

own findings that are consistent with the stereotype of male

risk takers, while downplaying (even sometimes to the

extent of more or less ignoring) results that aren’t. This

aroused Nelson’s suspicion that researchers are “tending to

‘find’ results that confirm socially held prior beliefs”14—a

classic case of “confirmation bias.” If these results are more

likely to be published, the scientific literature becomes

skewed toward the expected conclusion.

As it happens, there’s a way of presenting data, called

the funnel plot, that indicates whether or not the scientific

literature is biased in this way.15 (If statistics don’t excite

you, feel free to skip straight to the probably unsurprising

conclusion in the last sentence of this paragraph.) You plot

the data points from all your studies according to the effect

sizes, running along the horizontal axis, and the sample size

(roughly)16 running up the vertical axis. Why do this? The

results from very large studies, being more “precise,” should



tend to cluster close to the “true” size of the effect. Smaller

studies by contrast, being subject to more random error

because of their small, idiosyncratic samples, will be

scattered over a wider range of effect sizes. Some small

studies will greatly overestimate a difference; others will

greatly underestimate it (or even “flip” it in the wrong

direction). The next part is simple but brilliant. If there isn’t

publication bias toward reports of greater male risk taking,

these over- and underestimates of the sex difference should

be symmetrical around the “true” value indicated by the

very large studies. This, with quite a bit of imagination, will

make the plot of the data look like an upside-down funnel.

(Personally, my vote would have been to call it the

candlestick plot, but I wasn’t consulted.) But if there is bias,

then there will be an empty area in the plot where the

smaller samples that underestimated the difference, found

no differences, or yielded greater female risk taking should

be. In other words, the overestimates of male risk taking get

published, but various kinds of “underestimates” do not.

When Nelson plotted the data she’d been examining, this is

exactly what she found: “Confirmation bias is strongly

indicated.”17

This bias makes it misleading to draw conclusions from

the entire literature, which inflates the size of the sex

difference overall. So what differences in size did Nelson see

when she looked only at the more precise results from the

eight largest studies?18 These included a large-scale

newspaper survey that asked tens of thousands of

respondents a lottery question, and two large-scale analyses

of actual investments (thousands of retirement portfolios,

and more than thirty-five thousand stock investment

accounts).19 Nelson’s best estimate based on these eight

most precise studies was an effect size of about 0.13. This

translates into about a 54 percent probability of a man

picked at random being more financially risk taking than a



woman picked at random. When you consider the

conclusions of Chapter 5 regarding the often-gendered

factors that are so important in explaining differences in

people’s risk-taking behavior—like knowledge, familiarity,

past experience, and gender norms that associate risk

taking with masculinity—it begins to seem almost surprising

that the difference is so small. Consider, too, that a person’s

wealth, likely future wealth, and financial security

understandably affect the kinds of financial risks they’re

likely to be willing to make.20 Although researchers can and

do take account of men’s and women’s current wealth and

earnings when comparing their risk taking, in a society in

which men are more likely to be promoted, and women are

more likely to suffer the career costs of caring for children

and elderly parents, the financial trajectories and

expectations of even initially comparable women and men

are unlikely to be the same.

Sex differences in financial risk taking aren’t just small,

they’re also conditional, showing themselves in some tasks,

samples, and contexts, but not in others. One study, for

instance, found no differences when the typical abstract

lottery was expressed in the real-world context of

investment decisions.21 Similarly, Warwick Business

School’s Ivo Vlaev and colleagues found no sex differences

when lotteries were put into real-world contexts. In among

the traditional abstract lotteries, they presented equivalent

ones in terms of pension, salary, mortgage, and insurance

contexts. For example, the student participants were asked

to choose between, say, a job offering £30 daily payment

for sure, versus a riskier but potentially more lucrative job

offering a 50 percent chance of earning £100, and 50

percent chance of earning nothing. Overall, they found no

differences between the sexes.22

Another complication for the claim that men and women

are fundamentally different in their approach to finances is



that, as with other domains of risk taking (as we saw in

Chapter 5) “this sample of females” and “this sample of

males” shouldn’t be taken to stand in for all females and

males. Evolutionary scientists Joseph Henrich and Richard

McElreath used a traditional lottery task to compare

financial risk taking in three groups far removed from the

Western students typically favored in these kinds of

experiments.23 These were communities of small-scale

farmers in Chile and Tanzania (the Mapuche and the Sangu,

respectively), as well as a nearby Chilean nonfarming

community (the Huinca). Although cultural background

made a difference—on average, the Mapuche and Sangu

were risk prone, while the Huinca were risk averse—in none

of the groups was being male per se linked with risk-taking

propensity. Likewise, sex didn’t explain any variation in

financial risk taking in a study of more than four hundred

Chinese participants sampled from the general

population.24 Meanwhile, another cross-cultural study

comparing the matrilineal and patriarchal societies of the

Khasi in India and the Maasai in Tanzania, respectively,

failed to find any sex differences at all in risk taking on

standard lottery and investment games.25

Emerging as a potentially important factor that might

help to explain cross-cultural differences are the gender

relations in the society from which participants are drawn.

Thus, Binglin Gong and Chun-Lei Yang compared risk taking

on a lottery task in the matrilineal Mosuo (in which the head

of the household is also traditionally female) and the

patriarchal Yi.26 Although in both societies the females bet

less than the men, the gap was considerably smaller in the

matrilineal Mosuo. Similarly, University of Los Andes

economist Juan-Camilo Cárdenas and colleagues found that

the gender gap in financial risk taking was smaller in

Swedish children than in children from Columbia, a country



that ranks much lower than Sweden on various

macroeconomic indices of gender equality.27 There’s even

some evidence that single-sex environments may

encourage greater risk taking in British girls and young

women.28

The problems continue when you turn from lotteries to

other kinds of financial risk tasks.29 By now, you may have

the impression that economists approach the topic of risk

taking as though they once overheard a prestigious

colleague comment that “Life’s a lottery,” and took it

literally. But as we all know, the majority of financial

decisions do not closely resemble economists’ lottery tasks.

Warren Buffett did not make his billions contemplating

whether to pursue Option A with a guaranteed return of $2,

or Option B with a 30 percent chance of a $4 return. Nor do

bosses fix employees with a gimlet eye and, slamming a

coin onto the table with a provocative cry of “Heads or tails,

Professor Massoud?” invite them to take a 50/50 gamble on

a $15 per annum raise, or stick with the guaranteed $5 rise

on offer.

One obvious difference is that people typically don’t

know the precise odds of the different hands they can be

dealt by fate. This is also the case for two risk tasks popular

with psychologists. In one (the Balloon Analogue Risk Task),

participants decide how many times to “inflate” a virtual

balloon with a pump, with 5 cents earned for every

successful pump. At an unknown point, however, the

balloon will explode and all the money is lost. A meta-

analysis found that males are modestly more risk taking

than females on average in this task.30 However, precisely

the opposite is the case for the second popular risk-taking

task, the Iowa Gambling Task. Individuals choose between

decks of cards that are either high risk (high rewards but

also higher losses) and less advantageous in the long run, or



lower-risk (low rewards and losses).31 Although over time

most people shift to the lower-risk packs, women are a bit

more likely than men to continue to try their luck with the

high-risk packs.

Another obvious and particularly important difference

between laboratory tasks and real-world financial risks is the

sums of money at stake. In the Balloon Task, financial

rewards are scraping around the dollar mark, while in the

Iowa Gambling Task the “dollars” lost and won are purely

hypothetical. Largesse also tends to be absent in studies

run by economists: payoffs are usually small, hypothetical,

or restricted to one particular gamble chosen at random. It’s

therefore noteworthy that in one of the few lottery

experiments that compared risk preferences for trivial

versus substantial payoffs, the sex differences seen in the

typical “small-change” version of the task disappeared

when nontrivial sums of money were at stake.32 An

interesting perspective on why this might be was offered by

anthropologist Henrich and his colleagues. They suggest

that

when actual economic stakes are 0 (hypothetical),

all kinds of other concerns come to predominate in

the decision process. Informants may be concerned

with what the ethnographer will think of them or

what other people will infer about them from their

decisions.

In their own cross-cultural research, Henrich and colleagues

therefore use large stakes “to focus the informants’

attention on the game payoffs rather than on exogenous

social concerns.”33 As you’ll recall, sex didn’t predict

financial risk taking when this research method was used

with the Mapuche, Sangu, and Huinca communities of Chile

and Tanzania. Their research protocol is also in perfect



keeping with Cass Sunstein’s argument (first met in Chapter

5) that the consequences of a decision for one’s self-concept

and reputation are vital ingredients in the recipe from which

preferences emerge.

This aspect of the decision-making context is something

that economists, in particular, have not been especially

interested in. It was only at the turn of the twenty-first

century, in a groundbreaking economics article written by

Nobel Prize–winning economist George Akerlof and fellow

economist Rachel Kranton, that the concept that social

identity and norms have a motivating effect on behavior

was formally introduced to economists.34 “What people

care about, and how much they care about it, depends in

part on their identity,”35 they observe. These “identities

and norms derive from the social setting. . . . [S]ocial

context matters.”36

To a social psychologist, this is an almost comically

belated revelation: a little bit as if only recently a landmark

social psychology article introduced colleagues to the

concept of money, and its remarkable influence on people’s

preferences and behavior. But better late than never, and

while this area of research is still in a preliminary state, the

identities and norms at play in a particular context do seem

to influence financial risk taking. For instance, when

negative stereotypes about female mathematical ability are

made salient (this can be done both by drawing attention to

the person’s female identity, as well as by highlighting the

“masculine” nature of the task), it can impair girls’ and

women’s interest and performance in mathematics—a

phenomenon known as “stereotype threat.”37 In one study,

women were more risk averse than men when they were

required to record their sex before participating in a

gambling task that was described as a test of mathematical,

logical, and rational reasoning abilities. However, when



exactly the same task was instead described as “puzzle

solving” (and participants didn’t record their sex

beforehand), women were just as risk taking as the men.38

While this study manipulated the relevance of gender

identity by framing the task as one of cool, rational

calculation, risk taking itself is of course a key stereotypical

trait of masculinity. According to popular imagination, for

instance, the successful entrepreneur doesn’t just have the

necessary skills, resources, and business connections; he is

also a masculine hero who laughs boldly in the face of

financial risk. Perhaps this is part of the reason pitches

made by male entrepreneurs are evaluated more positively

than those given by female entrepreneurs—even when the

content is identical.39 Women can also be put off by this

portrait, Binghampton University academic Vishal Gupta and

colleagues have found. For example, when Turkish MBA

students were shown either a (fictional) general news piece

about entrepreneurship, or one describing entrepreneurs in

a stereotypically masculine way (for example, as

aggressive, risk taking, and autonomous), the male students

later evaluated a potential business opportunity more

positively than the female students, on average. But when,

in two further conditions of the same study, that business

opportunity was preceded instead by either a gender-

neutral (creative, well-informed) or feminine (caring, making

relationships) description of entrepreneurs, women were as

likely, or even more likely, respectively, to see a business

opportunity in the complex business case they then

analyzed.40 Gupta and colleagues have also found that,

across three countries, both women and men who reported

having more “masculine” traits showed greater

entrepreneurial intentions.41 Interestingly, two other

studies similarly found that men and women who report

being more “masculine” in personality also score higher on



measures of financial risk taking. Unsurprisingly, men report

a greater number of masculine traits as characteristic of

themselves, and this explains some of the gap in risk taking

between men and women.42 But as both research groups

point out, while being biologically male or female is fixed,

how masculine men and women see themselves is not. In

fact, in the United States, the “masculinity gap” has been

closing over time, in step with women’s changing roles and

status in society.43

If risk taking is an integral part of a masculine identity,

then we can predict that men should take greater financial

risks when that identity, or the norms associated with it, are

made salient. Viennese academics Katja Meier-Pesti and

Elfriede Penz found exactly that. They primed young women

and men with either masculine, feminine, or (in a control

condition) gender-neutral stimuli. Men primed with

masculinity gave the most risk-tolerant responses on a

questionnaire assessing attitudes toward risk taking in

investments.44 A more recent study also explored the

importance of masculine identity for financial risk taking, by

exploiting a rather depressing phenomenon known as the

“failure-as-an-asset” effect. It turns out that presenting men

with evidence that they have done poorly at something at

which women tend to excel provides a little boost to their

self-esteem, because incompetence in low-status femininity

helps establish high-status manliness. Remarkably, failure in

feminine domains is also perceived as an asset by

onlookers. Fictitious male job applicants who reveal

weakness in a “feminine” domain (like dancing, or in a form

of intelligence in which women supposedly excel) are seen

as more masculine, and thus more likely to succeed in high-

level roles, compared with men who “lack” incompetency in

femininity.45 Expanding on this phenomenon, University of

Kassel psychologist Marc-André Reinhard and colleagues



found that giving men failure-as-an-asset feedback

increased their self-reported interest in risky activities, as

well as the amount they were prepared to invest in a

gamble. This shift seemed to be brought about by greater

identification with being male.46 Interestingly, the

investments of men who were told either that they’d done

poorly on a masculine test, or well on a feminine one, made

investments that were no riskier than those of women.

In apparent contradiction, research conducted at the

University of South Florida found that young men take

greater financial risks after a threat to their masculinity.

(The psychological castration was achieved by asking a

group of the men to try a florally fragranced hand cream.)47

However, the contrast with Reinhard and colleagues’

findings may lie in the private versus public nature of the

risk taking. Masculinity threats only had an effect on

financial decisions made publicly, suggesting that costly

displays of masculinity in response to a threat of manhood

are only worth it if they serve a face-saving function.48

Although we have to be careful that findings like these

are robust and replicable, they have an important

implication, as Nelson points out:

Differences that may appear at a cursory level to be

due to “essential” differences between the sexes

may in fact be due (in part or completely) to some

additional, confounding variable, such as societal

pressures to conform to gender expectations or

locations in a social hierarchy of power, or may no

longer be seen when the sampling universe is

broadened.49

Yet researchers may nonetheless treat results as though

they reflect categorical, Mars versus Venus differences,

Nelson goes on to point out. For example, a four-country



comparison of the risk preferences of female and male asset

managers revealed only marginal, scattered, and

unsystematic differences across the four countries. Even for

the most sizable difference in risk preference (which was

seen in Italy), the possibility of creating a perfect match by

pairing a female client with a female fund manager was only

38 percent, compared with a 25 percent chance of a

successful match if the customer employed a male manager

instead. Nonetheless, the study authors suggest that

“female fund managers may be better suited to female

customers.”50 As Nelson wryly notes, given that economists

assume that financial risk-taking preference can be readily

assessed with a few simple questions, why not simply ask

clients what they want? It’s a bit like a restaurant manager

learning that women are slightly more likely than men to

order fish than steak, then telling waiters to use a

customer’s sex as a guide to what meal to place in front of

them.

Why might researchers make this kind of conceptual

slide from small average differences to fundamental

difference? Is it because, implicitly, they join so many others

in assuming that the sexes just are essentially different? As

Nelson explains:

The attribution of (on average) different psycho-

social behaviors to (fundamental) sex differences in

hormones and/or brain structure, further explained

as caused by differences in evolutionary pressures

on bodies with different reproductive roles, can

currently be found in many studies.51

Sound familiar, at all? This assumption, in turn, makes it

easier to neglect important features of the data: the

vanishingly small size of sex differences in financial risk

taking, and the dependence of those differences on who is



being tested, the kind of task, and the social context. As

we’ve already learned, these details matter a lot for the kind

of explanations we reach for. If we say that “men are

financial risk takers, and women are financially risk averse,”

then men’s higher testosterone exposure looks like a

plausible cause of that difference. But to echo questions

asked earlier, how does the substantial sex difference in

testosterone translate into such modest behavioral

differences? How does T make men more risk taking when a

gamble is framed in an abstract way, but not in a concrete

salary context? Or when stakes are trivial, but not

necessarily when they’re substantial enough for a loss to

sting? How do sex differences in testosterone make young

North American men more risk taking than their female

counterparts, but not the men of China, Mapuche, Sangu, or

Huinca? How does T make men inflate more risky balloons,

but select fewer risky cards?

These are questions to bear in mind as the research

seeking to link T with financial risk taking proceeds apace.

One growing line of investigation tries to find links between

financial risk taking and a measure known as digit ratio.

Digit ratio is the relative length of the second to the fourth

finger and on average men’s digit ratio is smaller than

women’s.52 Digit ratio is often popular with researchers

because it’s so easy to measure, and supposedly reflects

prenatal exposure to testosterone, although whether or not

there’s adequate evidence for this is contentious. (One set

of researchers, for instance, describe digit ratio as “a

putative, not yet sufficiently validated marker of prenatal

testosterone.”)53 But even if it’s a reasonable measure for

comparing prenatal testosterone between groups, digit ratio

“may be much less useful” as an index for individuals within

a group, as Herbert explains.54 (It’s just too “noisy” a

measure: a bit like using a person’s height as a proxy for

their early nutrition, on the grounds that people who were



fed well as kids are taller, on average, than those who were

underfed.)

But setting all this aside, from a Testosterone Rex

perspective, it’s not hard to understand why researchers

might be interested in looking for a correlation between

digit ratio and financial risk taking. The traditional view of

sex differences in the brain (as we saw in Chapter 4) is that

the high levels of T produced by the newly developed testes

of unborn boys plays a singularly important role in creating

discreet “masculinized” circuits in the brain. These circuits,

especially when activated by the higher levels of T at

pubescence and beyond, are the basis of distinctly male

sexually selected mating behavior: like fighting off other

contenders for the cosiest cave; hunting ferocious, meaty

prey; and today, apparently, buying high-risk biotech stocks.

Put these outdated assumptions together with another, that

we met in Chapter 5—that risk taking is a stable, masculine

personality trait—and the long chain of reasoning is

complete. A person with a lower, more male-typical digit

ratio will have a more “male brain”; a person with a more

“male brain” will be more masculine; a person who is more

masculine will be more risk taking; and a person who is

more risk taking will be more financially risk taking. Thus,

someone who, according to their digit ratio, was putatively

exposed to more prenatal testosterone will, many decades

later, be reliably more likely to say: “What the hell, I’ll take

the 30 percent odds of winning one dollar, rather than the

twenty cents for sure.”

You’ll already be aware from earlier chapters of the

weakness in several links in this chain. The assumption that

resources and status—and therefore risk taking and

competition—are distinctly male concerns in the struggle for

reproductive success (and should therefore be wired into a

“male brain”) was dissected and found wanting in the first

part of the book. In line with this abandonment of

dichotomous “competitive males” versus “coy females”



thinking in evolutionary biology is the shift in neuroscientific

understanding of sex and the brain. The notion of discreet,

T-induced “male” circuits is being replaced with a more

complicated, interactive mishmash of factors, out of which

emerge a variety of shifting “mosaics” of brain

characteristics. This, in turn, fits nicely with what we know

about sex differences in behavior. These certainly exist but,

again, in ways that create mosaics rather than categories.

Put this all together, and it probably shouldn’t surprise us

too much that recent meta-analyses and a large-scale study

failed to find convincing evidence for correlations between

digit ratio and other supposedly quintessentially masculine

behaviors: aggression,55 sensation seeking,56 dominance,

and both aggressive and nonaggressive risk taking in

adolescents.57

Along similar lines, as we saw in Chapter 5, although you

might assume that your friend, Ankush—who goes skydiving

every weekend—must therefore be “a risk taker” with a

“male brain” (thanks to an abundance of testosterone

prenatally and/or in adulthood), you may well later discover

that Ankush’s investments are all in government bonds.

Looking for links between financial risk taking and

testosterone exposure makes sense from the old

perspective we met in Chapter 5, in which risk taking is

assumed to be a stable, domain-general personality trait.

But less so, however, from a more nuanced understanding

of risk-taking behavior as custom-made for each situation

out of the “unruly amalgam” of factors, including social

identity, norms, knowledge, past experience, social context,

and the perceived risks and benefits in that particular

domain. Which kind of risk taker do you expect to have the

most male-typical digit ratio? And in which circumstances?

So how is the quest to find a robust, reliable link between

digit ratio and financial risk taking progressing? A recent

review politely describes the results as “equivocal.”58 There



are positive findings here and there; but as the review

authors explain, because of the number of different ways

there are to look for links between digit ratio and behavior,

researchers have several “shots” at finding a statistically

significant result. For example, researchers can use the

measurements for the left or right hand, or an average of

the two, and results can be looked at for the sexes

separately or together. These various options, with just one

measure of risk taking, yield no fewer than nine possible

correlations to put to the test.

What about studies looking for correlations between

circulating testosterone levels (in the blood or saliva) and

financial risk taking? “Equivocal” is probably a pretty good

one-word summary here too. For instance, depending on

which study you look at, higher risk taking in lottery tasks is

associated with higher T (in men; women weren’t tested),

with high or low T in both women and men, with higher T in

men only (but only for risks taken to win money, not to

avoid losing it), or with higher T in women, and men in the

lower ranges of testosterone, or doesn’t correlate with T at

all in either women or men.59 People with higher T do play

more risky cards in the Iowa Gambling Task, and men with

higher T (women weren’t tested) play a riskier game in the

Balloon task, but only if their cortisol (a stress hormone)

level is low.60 Meanwhile, a recent study that used a trading

simulation found no relations between testosterone levels

and risky trading behavior in either sex.61 As for real-world

financial risk taking, one study found that male MBA

students with considerable experience in the risky business

endeavor of new venture creation had significantly higher

testosterone levels than other students (there weren’t

enough women to include in the analyses).62 But another

study of MBA students found only a very small positive

correlation between circulating testosterone levels and the



choice of a risky career in finance, which disappeared when

the researchers took account of the sex of the

participants.63 (If men both have higher levels of

testosterone and, for possibly completely unrelated reasons,

are more likely to be interested in a career in finance, then

you will find a correlation between testosterone and the

choice of a finance career even if the two are actually

unrelated within either sex.)

How do you get from this weak mishmash of results to

the idea that there’s “too much testosterone”64 on Wall

Street? It probably helps that this is a story that fits

perfectly with the T-Rex view of sex differences. But media

reports also often refer to the research of Cambridge

University’s John Coates, a former trader turned

neuroscientist, and Joe Herbert, whose work links higher

circulating testosterone levels in male traders to higher

profits on the trading floor.65 At first glance, Coates’s and

Herbert’s findings seem to indicate a need for more

testosterone on Wall Street, not less, since men with more T

do better. But Coates argues that the effects of testosterone

can become detrimental in certain contexts. In a bull market

in which share prices are rising, traders’ testosterone levels

get higher and higher as they make more and more money

(known as the “winner effect” in animal research that finds

testosterone increases in animals following a win in a

competitive interaction). At a certain point though,

“testosterone shifts traders’ risk profiles to become overly

aggressive.”66

In line with Coates’s account, a recent study did indeed

find that men’s testosterone levels rise after winning a

game, and that this increase in testosterone is positively

correlated with greater financial risk taking.67 (Women

weren’t tested.) But this point—that a person’s experiences

influence their testosterone level—is critical to bear in mind



when thinking about the results with the traders. As we saw

in the previous chapter, T isn’t a pure biological measure,

but is entangled with the individual’s history and current

social context. This makes it impossible to say from the

trading floor study that higher T levels directly cause

greater financial risk taking. By way of a mundane

alternative explanation, young men’s testosterone levels are

reduced by interrupted sleep,68 and a poor night’s sleep

could plausibly interfere with the complex and time-

pressured financial decision making of the trading floor. Or

perhaps on certain days the traders learned useful

information in their morning briefing that both boosted

testosterone and increased their chances of successful

trading. To show that higher T levels cause greater financial

risk taking, you need to manipulate people’s T levels, then

look at the effects on behavior. To date, only a handful of

studies have done this. So far the picture is pretty mixed

and mostly negative.69 However, the recent study that used

the trading simulation to measure risk taking found that

although T levels were unrelated to financial risk taking (in

either men or women), testosterone administration did

increase men’s investment in high variance (that is, more

risky) stocks. (Women weren’t included in this part of the

study.)70 What we seem to be left with, then, is little

evidence that absolute testosterone level per se is related

to financial risk taking, but the tentative possibility that it’s

change in T that’s important.

If so, then what is the relevance of men’s higher absolute

levels? Unfortunately for the “Lehman Sisters hypothesis,”

it’s impossible to draw any conclusions about women,

testosterone, and trading tendencies from data collected

solely from men. Coates realizes this, of course, but

suggests that because of their lower T levels, female traders

don’t show the same hormonal reactivity to market activity:

for instance, he argues that they are less susceptible to the



“winner effect.”71 Yet this seems to be simply speculation,

perhaps inspired by a “rutting stag” model of sexual

selection that, as we saw in the first part of the book,

applies poorly to humans. As we saw in the previous

chapter, women’s T levels are also sometimes responsive to

competition, that level is just one part of a complex system,

and in both sexes, T reactivity is inconsistent and

conditioned by history, context, and norms.

The myth of the low-testosterone Lehman Sisters

relegates women to the “mothering” roles of curtailing the

excessive risk taking of male colleagues, and mopping up

organizations’ messes (a well-documented bias dubbed the

“glass cliff” effect by Michelle Ryan).72 As three leading

business school academics point out in a letter to the

Financial Times, while being “the first to argue for greater

inclusiveness and a more diverse leadership to lead us out

of this mess,” claims that women are inherently more risk

averse

have little or no empirical support in a business

context. These speculations also come with

dangerous implications. Are men therefore better

suited to managing growth or leading businesses

through healthier economic times?73

That certainly seems to be the conclusion drawn by some.

When asked by a journalist to “imagine what a world might

be like maybe with no testosterone or if everyone had the

same kind of levels as women?” Herbert replied,

“Testosterone has got a bad press, but actually, it’s

responsible for a huge amount of get-up and go, of

innovation, of drive, of motivation, of excitement.” But only

in men, apparently. “The suspicion,” says Herbert, is that

testosterone, “doesn’t necessarily have the same effect” in



women. After all, they “have a female brain, whereas a male

brain is substantially different.”74

WE’RE UNLIKELY TO FIND OUT any time soon how a “Lehman

Sisters,” or even a “Lehman Sister and Brother,”75 would

operate. One scholar describes the financial sector as “one

of the few bastions of virtually uncontested masculine

privilege remaining in the aftermath of feminism.”76 More

equal representation of women at higher levels of the

finance industry most likely would be beneficial. Lack of

diversity is usually an alarm bell that people are being

drawn from a limited talent pool that flatteringly reflects the

image of those in charge. The “white male” effect described

in Chapter 5 also provides a good object lesson in the

importance of diverse backgrounds and identities for robust

risk assessment. And as Nelson suggests, in a speculation

that evokes the dismal “failure-as-an-asset” effect, greater

senior female representation might go hand in hand with a

much needed destigmatizing of positive “feminine”

qualities:

Were Wall Street firms and regulatory agencies such

that they welcomed women and men as equal

participants, this might indicate that societal gender

stereotypes were breaking down. It might also be

likely, then, that certain valuable characteristics and

behaviours commonly stereotyped as feminine

(such as carefulness) would be encouraged industry-

wide, and inappropriate male-locker-room and

cowboy-type behaviours frowned upon, to the

benefit of the industry and society.77

However, there’s currently little compelling evidence to

suggest that this would be because women make financial



decisions in a fundamentally different way from men, or

because they would lower the average level of testosterone

in those shiny, expensive buildings.

Last time I looked, it was largely taxpayers and society

that, via “financial socialism,”78 covered the costs of the

decisions that brought about the global financial crisis. And,

to my knowledge, there are currently no data investigating

links between sex differences in testosterone and the taking

of “risks” where benefits are reaped for oneself, but losses

are underwritten by others.



PART THREE

FUTURE

It's such a chauvinistic sport. I know some of the owners were

keen to kick me off Prince, and John Richards and Darren

stuck strongly with me . . . I just can't say how grateful I am to

them. I just want to say to everyone else to get stuffed

because they think women aren't strong enough but we just

beat the world.

—MICHELLE PAYNE, first female jockey to win

the Melbourne Cup
1



CHAPTER 8

 

VALE REX

 

Deeds Not Words

—Motto adopted by Emmeline Pankhurst
1

A LITTLE WHILE AGO, BUYING FLOWERS AT A LOCAL SCHOOL MARKET, I

overheard a conversation taking place at a nearby stall. The

woman there was selling plastic knives for kids that,

according to the marketing material on display, were

guaranteed to keep little fingers 100 percent safe. Having

secured a two-knife deal with a family, the booth seller

asked the daughter if she’d like a pink knife, and then asked

her brother if he’d like a red knife or a blue one. “I’d like a

pink one too,” he said. As I enjoyed the moment,

surprisingly, my eldest son ambled into the scene.

“If I manage to cut off a finger with one of your knives,

can I have it for free?” he asked the booth seller. In reply,

the woman irritably told him to leave her alone as she had

work to do. Yes, indeed, I thought. A busy schedule

buttressing the gender divide with your pointless plastic

crap.

Anyone who has bought children’s toys in the last few

decades will not be surprised to learn that it is deemed

necessary by some for children’s knives to come color

coded for sex. So are many toys, as apparently there are



two kinds of children. Sometimes, the kind of child a toy is

for is bluntly stated: particular aisles or product Web pages

are explicitly designated as for boys or for girls. Other times,

there are hints that are no less readable. A toy in bold, dark

colors, featuring exclusively male figurines, packaged

showing only boys having immense fun with it, surrounded

by a wall of similarly masculine-coded products geared

toward action, competition, dominance, and construction

does not send the inclusive message that this is a toy for

anyone, regardless of genitalia. Likewise, the notorious

“pink aisle” is not the brainchild of marketing minds at pains

to ensure that no child gets the sense that this toy isn’t

intended for the likes of him.2

Unsurprisingly, sex-segmented toy marketing has incited

plenty of campaigns, and harsh criticism from parents,

politicians, scientists, marketing professionals, and even

children themselves.3 But some dismiss this as misguided

political correctness. For instance, in an Atlantic

commentary sparked by a toy catalogue with photos of

children playing in both traditional and counterstereotypical

ways (like a boy playing with a baby doll), Christina Hoff

Sommers writes that “[Boys and girls] are different, and

nothing short of radical and sustained behavior modification

could significantly change their elemental play

preferences.”4 Speaking from a marketer’s perspective, Tom

Knox, as chairman of DLKW Lowe, argues that “expecting

marketers to ignore basic and profound differences in their

audience seems ill-conceived and impractical.”

(Unconventionally, what’s meant by “audience” here is

presumably “people we hope will buy our stuff.”) Knox

suggests that “there will always be a place for gender-

specific toys, gender-specifically marketed, in a way that

celebrates gender diversity without undermining equality.”5

Similarly, in the same article, Helenor Gilmour, then head of



consumer insight and brand development at DC Thomson,

argues that “by failing to acknowledge these differences as

marketers we would fail to understand our audiences

effectively and deliver the services and products they

want.”

Some academics, meanwhile, bring an evolutionary

flavor into the mix, suggesting that marketers are working

from an instinctive grasp of our evolutionarily honed

differences. In an article titled “Intuitive Evolutionary

Perspectives in Marketing Practices,” for instance, the

authors observe that “some people may want little boys to

be less competitive,” but then rhetorically ask:

But who is going to have more success in the

marketplace, firms that appeal to young males’

propensity to behave competitively with one

another or those that appeal to males as nurturers .

. . ? 6

Likewise, in his book The Evolutionary Bases of

Consumption, Concordia University Evolutionary

Psychologist Gad Saad argues that “given their desire to

maximize profits, [toy companies] develop products that are

successful in exactly the same sex-specific manner across

innumerable cultures.”7 This sentiment is echoed in the

Sunday Express by journalist James Delingpole, who writes

that “a toy business’s job is to make profit not engage in

social engineering.” Some thoughtful readers might wonder

why the laissez-faire philosophy of gender-neutral marketing

is “social engineering,” while toy aisles that dictate which

toys are for whom are considered to be leaving things to

take their natural course. But Delingpole has a further

complaint. Gender-neutral marketing is futile, he says,

because “those XX and XY chromosomes will out in the

end.”8 In short, calls for gender-neutral toy marketing are



seen by some as tantamount to demands that toy

companies put themselves out of business by disrespecting

boys’ and girls’ true natures.

A few years ago, in the frenzied lead-up to Christmas, the

Australian Greens senator Larissa Waters catapulted herself

into the heart of this debate by endorsing a campaign

against gendered toy marketing.9 Waters went further than

the usual complaint that “no child’s imagination should be

limited by old-fashioned stereotypes.” These “outdated

stereotypes,” she argued, “perpetuate gender inequality,

which feeds into very serious problems such as domestic

violence and the gender pay gap.”10

The reaction was a timely reminder that to refer to

gender debates as “spirited” can be like describing the

surface of the sun as “warm.” Waters was disparaged from

the front page of the news to highest political office. The

Australian’s Daily Telegraph’s cover headline announced a

“Greens war on Barbie,” in which the subheading’s claim of

evidence of political party insanity—“Now they’re really off

their dolly claiming kids’ toys lead to domestic violence”—

was accompanied by an image of Waters and a male Greens

MP photoshopped onto the bodies of Barbie and GI Joe.11

Well-known Australian child psychologist Michael Carr-Gregg

commented that “these gender differences are hard wired,”

adding that “to argue that toys in any way relate to

domestic violence is, I think, too far a stretch. It’s a nail in

the coffin of common sense.”12 One liberal senator

suggested that Waters must have “consumed too much

Christmas eggnog to come up with an idea like this.”13 And

judging from the commentary on talk radio, it seemed that

the prime minister of Australia at the time, Tony Abbott,

spoke for many when he said that he didn’t believe in “that

kind of political correctness.” His advice: “Let boys be boys,

let girls be girls—that’s always been my philosophy.”14



The phrases used to defend gendered toy marketing are

telling: “elemental play preferences”; “basic and profound

differences”; “hard wired”; “those XX and XY

chromosomes”; “sex-specific”; “celebrates gender

diversity”; “let boys be boys, let girls be girls.” The

assumption is that boys are naturally, universally, and

immutably drawn to “boy toys” because it is their evolved,

timeless, biologically rooted nature to be risk taking,

competitive, dominant, and to master the world. For the

same reasons, girls are inexorably drawn to “girl toys,”

because it is in their nature to nurture others and to want to

look attractive. So what is the problem with marketing that

simply reflects and responds to those different natures, and

what on Earth is the point of politically correct marketing

that ignores them? What next? Ads trying to sell hockey

sticks to cats?

From the Testosterone Rex perspective—sex as a

powerful, potent, polarizing developmental force—this view

makes perfect sense. But as we’ve seen, in the evolution of

the science of sex and society, Testosterone Rex has not

survived. As we saw in the first part of the book, both across

and within species, biological sex doesn’t have

straightforward consequences for male and female roles.

Sperm provisioning turns out not to be as biologically cheap

as people still sometimes assume, nor competition and

social dominance as irrelevant to females. Bateman’s

principles aren’t obsolete, but nor are they omnipotent and

omnipresent. Many different social, physiological, and

ecological factors enter the mix, making sex roles dynamic,

and even reversible.

This is especially clear when it comes to our own species:

in the course of our evolutionary history, we’ve

conspicuously failed to reach a species-wide consensus on

“the” way to pair and raise children. Of course, every

evolutionary account of humans acknowledges the major

influence of the physical, social, and cultural environment



on sexuality. But perhaps less recognized is that it has

somehow come to pass that our sexual behavior is uniquely

uneconomical—we enjoy an unparalleled amount of

nonreproductive sex. If humanity were a factory for

producing babies, everyone would be fired. The

considerable time and energy costs of our often

unproductively nonreproductive sex points to its primary

purpose no longer being reproduction, as we saw in Chapter

3. Understanding sexuality therefore requires us “to

reconnect the genitals to the person,” as Carol Tavris puts

it.15 For us, sex is not the means by which two well-

matched reproductive potentials get together: we desire

sexual activity as a person, in all our own unique, culturally

crafted individuality, with a person, within our own

particular cultural, social, and economic context.

Presumably, that’s why other cultures’, and even

acquaintances’, pairings and preferences can be so

mysterious.

A second important consequence of our inefficient sexual

practices is the disruption to the supposedly universal

principle that males’ freedom from the labors of gestation,

birth, and lactation should nudge them hard toward

Maserati-driving, lady-magnetizing, baby-abandoning traits.

Supposedly, it’s the economics of reproduction that drives

men, more than women, to succeed and sleep around, but

it’s easy to get too carried away in estimates of men’s likely

return on investment. In reality, in the absence of

ecological, social, economic, and legal conditions that allow

for harems, a man has to put in a hell of a lot of legwork to

out-reproduce the steadfast husband and father. So why

should we expect the reproductive potential of a tiny subset

of men in a few pockets of history to be the foundation of a

male essence—for there to be an incipient Genghis Khan in

the sexuality and strivings of every male?



This diversity of possibilities for men illustrates the

uniquely tricky developmental problem we humans have

had to solve: “A newborn human must be ready to join any

cultural group on Earth, and without knowing which,” as

evolutionary biologist Mark Pagel puts it.16 And our genes

don’t know in advance what that cultural group’s consensus

will be on the appropriate roles for men and women. A baby

girl could potentially be born into a society that expects her

to play piano and embroider, study at a university, walk

dozens of miles a day to fetch water, plant crops, tend

animals, prepare animal skins, or hunt animals—and to grow

up to live a life of chaste wedded monogamy, or to have two

or three husbands simultaneously. For a baby boy, his

destiny might involve crafting musical instruments,

butchery, making nets, milking, pottery, investment

banking, or intensive child care—and his future wife could

be a thirteen-year-old girl or a thirty-year-old professional.

Some kinds of future roles are more likely than others across

societies, certainly, but all are possibilities.17 And,

regardless of our biological sex, life will likely demand we

all, at some point, cherish and care for others; take risks;

and compete for status, resources, and lovers.

Why, then, should we expect sexual selection to have

fixed in our genes the recipe for a “female brain” and a

“male brain” that creates distinct female natures and male

natures, respectively? Certainly, the various genetic and

hormonal facets of biological sex have to coordinate in ways

that are (mostly) reliably directive when it comes to the

reproductive system. But beyond the genitals, it would be

useful for sex to be somewhat noncommittal, to play it by

ear in its effects on brain and behavior, to be pliant to the

many other developmental resources it takes to build a

person.

In other words, the developmental puzzle is not the one

that Testosterone Rex so compellingly solves for us—how



sex creates males who, beneath the cultural veneer, are

timelessly, universally, and immutably like this; females like

that. The real problem is how sex (usually) creates

essentially different reproductive systems, while allowing

the differences in men’s and women’s behavior to be

nonessential: overlapping and mosaic, instead of

categorically different; conditional on context, not fixed;

diverse, rather than uniform.

Some of the progress in working out how we achieve this

neat trick comes from a major scientific shift, as we saw in

the second part of the book. It has always seemed natural

to ask: “How does this sex difference in the brain or

hormones make females and males behave, think, or act

differently?” That’s the only question to ask when you’re

solving the red herring problem that Testosterone Rex

explains. But a no less important question is how males and

females can so often behave similarly, despite biological

differences. When we notice that girls and women

sometimes take risks and compete to the same degree as

boys and men, when we realize that people have

idiosyncratic mixes of “masculine” and “feminine” brain

characteristics and gendered qualities, it becomes clear that

biological sex can’t have nearly as potent an effect on male

and female behavior as it does on male and female

anatomy. And when we no longer assume that sex

differences add up, and up, and up, we start to ask whether

some sex differences are compensating for others, to make

the sexes similar, not different.

A second scientific change is also helping to explain how

sex can be such a helpfully light-handed and flexible

influence in human development: a growing interest in how

gender affects sex-linked factors, like testosterone. As Anne

Fausto-Sterling advises, “think developmentally. Remember

that living bodies are dynamic systems that develop and

change in response to their social and historical



contexts.”18 Testosterone changes bodies as well as brains,

for instance, meaning that even when you measure a

person’s digit ratio, you don’t just capture the effects of

“sex,” but potentially the cumulative effect of that person’s

more (or less) masculine appearance being responded to by

others through a gendered lens. Nor do circulating T levels

reflect pure sex. As we saw in Chapter 6, social context,

experience, and subjective meaning can alter T levels—as

well as override testosterone’s influence on behavior, or

compensate for its absence. These often-gendered

phenomena are a human specialty that, when we have the

will to do so, we have a uniquely powerful capacity to

change.

These gender constructions are a core part of our

developmental system, bringing us to the final key to

understanding the complex interrelations among sex,

gender, and society. As we saw in Chapter 4, in animals, the

developmental system—that legacy of place, parents, peers,

and so on that every individual reliably inherits along with

his or her genes—plays a crucial role in the development of

adaptive behaviors.19 In this regard, we are both like, and

unlike, other animals. Our “complex and varied culture . . .

resembles animal cultural traditions about as much as a

Bach cantata resembles a gorilla beating on its chest,” as

Pagel observes.20 Some evolutionary scientists argue that

this uniquely human feature of our own developmental

system is what makes our dazzling diversity of ways of life

possible, in concert with another special, key human

characteristic. This is an adaptation to learn from others in

our social group. From the tender age of just two, we

conform to the behavior of our peers—notably, even other

great apes don’t “ape” each other in this way.21 In

particular, we’re geared toward learning from those who are

prestigious, successful, or similar to us in some important



regard, with whom we come to identify, and from whom we

learn, internalize, and gain our understanding of cultural

norms.22 Gender constructions penetrate just about every

aspect of this cultural legacy. They aren’t some dubious

concept made up by gender scholars who don’t believe in

biology and evolution: they are part of both. Every newborn

human inherits gender constructions as an obligatory part of

their developmental system: gender stereotypes, ideology,

roles, norms, and hierarchy are passed on via parents,

peers, teachers, clothing, language, media, role models,

organizations, schools, institutions, social inequalities . . .

and, of course, toys.23

The T-Rex view of “boy toys” and “girl toys” is familiar

from earlier in the chapter: the pink and blue categories

reflect the preferences of “female brains” and “male brains”

made distinctively different, in large part by the hand of

testosterone. By way of evidence for this view, defenders of

gendered toy marketing often refer to the more masculine

preferences of girls with congenital adrenal hyperplasia

(CAH). (As you might recall from Chapter 4, CAH is a

condition in which very high levels of androgens are

produced in utero.) And from here, it’s just a few short steps

to the conclusion that sex inequality is natural and

inevitable. But since Testosterone Rex is extinct, we need

another explanation of what’s going on.

In the first year of life, baby boys and girls provide little

in the way of evidence that their brains are tuned to

different radio stations of life. For example, at birth, girls

and boys are pretty similar overall in how interesting they

find a face versus a mobile. Although a Cambridge

University study found a statistically significant difference

between the sexes,24 even if you overlook important flaws

in the method of this much-publicized study,25 the

differences are underwhelming. (Boys looked at the face 46



percent of the time; girls, 49 percent; boys looked at the

mobile for 52 percent of the time; girls, 41 percent.) Four to

five months later (according to a better controlled study),

both boys and girls prefer to look at people than at objects,

to the same degree.26 In the second year of life differences

do seem to emerge, but they are still rather subtle. A large

recent study of nearly one hundred two-year-old children

measured how long they played with a doll and a truck

(among other toys), and how often they nurtured or

manipulated the toys. About a third of the time a randomly

chosen boy would play in a more “girlish” (or non-“boyish”)

way than a randomly chosen girl, both in terms of what toy

they played with, and how they played with it.27 And

sometimes at this age kids play as long, or longer, with

counterstereotypical toys than with those that are

supposedly “for them”: like the fourteen-month-old boys in

one study who played for about twice as long with a tea set

as they did with a truck, a train, and motorcycles, put

together (while the girls in this study spent as long with

these “boy toys” as they did with dolls).28

So how do we get from this to the more markedly

stereotypical toy preferences children come to develop? In

keeping with the suggestions of cultural evolutionists,

developmental psychologists describe young children as

“gender detectives.”29 Children see that the category of

sex is the primary way that we carve up the social world,

and are driven to learn what it means to be male or female.

Then once they come to understand their own sex, at about

two to three years of age, this information takes on a

motivational element: kids begin to “self-socialize”

(sometimes to the chagrin of feminist parents). Presumably

not coincidentally, this is the time period during which many

boys start to shun pink, and many girls become especially

drawn to it.30 By just three years of age, when children are



presented with other kids endorsing novel, gender-neutral

objects and activities, they show “robust preferences” for

those promoted by kids of the same sex.31

In fact, a recent study led by Cambridge University

psychologist Melissa Hines suggests that at least part of the

reason that girls with CAH have more boyish play interests

is because they’re less influenced by gender labels and

gender modeling than are other children.32 Four- to eleven-

year-old matched control girls (and boys with and without

CAH) preferred a gender-neutral toy that was presented

either explicitly or implicitly as being “for them” (echoing

findings from the 1970s and 1980s).33 By contrast, girls

with CAH were impervious to information that particular toys

(like a xylophone or balloon) were “for girls,” despite

remembering that information just as well. This makes

sense, given the somewhat weaker female gender identity

of this population.34 In my previous book, Delusions of

Gender, I pointed out that studies of girls with CAH are done

in ways that leave open the possibility that these girls

aren’t, in fact, drawn to some unidentified quality intrinsic to

“boy toys” that appeals to their “masculinized” brains, but

simply identify more than do girls without the condition to

masculine activities, whatever those might be in a particular

time, place, and culture.35 Along similar lines, Barnard

College sociomedical scientist Rebecca Jordan-Young points

out that to understand these girls’ more masculine

preferences, we have to consider the psychosexual effects

of the condition: girls are born with atypical or masculinized

genitalia, they often undergo intensive medical and

psychiatric observation or intervention, and have physical

characteristics out of keeping with cultural ideals of

feminine attractiveness.36

Certainly, as with novel and gender-neutral objects,

children’s interest in even counterstereotypical toys can be



piqued by seeing a child of the same sex play with it.37 And

more recent evidence points to the influence of the now-

ubiquitous color coding of gender. Psychologist Wang Wong,

together with Melissa Hines, compared how long boys and

girls played with a train and a doll, first when they were

twenty to forty months old, and then again about half a year

later.38 At both ages, it’s worth pointing out, girls played

longer with the train than with the doll. (Draw whatever

conclusions you will regarding the implications for the

“naturalness” of child care as an occupation for women,

compared with the much better remunerated occupation of

mechanical engineer.) But the researchers’ main interest

was in whether children were influenced by the color of the

toys. Lo and behold, sex differences in toy preferences were

smaller when children were presented with a pink train and

a blue doll than when presented with the same toys in

stereotypical colors. In fact, at the slightly older age, the

same boys and girls showed moderate to large differences

in the amount of time they spent playing with a blue train

and a pink doll, but small and statistically indistinguishable

amounts of time playing with a pink train and a blue doll.39

Whatever role, if any, testosterone or other facets of

biological sex play in girls’ and boys’ initial overlapping toy

preferences (and there are other possible explanations), all

of this is troublesome for the Testosterone Rex perspective.

One doesn’t expect a deeply biologically rooted, evolved

sex-specific nature to be so contradictory and inconsistent

in its expression, or to be so easily overridden by a quick

paint job.

From birth, children encounter endless gender clues and

hints in the real world: gender stereotypes transmitted in

advertisements; encouraging or discouraging words,

expressions, or body language from others; toy stores and

packaging; movies; TV shows; the sex-segregation of adult

social roles; and so on. Of course, these many influences



don’t impose themselves onto a blank slate: every child is

different, with their own internal inclinations and

understandings. Some influences will leave particular

children untouched while affecting others. (Interestingly, it

may be that children who have a stronger “lens of gender”

may be especially susceptible to the influence of

stereotypical information.)40 Some gender messages will

push in opposite directions, and no single influence is likely

to be very large. But they accumulate. And they provide a

potential explanation for how robust sex differences in toy

preferences develop around the age that children develop a

firm understanding of which side of the critical social divide

of gender they belong. The gendered developmental system

has achieved what prenatal testosterone can’t.

This conclusion, by the way, is perfectly consistent with

claims that back in our evolutionary past it was adaptive for

women and men to have had very different roles: for women

to care for children, and for men to handle spears and kill

stuff. It’s compatible with this being a common pattern

across societies. And it’s also perfectly reconcilable with

things being very different now, and different again in the

future.

As Paul Griffiths explains, it’s well accepted in

evolutionary biology that even adaptive traits that increase

reproductive success can take different forms, depending on

environmental conditions.41 (Evolutionary Psychology, for

instance, famously describes this in terms of a jukebox

metaphor: various possible behavioral “tunes” are built into

the genes, and which one gets “played” depends on

circumstances.)42 Just ask your nearest dung beetle. The

male cichlid fish of Chapter 6 provide another striking and

more dynamic example. Whether a male develops into a

dominant fish—physically, behaviorally, and hormonally—

depends on his social situation and real estate conditions. A

fish placed in a tank with a smaller fish will become



dominant, a fish without a breeding territory will remain

subordinate, and hormones follow status. Or recall the

female bush crickets from Chapter 1 that compete for males

bearing nutrient-rich sperm packages when times are bad,

but sit back and choose when the living is easy. Then there

were the hedge sparrows, that allow the wildly variable

sexual mores of their mating system to be set by, among

other factors, the happenstance of the location of their

breeding territories. These animals certainly seem to be

behaving adaptively, but that behavior clearly isn’t fixed by

their genes or nature. What we can conclude from these

examples is that just because a particular kind of behavior

is adaptive in certain conditions doesn’t mean it’s fixed and

will develop regardless.

But what about adaptations that are standard issue, that

we see in a species regardless of environmental or social

circumstances? Wouldn’t these be locked into genetically

inherited biology, to ensure they develop? Not necessarily.

Recall the rat mothers of Chapter 4, that especially

vigorously lick the anogenital region of their male pups. This

strange phenomenon illustrates that natural selection is a

frugal process that can, and does, draw on stable and

reliable inputs from the developmental system, beyond the

genes. Griffiths has another nice example: the ability of

rhesus macaque monkeys to recognize emotional

expressions and successfully navigate conflict. The

development of these skills, despite being obviously highly

adaptive, turn out to depend on social contact and

interactions in infancy. But that’s fine, because these are

social experiences every young rhesus macaque monkey

will reliably encounter in the normal course of events,

generation after generation. As Griffiths points out, that

rhesus macaques need a particular kind of early social input

in order to develop these abilities “throw[s] no doubt

whatever on the claim that these abilities in adult macaques



are the result of adaptive evolution.”43 Indeed, in the rat

case, the mother’s licking contributes to the development of

something as fundamentally adaptive as sexual behavior.

What does all of this mean for ourselves, given the

monumental ecological, technological, social, medical, and

cultural changes that have taken place throughout human

history? As John Dupré points out:

Since the conditions under which contemporary

brains develop are very different from the conditions

under which human brains developed in the Stone

Age, there is no reason to suppose that the outcome

of that development was even approximately the

same then as now.

This, he takes pains to point out, is not to say “that brains

are blank slates developing with infinite plasticity in

response to environmental variation.” It simply takes

seriously the role of the developmental system in

development and evolution: the “brain [is] constructed by a

variety of more or less stable and reliable resources

including resources that are reliably reproduced by human

cultures.”44

So can even universal, adaptive traits be obliterated with

a simple manipulation to the environment? Consider an

experiment in which scientists selectively bred two lines of

mice, one high in aggression, the other low. They achieved

this by putting the young mice in social isolation after

weaning, which increases aggressive tendencies in some.

Then, mice for which this was the case—that were

particularly combative in a staged encounter with another

mouse four weeks later—were selectively bred together.

Likewise for mice that were the least aggressive. After just

seven generations of this selective breeding program, the

researchers successfully created two lines of mice that



behaved in very different ways. When reared in isolation,

mice bred to be thuggish were about six times more

aggressive than the other group. After thirty-nine

generations, the two lines had diverged even further.

Aggression had therefore become a consistent, “adaptive”

trait in the antagonistic line of mice (with the scientists

acting as the hand of natural selection, increasing the

reproductive success of the most aggressive mice). But

here’s the remarkable part. Despite a heritage of thirty-

eight ancestors bred for aggression behind them, thuggish

mice that were reared in a different way from their

ancestors—with other mice, instead of in isolation—turned

out no more aggressive than mice bred for generations to

be gentle.45 A simple but critical change to the

developmental system eliminated a typical, “adaptive” trait.

Here’s another example that some overworked mothers

might find inspiring. We saw in Chapter 2 that being the one

who produces the sperm doesn’t dictate, by universal

principle, that parenting is out of the portfolio. However, in

the case of the rat (as with most mammals), the balance of

trade-offs make it more adaptive for males to leave

parenting to the mothers. This might tempt us to take it for

granted that males, by virtue of their sex, therefore lack the

capacity to care for pups. We might well assume that,

through sexual selection, they lost or never acquired the

biological capacity to parent: that it isn’t “in” their genes,

hormones, or neural circuits. That it isn’t in their male

nature. But bear in mind that one reliable feature of a male

rat’s developmental system is a female rat that does the

child care. So what happens when a scientist, under

controlled laboratory conditions, simulates a first-wave

feminist rodent movement by placing males in cages with

pups but no females? Before too long you will see the male

“mothering” the infant, in much the same way that females

do.46



However surprising these two examples may seem, they

are perfectly compatible with modern evolutionary thinking

—just not with how most of us are used to thinking about

adaptations. When we say, for instance, that sex differences

in children’s toy preferences are “innate,” we usually fold

three different assumptions into that word, as Griffiths

explains. First, we mean that boys’ and girls’ preferences

reflect an evolutionary adaptation: girls like dolls because

they are adapted to care for babies; boys like toy trucks

because, well, trucks move, and so do spears and animals

when you hunt. The second assumption we usually make

when we say something is innate is that it’s fixed. In the

case of toys, we mean that neither feminist parenting nor

gender-neutral marketing can eliminate those innate

interests. And the third thing we often imply is that a

preference for stereotypical toys is, if not universal, then at

least typical of boyhood and girlhood. All this is what we

mean, too, when we say that boys will be boys. Essentialist

thinking leads us to bundle together these three biological

properties: adaptiveness, fixity, and typicality, argues

Griffiths. We tend to assume that if a behavior or trait is an

adaptation, then it must also be fixed and typical.

Conversely, if it seems that a characteristic is typical (or

universal), then it must also be fixed, and also probably an

adaptation. This is why so much seems to hinge, politically

and socially, on scientific questions like “Is it universal

across societies for men to be higher in status?” and “Are

men more promiscuous than women cross-culturally?”

Sometimes, certainly, these three biological properties

do come together as a package: like the female and male

human reproductive systems. The female human

reproductive system is an essential trait of femaleness: it is

adaptive; it develops in more or less the same way across a

wide range of environmental, physical, social, and cultural

conditions; and is highly typical (although not universal) in

genetic females. But a well-accepted principle in



developmental science is that adaptiveness, fixity, and

typicality don’t necessarily come together. That a trait

checks off one of the three boxes doesn’t mean it also

checks both, or either, of the other two. Since, for instance,

the development of adaptive traits relies on the entire

developmental system, not just the genes, a relevant

change in the external developmental system can change

an adaptive behavior: like the male rats that became

parental when physically put in what would normally be the

mother’s place. That is, adaptive traits don’t necessarily

develop regardless of conditions. Nor are adaptations

necessarily typical. Evolution can produce different forms of

an adaptive trait: like the male dung beetles that can be

either armored and belligerent, or come in the hornless form

that considers discretion to be the better part of valor. And

behaviors can also be typical without being either an

adaptation, or fixed. Even in a world in which all women

wore dresses, we wouldn’t want to say that dress-wearing

was a developmentally fixed sex-specific adaptation.

This disentangling means that the answer to questions

like “Were male promiscuity, risk taking, and

competitiveness sexually selected adaptations for

reproductive success?” simply don’t have the implications

for now and the future that we usually assume they do: that

if the answer is “yes,” then boys will be boys. But when we

think in essentialist ways about social groups, the

differences between them seem “large, unbridgeable,

inevitable, unchangeable, and ordained by nature,” as

University of Melbourne psychologist Nick Haslam

summarizes it.47 Those who think in gender-essentialist

ways are more likely to endorse the gender stereotypes that

are the foundation of intended and unintended

discrimination in the workplace.48 They are more likely to

feel negatively toward power-seeking women, relative to

men.49 They are more likely to allocate child care in a



traditional way.50 They are more likely to prefer that the

husband earns more in a heterosexual marriage, and to

expect to make traditional work-care trade-offs.51 Women

encouraged to take an essentialist view of gender become

more vulnerable to “stereotype threat”—the reduction in

performance and interest in traditionally masculine domains

triggered by negative stereotypes about women.52 Gender

essentialist thinking makes men evaluate sex crimes more

leniently,53 and makes people less supportive of

progressive gender policies and feel more comfortable with

the status quo.54

That’s why the evidence that sex hasn’t “fixed” any

behaviors as “essential” traits is so important. Instead, the

genetic and hormonal components of sex collaborate with

other parts of the developmental system, including our

gender constructions. There have been massive shake-ups

in that developmental system since the Pleistocene—laws,

social welfare, taxation, medical advances, industrialization,

and so on. And while the male and female reproductive

systems have stayed the same across human history, as the

developmental system has changed—whether through the

introduction of contraception, equal opportunity legislation,

paternity leave, or gender quotas—brains, hormones,

behavior, and roles have changed.

We already know that when this happens in a biggish

way, the changes to gendered behavior can be remarkable.

In our postindustrial societies, reliable contraception and

technology have made the physical differences between the

sexes less important, and this has led to a rapid merging of

sex roles, as Wendy Wood and Alice Eagly point out.55

Women have stampeded into traditionally masculine roles

like law, medicine, accounting, and management. Although

there hasn’t been a reciprocal rush by men toward

traditionally feminine roles, like early education and nursing,



this might be expected purely on the grounds of the

unappealingly low status and pay of “women’s work.”56 Or

to take another example, as Jordan-Young documents in

Brain Storm, only thirty or forty years ago scientists

categorized so many sexual behaviors as distinctly

masculine—the initiation of sex, intense physical desire,

masturbation, erotic dreams, arousal to narratives—that it

was “scarcely an overstatement to suggest that sexuality

itself was seen as a masculine trait.”57 Female sexual

imagination was restricted to “wedding fantasies”

(presumably not of an “Ooh, Reverend!” variety). As for the

contemporary $1 billion U.S. market for vibrators,58 to the

psychobiologists of the time, this would presumably have

indicated an epidemic of abnormal female sexuality on a

catastrophic scale. “From this side of the sexual revolutions

of the 20th century, it is easy to lose track of just how much

has changed, and how rapidly,”59 Jordan-Young observes.

What does this mean for the aspiration to see a more

balanced society, from more boys playing with dolls and

more dads caring for kids, to more women in science and

senior leadership roles? As Dalhousie University philosopher

Letitia Meynell puts it:

Biologically speaking, our actions and dispositions

are developed and could have been otherwise,

given the right mix of developmental inputs at

various points in our lives. If one wants to change

the distribution of a given trait in a population, the

task is not to overcome nature but to rearrange the

developmental system.60

While this is a rightly optimistic message, rearranging the

developmental system is no trivial task. Ironically, the rich,

stable cultural inheritance that enables us to be so



adaptably diverse as a species is also a heavy

counterweight to change. If you want a male rat to take care

of a baby rat, you can just pop him in a cage with one.

Rearranging gender in the human developmental system

involves the reconstruction of the social structures, values,

norms, expectations, schemas, and beliefs that penetrate

our minds, interactions, and institutions, and that influence,

interact, and become entangled with our biology. There’s a

reason they’re called “social constructions” rather than, say,

“social Legos.” Social constructions are robustly built: you

can pull out bricks here and there, but the others continue

to hold everything in place. They’re not easily torn apart

and reconstructed in new ways.

Take domestic violence. What makes a person, usually a

man, more likely to assault a partner or former partner?

Experts point the finger at a dauntingly long list of

influences, including rigid gender stereotypes that tightly

circumscribe appropriate female roles and responsibilities,

hypermasculine norms, societal excuse making for violence

toward female partners, lack of perpetrator accountability,

many women’s economic dependence on their male

partners, a society that places females lower in status than

males, and government’s low financial and political

investment in the problem.61 That’s a lot of collective

rearranging to be done if we’re to reduce the number of

men harming women. How much simpler a problem it would

be if violent men simply had too much testosterone.

So how should we think about those gender-coded toy

aisles now—those pink and blue plastic safety knives being

sold at the school market?

A year on, in the lead-up to the next Christmas,

Australian senator Waters drew links a second time between

the rigid gender stereotypes promoted by sex-segregated

toy marketing, and seemingly far-removed social issues, like

the gender pay gap and domestic violence.62 More scorn



was poured. But now think about gendered toy marketing

not as boy versus girl nature made manifest, but part of the

developmental system. At the very time children are laying

down cultural meanings and norms in their minds, gendered

marketing emphasizes sex as a critically important social

divide.63 That booth seller at the local school market

overlooked everything her two small customers had in

common—their family background, their close age, their

ethnicity, the shared fortune of a parent who doesn’t see

sliced fingers as an inevitable and important childhood

learning experience—and instead emphasized one thing

that was different, their genitals. And while the color coding

of any toy or product sends this message, when those

gender cues are also linked to stereotypical kinds of toys

and products, it also serves the no less important purpose of

reinforcing stereotypes of males as “bad but bold” masters

of the world and females as “wonderful but weaker”

carers.64 These gender stereotypes operate throughout life

both as expectations about the characteristics men and

women have, and as gender norms dictating double

standards for how women and men should behave,

influencing people’s interests, self-concept, performance,

and beliefs about capabilities in gendered domains. These

gender stereotypes and norms are also the foundation of

both conscious and unconscious forms of sex discrimination,

like biased evaluations of performance and potential, and

social and economic backlash against people whose

behavior isn’t in line with them.65 Gender stereotypes and

norms can certainly harm and constrain boys and men too.

But gender is a hierarchy. The higher prestige of males and

masculinity is, some have speculated, why significant

numbers of girls in middle childhood start to shun the “girl”

toys and activities they have supposedly evolved to prefer,

in order to become “one of the boys,” while there is a

conspicuous absence of boys hoping to become “one of the



girls.”66 And since traditionally masculine occupations and

roles are generally associated with more prestige and better

pay than equivalently skilled feminine roles, gender

stereotypes and norms are particularly harmful to women

financially and professionally. Ironically, unconscious gender

bias is now considered such an obstacle to the fair

promotion and retention of women that organizations

routinely invest considerable time and money in training to

reduce it—yet we vigorously sow the seeds of it in our

children from the moment they are born.

So what do we want? Do we want a society that

genuinely values equal opportunity for development,

employment, economic security, safety, and respect,

regardless of sex? If so, there’s a glaring contradiction with

the messages some marketers are sending to children. As

psychologists Sheila Cunningham and Neil Macrae point out,

the color coding of toys “seems at odds with the egalitarian

goals that feature so prominently in contemporary

society.”67

Toy marketing is obviously just one strand of many that

weave gender through the developmental system. No single

factor is overwhelmingly important in creating sex

inequalities. Every influence is modest, made up of

countless small instances of its kind. That’s why everything

—a doll packaged in pink, a sexist joke, a male-only expert

panel—can seem trivial, of intangible effect. But that’s

exactly why calling out even seemingly minor points of

sexism matters. It all adds up, and if no one sweats the

small stuff, the big stuff will never change. Senior leaders

obviously enjoy the most power to create change—whether

through implementing targets and quotas, pay gap audits,

more generous paternity leave, rooting out sexual

harassment, or rethinking media portrayals—but everyone

else, and there are a lot of us, can play a part: complaining

about doll and kitchen toy aisles labeled “for girls” and



science kits labeled “for boys”; petitioning for women’s

achievements to also be honored on paper money; even

asking for a plastic knife in the “wrong” color. How efforts

and money are best recruited to achieve a social goal, and

how much regulation should be invoked, are certainly

legitimate questions for debate. But if we, as a society, say

that we are for equality between the sexes, then when

someone has the courage to speak up and ask for change,

for something better, fairer, less sexist, or more respectful,

they don’t deserve to be shot down with charges of insanity,

overreaction, or political correctness gone mad.

So, again, what do we want?

PEOPLE HAVE DIFFERENT REASONS for wanting greater equality

between the sexes. Some people want fewer women

assaulted or killed by their partners. Some want to close the

yawning gap in retirement savings that puts

disproportionate numbers of women in poverty in their

senior years. Some want greater sex equality in their

organizations because of research suggesting beneficial

effects for productivity and profit. Some people want

mothers and fathers to share more equally in caring for

children so that the next generation reaps the benefits of

involved, caring fathers and happier parents. Some people

want an easier journey for loved ones with identities,

bodies, or both, that fall in-between the too-neat male

versus female binary. Some want it to become easier for

people to pursue and fulfil counterstereotypical ambitions.

Others want to stem the leak of talented, highly educated,

and expensively trained women lost in professional

pipelines. Some want to see households headed by single

mothers lifted out of hardship or poverty. Some want more

equal political representation, so that girls’ and women’s

interests are more equally served in government policy.

Some people are also for sex equality because of a suite of



benefits for men: from lessening of pressure to live up to

demanding and sometimes dangerous hypermasculine

norms, to an easing of the burden and stresses of being the

primary breadwinner. Some hope it will bring a liberating

expansion of the definition of male success into the parts of

human existence beyond work, wealth, and sexual

conquest. Some go even further, and hope that thinking of

qualities, roles, and responsibilities as human, rather than

as feminine or masculine, will transform the world of work,

to the benefit of everyone. Others think that greater sex

equality is probably a mixed bag for men, but that we

should try for it anyhow because it’s just fairer and nicer

when power, wealth, and status are more equally shared.

And some people think that sex equality is a lovely idea

in principle, but that Testosterone Rex fiercely blocks the

path to this better place. Why? Because men are from Mars

and women are from Venus, a woman can’t be like a man,

and boys will be boys.

But I’ve never heard anyone admit to holding the

following view: Look, I agree, it’s not very fair. Nor is it

decreed by nature, so we could change things a lot, if we

wanted. But we’ve had sex inequality for thousands of years

and I kind of like it. So how about we just keep things as

they are?

Apparently we’re all for sex equality then. So what now?

We can decide it’s too much trouble, and settle for a half-

changed world. Alternatively, we can continue with our

polite, undemanding panel discussions about gender

equality, our good intentions and gentle tinkering, and

patiently wait out the fifty to one hundred or so years it’s

regularly predicted to take to achieve parity in the

workplace. But if neither of these options is appealing, then

maybe it’s time to be less polite and more disruptive; like

the first- and second-wave feminists. They weren’t always

popular, it’s true. But look at what they achieved by not



asking nicely.68 Words are nice, but often deeds work

better.

Which of these directions we prefer is up to us: it’s a

question for our values, not science. But that evolving

science is showing that one time-honored option is no

longer available to us. It’s time to stop blaming Testosterone

Rex, because that king is dead.
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