
Introduction

Ablation study: 

• Here we compare with the vanilla PN (our baseline), denoted PN in the table, and PN with 
individual components of our loss. 

• ENT refers to Shannon entropy minimization, it  has been found the work well with VAT. 
• We can see that all our models improve on the baseline, with CPN (our full loss) 

performing best on all benchmarks
• Following CPN, we can see that PRW on its own is also effective, and improves 

significantly on the baseline in all tests. It is also much faster to train than VAT, as VAT 
requires additional forward and backward passes through the network. 
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Few-Shot Learning:
• Based on Prototypical Networks(PN)

• Goal is to learn a representation where points of the same class form tight, well-separated 
clusters around the class prototype.

• During training, labelled points' representations are moved to be closer to their prototypes, 
but what do we do with unlabelled points?

• Local & Global consistency

• We add two loss terms to the original PN enforcing local and global consistency.

• Our loss terms work for semi-supervised meta-training, when additional unlabeled data is 
available at test time, we can combine our model with a semi-supervised adaptation step 
from [1], and benefit from unlabeled data for both meta-training and adaptation. 

Local Consistency:
• Enforce that points do not fall close to decision boundaries i.e. in the spaces separating 

our tight clusters.

• Based on a Virtual Adversarial Training Loss. We require points close together to have 
similar predictions. 

• Minimize 

Global Consistency:
• Well aligned with PN: enforces a representation where 

points of the same class form well separated clusters 
around the class prototype.

• Takes a global view of the latent space structure, by 
constructing a similarity graph for the prototypes and 
unlabeled points and simulating a random walk.

• Prototypical Random Walks(PRW) start at some class 
prototype, walk over to the unlabeled points, and 
eventually go back to a prototype. The objective is to 
maximize the probability that the walk ends at the 
starting prototype: The Landing Probability.  

• Our PRW loss magnetizes points of a class around the 
prototype, while repelling other points  and prototypes 
away. 

• We minimize the PRW loss as computed in Algorithm 1.

• We presented Consistent Prototypical Networks, which obtains state-of-the-art results in a wide range 
of  SS-FSL tasks.

• Both local and global consistency benefit semi-supervised learning in the few-shot setting, with global 
consistency having an edge.

• Our loss provides substantial benefit over the baselines, even when distractors are present. 
• PRW is particularly robust to distractor points. 
• Unlike previous works which tend to be effective for either meta-training or adaptation, we show that 

our model can perform in both settings. 

There remains a huge performance gap between humans and artificial learners when it comes 
to sample efficiency, and there has recently been a lot of work in few-shot learning(FSL) 
motivated to bridge that gap. 

However, most work is focused on fully supervised FSL. On the other hand, most data 
collected or observable in the world, does not come with a label. We tackle semi-supervised 
few-shot learning(SS-FSL), where few-shot learners are expected to improve their 
performance by leveraging unlabeled data.

We show that state-of-the-art performance in the various SS-FSL tasks can be obtained by 
enforcing local and global consistency. 

• We run experiments on two well know FSL datasets: Omniglot, and Mini-Imagenet.

• We follow the labelled/unlabeled split from previous works[1,2], with 10% of the labels 
for Omniglot, and 40% of the labels for Mini-Imagenet. 

• We use the same Conv-4 network popular in FSL, and used the previous state-of-the-art 
in SS-FSL [1,2] for fair comparison. 

• We perform experiments with/without additional unlabeled data at test time: semi-
supervised adaptation. 

• We perform experiments with and without the presence of distractor points. Distractors 
are unlabeled points which do not belong to the classes of the labelled data. This setting is 
more realistic but more challenging.

Benchmark results:

Without distractors:

• The first row denotes a PN trained on 100% of the 
labels, the middle section is results without semi-
supervised adaptation. The bottom section is results with 
semi-supervised adaptation

• Remarkably, our CPN outperforms the fully supervised
PNall in the 1-shot Mini-Imagenet with 51.03%  to 
49.4%.

• For all experiments, our model improves greatly on the 
state-of-the-art, with dramatic increases in some cases

• 70.11% to 64.49% in the 5-shot Mini-Imagenet with 
adaptation.  

• 67.78% to 64.43% in the 5-shot Mini-Imagenet without 
adaptation. 

With distractors:

• Here we present a comparison with the state-of-the-art in the 
challenging distractor case.

• The first section denotes experiments without semi-supervised 
adaptation.

• Even with distractors, CPN gets significant improvements over 
the baseline, with 50.2% to 43.6% in the 1-shot Mini-Imagenet
for example.

• However, without the VAT loss (PN+PRW), performs better 
than CPN. This is due to the global character of the loss, and 
its ability to ignore, to an extent, distractor points. 

• In the case of semi-supervised adaptation, our model still 
performs strongly, giving remarkable state-of-the-art 
improvements on Mini-Imagenet. 
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