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Preface

Space Mission Analysis and Design, known as SMAD to its many friends, has
gained widespread use as a text and reference throughout the astronautics community.
The purpose of the third edition of SMAD is to both update the book and make it more
useful and more practical wherever possible. Some topics, such as astrodynamics and
mission geometry, have changed relative ly little since publication of the second edi
tion in 1992. Here we have made minor modifications to make the material clearer and
more precise. On the other hand, topics such as space computers and the design of
observa tion payloads haveb een nearly comp letely rewritten. Beca use of the growing
interest in "LightSats" and low-Earth orbit constellations we have added a SmallSat
cost model, expanded the discussion of constellation design. and included a new sec
tion on multi-sate llite manufac turing. The entire volume reflects a grea ter emphasis on
reducing mission cos t and doing more with less people and fewer resources! Finally,
the FireSat samp le mission has been extended further and the append ices and end mat
ter updated and expanded to provide greater utility as a quick reference. We hope the
new edition is better and more useful to you.

As with the first two editions, the goal of the book to is allow you to begin with a
"blank sheet of paper" and design a space mission to meet a set of broad. often poorly
defined. objec tives at minimum cost and risk. You should be able to define the mission
in sufficient detail to identify principal drivers and make a preliminary assessment of
overa ll performanc e, size. cost . and risk. The emphasis is on low-Earth orbit, un·
manned spacecraft. However, we hope the principles are broad enough to be applica
ble to other missions as well. We intend the book to be a practical guide, rather than,
theoretical treatise. As much as possible , we have provided physical and.engineering
data, rules of thumb, empirical formulas , and design algorithms based on past experi .
ence. We assume that the reader has a general knowledge of physics, math, and basi:
engineering, but is not necessarily familiar with any aspect of space technology.

The third edition represents an amalgam of contributions over the last decade b~

many engineers and managers from throughout the community. It reflects the insigh
gained from their practical experience. and sugges ts how things might be done bette
in the future. From time to time the views of authors and editors con flict, as must nee
essarily occur given the broad diversity of experience. We believe it is important tl
reflect this divers ity rather than suppress the opinions of individual experts. Similarl y
the level of treatment varies among topics, depending both on the issues each autho
feel s is critical and our overall assessment of the level of detail in each topic that i
important to the prelim inary mission analysis and design process.

• The continuing, unrelenting demand to drive down mission cost has led to the creation
companion volume to SMAD, Reducing Space Missio n Cost [Wertz and Larson. 1996]. whic
addresses cost reduction in all aspects of mission design and includes 10 case studies of ho
the process works in practice.

xvi
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The book is intended as a textbook for either inftoductory graduate o, uivaoced
undergraduate courses, or as a reference for those already working in space tech-
nology. It can also provide valuable supplementary material for related courses such
as spacecraft design or space mission operations. We believe the book can be a key
tool for payload designers who need to find out more about space mission design and
for those charged with the responsibilify of developing space mission requirements
and specifications. Finally, we hope that it will be of use to many system engineers in
this field who have a detailed knowledge ofone area, but need to broaden their back-
ground or verify their understanding in related topics.

The book is meant to be read sequentially, although most of the chapters are self-
conlained, with references to other parts of the book as needed. For re-aders with
specific interests, we recommend the followrng:

. . Those concemed primarily with mission analysis and design should read
Chaps. 1-9 and L9-23.

. Those concerned with spacecraft and subsystem design should read Chaps. 1,
2,4,8-13, and 16-23.

' Those concerned primarily with mission operations and the ground interaction
should read Chaps. 1,2,4, and 13-16.

. Those concemed with requirements definition, logistics, and putting a space
system in place should read Chaps. 14,7,9, 10, and 18-23.

. Those interested in constellation design and multi-satellite systems should
read Chaps. l-9, 13-16, and 19-23.

' Those interested in reducing mission cost and the design of low-cost missions
should read Chaps. l-3,7-I0, 12,20-23, and the companion volume, Reduc-
ing Space Mission Cost.

SI (metric) units are used throughout the book. Conversions for essentially all
cormnon units are contained in Appendix F. Conversion factors and physicd constants
are generally given to their full available accuracy so that they can be inserted into
computer Programs and not considered further. As discussed in the introduction to the
appendices, the values given are those adopted by the National Bureau ofStandards
based on a least-squares fit to the fundamental physical constants or hternational
agreement on the definitions of various units. ln the case of astronomical constants,
values adopted by the International Astronomical Union are given. The most com-
monly used astronautical formulas and constants are in the appendices. An expanded
table of space mission parameters for Earth orbits is on the inside back endleaf. For
those wishing to expand that table or,use it for other central bodies, the formulas used
for creating it are on the preceding pages.

Leadership, funding, and support essential to updating the book were provided by
numerous prograrns at the Air Force Space and Missile Center, Air Force Space
Command, NASA Headquarters, NASA/Goddard Space Flight Center, and the
Advanced Projects Research Agency. Obtrining funding to create and maintain
much-needed reference material is exceptionally difficult. We are deeply indebted to
the sponsoring organizations, particularly Air Force Phillips Laboratory, for their
support and their recognition of the importance of projects such as this one.

The third edition of this book is the result of nearly two years of effort by a
dedicated team of government, industry, and academic professionals. The Department
of Astronautics, United States Air Force Academy, provided unwavering support for
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the project. Michael Delorenzo, Chairman of the Department of Astronautics,
provided the Ieadership and continuing support critical to projects of this type. Both
Doug Kirkpatrick and Perry Luckett performed a detailed grammatical review in a
valiant effort to prevent the rest of us from demonstrating why we became engineers
rather than writers. Several graphics artists at the Academy, particularly Mary
Tostanoski and Debra Porter, spent many hours developing and updating artwork.
Joan Aug and Bert Reinertson cheerfully handled the huge administrative burden at
the Academy. Numerous faculty members, staff, and students graciously sacrificed
their time to provide assistance, review, and comments. Daryl Boden assisted with the
editing and reviewing even after changing assignments to the Naval Academy. Doug
Kirkpatrick managed the task for the Air Force with great skill and patience and
reviewed nearly all of the material for both technical and linguistic correctness!

OAO Corporation, Colorado Springs, Colorado, provided the contract support for
the project. Anita Shute at the Air Force Academy spent many hours revising drafts,
creating artwork, and working all aspects of the project. Eugene deGeus of Kluwer
Academic Publishers supplied substantial assistance with all aspects of the publishing
activity. This was his final project at Kluwer before taking a science administration
position with the Dutch government. we will miss his wisdom and guidance and wish
him the best of future success.

At Microcosm, the entire analysis and publications staff worked virtually all
aspects of the book (art, gtammar, equation checking, technical reviews, and camera-
ready copy) and suffered patiently through "the book project" as it continually
absorbed great amounts of limited resources. Much of the new graphics was done by
undergraduate students Karen Burnham, Paul Murata, Alan Chen, and Jdlie Wertz
under the very capable guidance of Kevin Polk and Simon Dawson. Jennifer Burnham
and Judith Neiger did much of the proofing. Robert Bell did most of rhe demanding
task of updating units and conversion factors. John Collins created the new FireSat
cost model. Wendi Huntzicker and Joy Sakaguchi created the new camera-ready copy
for most of the book. Joy and Chris deFelippo did much of the new art. Finally, Donna
Klungle did a truly remarkable job managing, administering, editing, reviewing, and
preparing revisions, drafts, and the final camera-ready copy. Donna accomplished this
with skill and good humor, while dealing with the conflicting demands of multiple au-
thors and editors.

Arthur Cox of Lawrence Livermore National Labs and the editors of Astrophysical
Quantities [999] graciously permitted the use of drafts of their forthcoming volume
so that we could obtain the most current values for physical quantities. We highly
recommend that readers consult Astrophysical Quantities for solar system and astro-
nomical parameters which are not contained here.

Every effort has been made to eliminate mathematical and factual errors. Many
errors from prior editions have been found largely through readers' comments and
constructive criticism. Please continue to send any errors, omissions, corrections, or
comments to either editor at the addresses below. We sincerely hope that the book will
be of use to you in our common goal of reducing the cost and complexity of space
utilization.

Finally, one of the most exciting aspects of space mission analysis and design is that
after 40 years of space exploration we have only begun to scratch the surface of the
variety of important missions that can and should be done. In spite of problems, set-
backs, and higher costs than any of us would like, people young and old remain excited
about space. The exploration of space will take dramatic new turns in the future, from

communications constellations and n
reality to solar power satellites, space I
on the Moon and planets which are s
provides a portion of the roadmap an
tasks. We wish you the best of succesr

June, 1999

James R. Wertz
Microcosm, Inc.
401 Coral Circle
El Segundo, CA 90245-4622
FAX: (310) 726-4110
jwertz@smad.com

Cox, A.N. ed. 1999. Astrophysical Quantit
Wertz, James R. and Wiley J. Larson. 199,

Dordrecht, The Netherlands: Microcosn
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Preface

communications constellations and microgravity work now beginning to become a
reality to solar power satellites, space tourism, space industrialization, and settlements
on the Moon and planets which are still to be designed. we hope that this volume
provides a portion of the roadmap and incentive to those who will undertake these
tasks. We wish you the best of success in this endeavor.
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Chapter L

The Space Mission Analysis and Design Process

James R. Wertz, Microcosmr lnc.
Wiley J. Larson, United States Air Force Academy

' 
1.1 Introduction and Overview
7.2 The Space Mission Life Cycle
1.3 Step l: Definition of Mission Objectives

' L.4 Step 2: Preliminary Estimate of Mission Needs,
Requirements, and Consnaints

Space mission analysis and design begins with one or more broad objectives and
constraints and then proceeds to define a space system that will'meet them at the
lowest poSsible cost. Broad objectives and constraints are the key to this process.
Procurement plans for space systems too often substitute detailed numerical require-
ments for broad mission objectives. To get the most performance for the money spent,
we must require of the system only what it can reasonably achieve. Thus, while our
overall objectives to communicate, navigate, or observe will generally remain the
sarne, we will achieve these objectives differently as technology and our understand-
ing of the process and problem evolve. This chapter summarizes, and the book as a
whole details, this process of defining and refining bottr what is to be done and what
mission concept will do it at the lowest cost.

There are now a number ofreferences available on the mission design process and
the definition of mission objectives. Rechtin [1991] and R[skin and Estes [1995]
provide general discussions ofthis process. Shishko [1995] provides an overview from
the NASA penpective and Przemieniecki [1993] gives a similar heatment for defense
missions. Davidoff t19981 and Wertz and Larson [1996] discuss this process from the
perspective of very low-cost missions and methods for dramatically reducing mission
cost, respectively. Boden and I-arson [1996] discuss the analysis and design process
specifically for mission operations. Finally, Kay [995] examines the fundamental
difficulty of doing technical trades within a democratic political environment.

L.1 Introduction and Overview

Table 1-1 summarizes our approach to the space mission analysis and design
process. Space missions ratrge widely from communications, to planetary exploration,
to proposals for space manufacturing, to br:rial in space. No single process can fully
cover all contingencies, but the method in Table 1-1 summarizes a practical approach
evolved over the frrst 40 years of space exploration.



The Space Mission Analysis and Design Process

Space is expensive. Cost is a fundamental limitation to nearly all space missions
and is becoming more so. Consequently, this and subsequent tables reflect the assess-
ment of each author on how things traditionally have been done and how they should
be done differently, both to lower cost and to achieve the greatest return from the space
investment.

Analysis and design are iterative, gradually refining both the requirements and
methods of achieving them. Thus, we must repeat the broad process defined in
Table 1-1 maly times for each mission. The first several iterations may take only a
day, but more detailed assessments will take far longer.

Successive iterations through Table 1-l will usually lead to a more detailed, better-
defined space mission concept. But we must still return regularly to the broad mission
objectives and search for ways to achieve them at a lower cost. In defining and refining
the approach, there is strong pressure to proceed to ever greater detail, and never revise
a decision once it has been made. Although we must maintain orderly progress, we
must also review the mission design regularly for better ways to achieve the mission
objectives. Methods may change as a result of evolving technology, a new understand-
ing of the problem, or simply fresh ideas and approaches as more individuals become
involved.

TABLE 1-1. The space Mlssion Analysis and Design (SMAD) process. Tables of this type
appear throughout the book. The far right column refers to sections in the book that
give details of each step. See text for further explanation.
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Finally, we must document the results of this iterative process. If we wish to go
back and reexamine decisions as new data becomes available, we must clearly under-
stand and convey to others the reasons for each decision. We need this documentation
for decisions based on detailed technical analyses, and, equally important, for those
based on simplicity, ease of assessment, or political considerations. 

-

This book presents many examples from real space missions. To illustrate the
mission analysis and design process without being tied to existing space systems, we
invented the hypothetical FireSat space mission. Figure 1-1 shows the broad mission
statement we used to begin the process of space mission design for FireSat. we wish
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1.1 7.1 Introduction and Overview

to stress that the parameters developed throughout the book are by no means the only
possible set for FireSat, nor necessarily the best. To show how solutions may vary,
Chap.22 presents a very low-cost spacecraft as an alternative forFireSat. Our exdmple
system simply illustrates the iterative process of space mission analysis and design.
Different assumptions, requirements, or proposed solutions may lead to dramatically
different results.

FireSat
Mission Statement

Because forest fires have an increasing impact on recreatioh and
commerce and ever higher public visibility, the United States needs a
more effective system to identify and rnonitor them. In addition, ii would'
be desirable (but not required) to monitor forest fires for other nations;
collect statistical data on fire outbreaks, spread, speed, and duration; and
provide other forest management data.

Ultimately, the Forest Selice's fire-monitoring office and rangers in the
field will use the data. Data flow and tormats must meet the needs of bqth
groups without specialized training and must allow them to respond
promptly to changing conditions.

Fig. 1-1. Origin of the Hypothetical FireSat Mission. FireSat is used as the primary example
throughout this book.

To illustrate the broad process of Table l-1, we will go through each of the t-ry-
level steps for the FireSat mission and indicate the type of information that needs to be
developed:

In Step 1, we def,rne what the mission needs to achieve. What are our qualitative
goals, and why? This information should come largely from the mission statement of
Fig. l-1. We need to return to this broad goal over aid over to ask whether we ar€
doing vihat we set out to do.

Step 2 is significanfly different. It quantifies how well we wish to achieve the
broad objectives, given our needs, applicable technology, and cost constraints. These
quantitative requirements should be subject to trade as we go along. A major error in
many space-system procurements is to set requirements in concrete at a relatively
early stage. An example for FireSat might be a 100 m positioning accuracy for initial
flue detection. A 100 m requirement seems to be a reasonable place t9 start, but
compared to an accuracy of 200 m, it could add tens or eyen hundreds of milljons of
dollars to ttre overall system cost. We might spend this extra money better in acquiring
fue detection airplanes, providing more personnel on the ground, or using better fire-
fighting technology. Congress, the Department of the Interior, and the Forest Service
must ultimately decide how well FireSat should do and at what cost. Space mission
analysis and design provides the quantitative data needed to support such decisions.

Our next step is to define and characterize a space mission to meet the objectives.'
Step 3 begins this process by developing alternative mission concepts. A mission
concept or concept of operations is a broad statement of how the mission will work in
practice. It includes issues such as how the data will be sensed and delivered to the end
user, how the mission will be controlled, and the overall mission timeline. Alternative
mission concepts include, for example, conceptually distinct iipproaches to the prob-
lem such as the very low-cost approach defined in Chap. 22. These would also include
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different orbits or different wavelength bands for fire detection that would require
dramatically dissimilar systems.

Step 4 defines alternate combinations of mission elements ot the space mission
architecture to meet the requirements of the mission concept. The space mission
architecture is the mission concept plus a def,rnition of each of the elements of the
mission shown in Fig. 1-3 (Sec. 1.2). A good wayto begin Step 4 is to look at the
mission elements in Fig. 1-3 and consider what alternatives for each of them would
best meet mission objectives.

In any real system, many things influence overall cost, performance, or the design
of detailed components. However, these are influenced mainly by a relatively small
number of key parameters or components, called drivers. Thus, there may be cosf,
petformance, or system drivers which affect the design of the overall space system. In
Step 5 we identify the principal cost and performance drivers for each alternative
mission concept. For most space missions, system drivers include the number of
satellites, altitude, power, and instrument size and weight. (Sec. 2.3 gives a more
detailed list.) By explicitly identifying the system drivers, we can concentrate our
effort on parameters having the most irnpact on the design and therefore on the cost of
the space mission. This method improves our chances of getting the best possible
design within the available budget.

Step 6 is typically the most involved in mission design because it defines in detail
what the system is and does. Here we determine the power, weight, and pointing
budgets* and decide what to process on the ground or in space. Characteriiing the
mission is the most costly step because it requires the expertise of many people.
Developing detail is always comforting in managing any design process but, as noted
earlier, we must take care not to overdo details while characterizing the mission.
System-level requirements and trades must remain our primary focus.

The next step in mission analysis and design is to evaluate the systems we have
defined. Having defined and characterized alternative mission concepts, we return in
Step 7 to our initial quantitative requirements and identify the critical requirements,l
that is, the key requirements principally responsible for determining the cost and
complexity of the system. Recall that the system drivers are those defining parameters,
such as altitude or payload aperture, which most strongly affect the cost, performance,
and system design. System drivers are not normally system requirements. However, a
critical requirement for coverage or resolution may result in altitude and aperture
becoming performance or system drivers. The implication of this for mission analysis
and design is that we must put substantial effort into understanding the quantitative
relationship between, for example, altitude, aperture, coverage, and resolution, in
order to set intelligently both the requirements (coverage and resolution) and system
parameters (altitude and aperture). For FireSat, the critical requirements might be fire
location accuracy, resolution, coverage, or timeliness of the data. we should concen-
trate on these requirements to determine how firm they are, how good we should make
them, and how much we will pay for them to achieve our broad objectives. critical
requirements may differ for alternative mission concepts.

The above questions form the bas
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* A budget is a numerical list of the components of any overall system parameter. Thus, the total
spacecraft weight budget would consist of the weights assigned tolhe payload instruments,
the various subsystems, the propellant required, and typically some margin for growth.

r In the frst and second editions of this book, critical requirements were called driving require-
ments. We changed the terminology to avoid confusion with the system drivers of Step 5.
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The above questions form the basis of nusian utiliry analysis, Step 8, in which we
quantify how well we are meeting both the requirements and the broad objectives. as a
function of either cost or key system-design choices. we would like to provide the
decision maker a single chart of potential performance vs. cost. More typically, we
must settle for something less ideal, such as the percent of,fires detected within 2 hours
vs. the aperture of the instrument, or the delay time in detecting forest fires vs. altitude
and the number of satellites in the constellation. Only the user or developer of the sys-
tem can uliimately determine the goodness of these critical performance measures,
called Measures of Effectiveness ot Figures of Merit. Consequently, mission definition
must be to some degree a joint process between those who understand the mission
analysis and design process and those who eventually must use the system or justify
its cost.

Having evaluated alternative designs and done a preliminary assessment of mission
utility, we select one or more baseline system designs in Step 9. A basetine design is
a single consistent definition of the system which meets most or all of the misiion
objectives. A consistent system definition is a single set of values for all of the system
Parametem which fit with each other----e.9., resolution and coverage rates which cor-
respond to the assigned altitude, aperture, and resulting spacecraft weight, In actually,
designing a space system, many parameters are being defined and changed simulta-
neously. The baseline provides a temporary milestone against which to measlue
progress. It also allows us to limit the number of options which must be evaluated.
Rather than looking at all possible combinations of altirude, aperture, power, and
spectral band (a nearly impossible task), it is much more feasible to look at the impact
of varying each of these individually relative to one or two baseline designs. As the
system design matures, the baseline becomes more firm, and eventually becomes the
system design. However, we should always remember that the baseline is only a start-
ing point for the iterative trade process and should not be regarded as an ironclad
definition of mission parameters.

Because builders of a space system work from specific requirements, we must
translate the broad objectives and constraints of the mission into well-defined system
requirements in Step 10. In Step 1L, we flow down or allocate these numerical
requirements to the components of the overall space mission in the same way,that a
budget allocates weight and power to the spacecraft's components. The f,rnal list of
detailed requirements reflects how well we have done the job of space'mission
analysis, desiga, and allocation:

1.1.1 Changes in Future Space Missions
The way we analyze and design space missions is itself continually evolving. In

particular, we expect major changes in this process because of increasing techno-
logical maturity, increasing use of onboard processing, and continuing emphasis on
low-cost missions.

Technological limits on space exploration are giving way to those of policies,
politics, and economics. Nearly any mission is technically feasible. It is well within
our technical capacity to build a lunar base, mount manned expiorations to Mam or
other planets, create an induskial base in space, or build networks of satellites to
provide truly global communications and observations. Our activity in space depends
on what we can afford to do or what we choose to do. Therefore, we must carefully
analyze why we choose to use or explore space. We must select each space mission,
not just to achieve something that could not have been done before, but to achieve
,something that should be done or is worth doing.

i
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A major technological change in future space missions will be increased use of
onboard computers. Space system developers have been very slow to use computers
because of the conservative approach to spacecraft design, long lead times in space-
craft production, and very real diffictrlties associated with running a computer reliably
in space.* The shift to increased onboard processing is moving spacecraft toward more
autonomy and increased complexity in terms of the tasks they undertake. Whether this
change drives space costs up or down depends upon the government and industry's
approach to autonomy and softWare development for space. Spacecraft may follow the
example of ground systems, carrying either low-cost commercial systems or vastly
more expensive but more capable special purpose systems.

We anticipate continuing emphasis on low-cost spacecraft. Small spacecraft will
increase for future space missions. These could be either individual, single-purpose,
small satellites or large constellations of small satellites used for communications,
space-based radar, or tactical applications. Again, the community appears to be divid-
ing into those who can build small, low-cost spacecraft and those who continue to
build large, expensive systems. Creating LightSats represents a new ethic and a new
way of doing business in space. If the space business is to grow and prosper as com-
mercial aviation has, we must find a way to reduce the costs of using space. Lowering
cost is the real challenge for space mission analysis and design, as well as the govern-
ment and industrial groups which have created and used this process.

Finally, the mission concept and associated space mission architecture largely
determine the cost, complexity, and efficiency of the overall system, This is com-
pounded greatly when you begin to consider integrating the operational aspects of
many different missions. For example, today within DoD, we have communication,
navigation, signal intelligence, reconnaissance, and weather systems; each with their
own mission concept and architecture. The upcoming challenge is to find ways for
these systems to operate together to meet user needs.

The fundamental question is "Who are the customers, and what products or services
do they require?" In trying to answer this we find ourselves dealing with information-
related issues: What information is required, where, and in what form? Most
customers don't care about the existence of communications, navigation, or weather
satellites. They need specific information and are not interested in what systems
provide it. Today's challenge is to blend the capabilities and information available
from multiple systems to meet customer needs. Military people often express this as
tasking, processing, interpretation, and dissemination, whereas commercial people
often express the same issues as customer requests processing, formatting, and
delivery.

Figure 1-3 is divided along somewhat arbitrary, functional boundaries. We need to
find ways to dissolve these artificial boundaries and create cost-effective solutions to
our customer's information needs. For example, instead of trying to integrate the
separate systems discussed above, we might consider having multimission payloads
and spacecraft that have the ability to gather intelligence information, weather, and
provide navigation using one payload-multimission payloads.

An alternative to creating multimission payloads is to divide the architecture
differently by placing all sensors on one space asset, processing capability on another
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and using existing or proposed communications linics to move the information around.
A thfud alternative might be to use a series of low-cost Lightsats each doing a separate
function, but in such a way that the end results can be easily and directly integraled by
the user's equipment on the ground.

These examples provide a slightly different perspective which is difEcult for many
organizations, both industrial and government, to adopt because we think and organize
functionally-launch, spacecraft, operations, and so on. Being able to functionally
decompose our missions and divide them into workable pieces has been one of the
reasons, for our succOss. on the other hand, if we think only functionally it may cause
significant problems. We must also think horizontally and create systems that can be
integrated with other space and ground systems to create capabilities tlat are grcater
than the sum of their parts. As always, our goal is to meet the total user needs at
minimum cost and risk.

1.2 The Space Mission Lifc Cycle

Table l-2 illuskates the life cycle of a space mission, which typically progresses
through four phases:

' Concept exploration, the initial study phase, which results in a broad definition
of the space mission and its components.

, Detailed development, the formal design phase, which results in a detailed
definition of the system components and, in larger programs, development of
test hardware or software.

Production and deployment, the construction of the ground and flight hard-
ware and soffware and launch of the fnst fuIl constellation of satellites.

Operations and support, the day-to-day operation of the space system, its
maintenance and support, and finally its deorbit or recovery at the end of the
mission life.

These phases may be divided and named differently depending on whether the
sponsor---the group which provides and controls the program budgetis DoD,
NASA, one of the many international organizations, or a cofilmercial enterprise, The
time required to progress from initial concept to deorbiting or death of tle space asset
appears to be independent of the sponsor. Large, complex space missions typically
require 10 to 15 years to develop and operate from 5 to 15 years, whereas small,
relatively simple missions require as few as 12 to 18 months to develop and operate
for 6 months to several years.

Procurement and operating policies and procedures vary with the sponsoring
organization, but the key players are the same: the space mission operator, end user or
customer, and developer. commercial space missions are customer driven. The main
difference between users and customers is that customers usually pay for a service,
whereas users receive services that others pay for. Operators control and maintain the
space and ground assets, and are typically applied engineering organizations. End
asers receive and use the products and capability ofthe space mission. They include
astronomers and physicists for science missions, meteorologists for weather missious,
you and me for communication and navigation missions, geologists and agronomists
for Earth resources missions, and the war fighter for offensive and defensive military
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TABLE 1-3. Further Breakdown of Concept Exploratlon Phase. During concept exploration
the operator and end users define their needs and requirements and,pass them to
the developing organization for concept development. A basic premise ol this book
is that the operator, user, and developer should work together to create realistic and
aflordable mission objectiVes and requirements that meet user needs.

estimating the factors shown in the right-hand column of Table l-3. The information
becomes part ofan overall system concept. High-level managers in the user, operator,
and development communities evaluate whether the concepts, initial mission objec-
tives, and potential requirements meet the mission's intentions. If the program satisfies
the need at a reasonable cost, it passes the Requirements Validation milestone and
proceeds into the Detailed Development Phase.

This book provides the technical processes and information necessary to explore
concepts for many space missions. Table l-3 identifies a major concern that can
undermine the entire process: in many cases, users and operators analyzethe needs and
formulate mission requirements apart from the development community. Then they
pass these requirements "over the wall" without negotiating. The developer often
generates alternatives without the operators and users. These autonomous actions
produce minimum performance at maximum cost.

To explore a concept successfully, we must remove the walls
between the sponsor, spice operators, users or customers, and
developers and become a team.

A good team considers the mission's operations, objectives, and requirements as
well as the available technology to develop the best possible mission concept at the
lowest possible life-cycle cost.

All space missions consist of a set of elements or componenls as shown in
Fig. 1-3. The arrangement of these elements form a space mission architecture.
various organizations and programs define their mission elements differently,
although all of the elements are normally present in any space mission.

The subiect of the mission is the thing which interacts with or is sensed by the space
payload: moisture content, atmospheric temperature, or pressure for weather missions;
types of vegetation, water, or geological formations for Earth-sensing missions; or a
rocket or intercontinental ballistic missile for space defense missions. We must decide
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Fig. 1-3. Space Mission Architecture. All bpace missions include these basic elements to
some degree. See text for definitions. Bequirdments for the system flow from the
operator, end user, and developer and are allocated to the various mission elements.

what part of the electromagnetic spectrum to use in order to sense the subject, thus
determining the type of sensor as well as payload weight, size, and power. In many
missions, we may trade off the subject. For example, if we are trying to hack a
missile during powered flight, the subject could be the rocket body or exhaust plume,
or both.

For communications and navigation missions the subject is a set of equipment
on the Earth or on another spacecraft, including communication termilals, televisions,
receiving equipment for GPS navigation, or otler user-furnished equipment. The key
parameters of this equipment characterize"the subject for these types of missions.

Ground
Element

d\
u

lH-ilI

requirements generated
analysis

assess alternative mission

assess alternative space mission

nce supportability
cost praduceability

funding profiles
return on investment

Orbit and



12 The Space Mission Analysis and Design process

The payload consists of the hardware and software that sense or interact with the
subject. Typically, we trade off and combine several sensors and experiments to form
the payload, which largely determines the mission's cost, complexity, and effective-
ness. The subsystems of the spacecraft bus support the payload by providing orbit and
attitude maintenance, power, command, telemetry and data handling, structure and
rigidity, and temperature control. The payload and spacecraft bus together are called
the spacecraft, space segment, or launch vehicle payload.

The launch system includes the launch facility, launch vehicle and any upper stage
required to place the spacecraft in orbit, as well as interfaces, payload fairing, and
associated ground-support equipment and facilities. The selected launch system
constrains the size, shape, and mass of the spacecraft.

The orbit is the spacecraft's path or trajectory. Typically, there is a separate initial
parking orbit, transfer orbit, and hnal mission orbit. There may also be an end-of-life
or disposal orbit. The mission orbit significantly influences every element of the
mission and provides many options for trades in mission architecture.

The communications architecture is the arrangement of components which satisfy
the mission's communication, command, and control requirements. It depends strong-
ly on the amount and timing requirements of data to be transferred, as well as the num-
ber, location, availability, and communicating ability of the space and ground assets.

The ground system consists of fixed and mobile ground stations around the globe
connected by various data links. They allow us to command and track the spacecraft,
receive and process telemetry and mission data, and distribute the information to the
operators and users.

Mission operations consist of the people, hardware, and software that execute the
mission, the mission operations concept, and attendant policies, procedures, and data
flows. Finally,the command, control, and communications (c3,) architecture contains
the spacecraft, communications architecture, ground segment, and mission operations
elements.

1.3 Step 1: Definition of Mission Objectives
The first step in analyzing and designing a space mission is to define mission

objectives: the broad goals which the system must achieve to be productive. Figure l-4
shows sample objectives for FireSat. We draw these qualitative mission objectives
largely from the mission statement. In contrast, the mission requirements and
constraints discussed in Sec. L4 are quantitative expressions of how well we achieve
our objectives-balancing what we want against what the budget will allow. Thus,
whereas we may modify objectives slightly or not at all during concept exploration,
we often trade requirements throughout the process. For Firesat to be FireSit, it must
detect, identify, and monitor forest fires. As we ffade and implement elements of the
system during concept exploration, we must ensure that they meet this fundamental
objective. An excellent example of the careful definition of broad mission objectives
for space science missions is given by the National Research council tl990l.

Ordinarily, space missions have several objectives. Some are secondary objectives
which can be met by the defined set of equipment, and some are additional obJectives
which may demand more equipment. Nearly all space missions have a hidden-agenda
which consists of secondary, typically nontechnical, objectives. Frequently political,
social, or cultural, they are equally real and equally important to satisiy. Foi example,
a secondary objective for FireSat could be to show the public a visible response ro
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FireSat
Mission Objectives

Primary Objective=
To detect, identify, and monitor forest fires throughout the unitedstates,
including Alaska and Hawaii, in near real time.

Secondary Objectives:
To demonstrate to the public that positive action is underway to contain
forest fires.
Tq collect statistical data on the outbreak and grovnth of forest firec.
To monitor forest fires for other countries.
To collect other forest management data.
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Fig. 1-4. Firesat Mission Objectives. Unlike requirements, which specify numerical levels of
performance, lhe mission objectives arc broad statements of what the system must do
to be useful.

frequent forest fires. Third World nations produce satellites in part to show that their
developing technology makes them important players in international politics. Of
course, this secondary political objective for space programs has been important for
many years in both the United States and the fdrmer Soviet Union. If we are to meet
all of a space mission's objectives, we must identify secondary and nontechnical
,objectives as well as primary ones.

redefined potential of the space mission concept.
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numerical formulas that try 1s "sg619" h6w well a mission meets its objectivli. We can
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The Space Mission Analysis and Design Process 1.3

For example, materials processing uses the microgravity and high vacuum of space,
disregarding the spacecraft's position over the Earth. Conversely, communications or
observation se.tellites emphasize Earth coverage as the most fundamental space
characteristic to achieve their objectives.

TABLE 1-4. Characteristlcs of Space Exploited by Various Space Missions. Note the wide
variety and that many are only beginning to be used. (Spacecratt acronyms are
defined in the index.)

Table 1-4 reveals a second important feature: the varying levels ofexploitation for
different space characteristics. Many current missions use the global perspective of
space--for telecommunications, weather, navigation, and other aspects of Earth
monitoring. Space-based telecommunications will continue to grow, but it is already
a major and mature industry. Satellite communications by telephone and television
have become a part of everyday life and have helped to bring about a communications
revolution largely responsible for our shrinking world. Equally dramatic changes are
likely in the future as new applications for space-based communications and naviga-
tion continue to emerge.

In contrast to telecommunications, materials processing and precision manu-
facturing in gravity-free space is only in its infancy. Major strides appear possible in
pharmaceutical and semiconductor devices that may bring about an entirely new
industrial segment. Exploiting space's almost limitless resources is even further
removed. Unlimited continuous power and huge, accessible supplies of physical
materials may, in the long run, maintain an industrialized society without destroying
the Earth's fragile environment. These objectives will require greater vision than
those for the more fully developed areas of communications, resoluce mapping, and
monitoring.

We see from Table l-4 that we have either not used or only begun to use most of
the major characteristics of space, so changes in future space exploration should be far
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larger than present development. To fake practical advantage ofthese characteristics,

wJmust greatly reduce the costs of exploring and exploiting space. Finding ways to

lower theie costs is a principal objective of this book. (See Wertz and Larson t19961.)

1.4 Step 2: Preliniinary Estimate of Mission Needs'
Requirementsr and Constraints

)t
n

Sample
Missions

trade them as we more clearly define the space system.
To transform mission objectives iato requirements, we must look at three,brqad

areas:
. Functional Requirements, which define how well the system must perform to

meet its objectives.
. Operational Requiremenrs, which determine how the systern opeJates and how

users interact with it to achieve its broad objectives.

. Constraints. which limit cost, schedule, and implementation techniques

available to the sYstem designer.

The needs, requirements, and constraints for any specific mission will depend upon

ttri mission itseff and hoW we implement it. For example, the mission may be a

commercial venture, a government scientific program, or a crash emergency progam

responding to dire need. StiU, most space missions develop their requirements accord-
inc tn tha hocin charecierictics in Tnhle 1-5-
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Establishing top-level mission requirements is extemely difFlcult, depending on

mission needs and on the perceived iomplexity of cost of meeting them. Therefo:re,

contrary to frequent practici, we should iterate the numerical requirements many times

in the design proc"ss. The first estimate of mission requirements must c_ome from the

goals and 
-oU.lictives 

combined with some view of what is feasible. Often, we can

ieiterate or siightly modify requirements and specif,rcations from previous missions,

thus carrying ovei information known from those missions. Of course, we must be

prepared-to-trade these requirements as we develop the mission concept' thereby

ivolding the problem of keeping old and inappropriate requirements.

The 
-next 

itep in setting up preliminary mission requirements is to look for the

"hidden agenda; discussed in-Sec. 1.3 and Chap.2. This agenda contains the devel-

oper's implicit goals and constraints. For example, the FireSat mission may need to be

perceived as reiponding quickly to public demand. Thus, an extended R&D program

io develop the most appropriate FireSat satellite may not be acceptable.

As discussed further in Chap. 21, we must recognize that developing a space

mission depends on political, legal, and economic elements, as well as technology'.

Thus, the toort apptoptiate solution must meet mission technical requirements and the

developer's poliiiidlna economic goals. For example, satellite systems for a small

nation may use comporients built in that nation or develop some new components

locally, evLn though they would cost less if bought in other countries. In this case, we

would spend *ot" -on"y to meet a political constraint: using the space mission to
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ple, we would like to obtain a graph of
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the spacecraft because ofbetter or chea

TABLE 1-5. Examples of Top-Level Mission Requirements. We typicaly subdivide these
top-level requirements into more specific requirements appiicaOle to specific space
mlsslons.

develop and promote national- engineering resources. The technical community often
sets aside nontechnical considerations and regards them as less important or less real
than technical constraints. But a successful riission design -urt fi"tuO" all require-
ments and constraints placed on the system.

Flg.1-5. Hypothetical Curve of Cost vs,
total cost divided by the design lif
Spacecraft Design Life requireme
Cost vs. Design Life curve for Firr

In practice, figures such as 1-5 a
qualitatively. The mission duration is
general perception of cost per year. Th
lasting 5 or l0 years because people be.
lasting only a few years. No matter hor
go through the process described above

Bequirement
Where

Discussed
Factors which Typically
lmpact the Requirement FireSat Example

FUNCTIONAL
Performance

Coverage

Responsiveness

Secondary
Mission

Chaps.
9 , 1 3

Sec. 7.2

Sec. 7.2.3,
C h a p . 1 4

Chap.2

Primary objective, payload
size, orbit, pointing

Orbit, swath width, number
of satellites, scheduling

Communications
architecture, processing
delays, operations

As above

4 temperature levels
30 m resolution
500 m location accuracy

Daily coverage of 750 million
acres within continental U.S.

Send registered mission data
within 30 min to up to 50 users

4 temperature levels for pest
management

OPERATIONAL
Duration

Availability

Survivability

Data
Distribution

Data Content,
Form, and
Format

Secs. 1.4,
' t0 .5 .2 ,19 .2

S e c . 1 9 . 1

Sec. 8.2

Chaps.
1 3 ,  1 5

Chaps. 2,
9 , 1 3 , 1 4

Experiment or operations,
level of redundancy, altitude

Level of redundancy

Orbit, hardening, electronics

Communications
architecture

User needs, level and olace
of processing, payload

Mission operational at least
1 0 years

98% excluding weather,
3-day maximum outage

Natural environment only

Up to 500 fire-monitoring offices
+ 2,000 rangers worldwide (max.
of 100 simultaneous users)

Location and extent of fire on
any ol 12 map bases, average
temperature for each 30 m2 grid

CONSTRAINTS
Cost

Schedule

Regulations

Political

Environment

lnteiaces

Development
Constraints

Chap.20

Secs.
1 . 3 ,  1 9 . 1  ,
Chaps.2 ,  12

Sec.  21 .1

Sec.  21 .1

Secs .  8 .1 ,
21.2

Chaps.
1 4 , 1 5

Chap. 2

Manned flight, number
of spacecraft, size and
complexity, orbit

Technical readiness,
program size

Law and policy

Sponsor, whether
international program

Orbit, lifetime

Level of user and operator
infrastructure

Sponsoring organization

< $20M/yr + R&D

Initial operating capability within
5 yrs, final operating capability
within 6 yrs

NASA mission

Responsive'to public demand
for action

Natural

Comm. relair and interoperable
through NOAA ground stations

Launch on STS or expendable;
No unique operations people at
data distribution nodes

Spacer
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Finally, we reiterate that preliminary mission requirements should be established
subject to later trades. Mission designers often simply try to meet the procuring
group's requirements and constraints, because not meeting them appears to be a shong
competitive disadvantage. Consequently, designers may not modify them, even if
changes could make the system cost less or perform better for a given cost. Section 3.3
and Chap. 4 detail this process of trading on system requirements to maximize per-
formance vs. cost.

As an example, we consider the requirement for mission duration or spacecraft
lifetime, which may or may not be the same. This parameter exemplifies the difficulty
of establishing requirements. The length of the mission is often indefinite. We want to
detect, identify, and monitor forest fires continuously at a reasonable cost per year. In
practice, however, we must develop a system that meets this need and then deploy it
with an established design life and, perhaps, a replenishment philosophy.The design
life of the individual FireSat spacecraft will strongly affect cost and will deterrnine the
level of redundancy, propellant budgets, and other key system parameten. In princi-
ple, we would like to obtain a graph of spacecraft cost vs. design life as shown in Fig.
1-5. We could then easily compute the total expected cost per year for different design
lives, as shown by the dashed line, and the minimum spacecraft cost per year. We
could also assess technological obsolescence, or the point at which we wish to replace
the spacecraft because ofbetter or cheaper technology.

]A
o()

Fig. l-5. Hypothetical Curve of Cost vs. Spacecraft Design Life. The cost per year is the
total cost divided by the design life. ln principle, we should use such curves to set the
Spacecraft Design Lile requirOment. In practice, they rarely exist. See Sec. 20.5 for a
Cost vs. Design Life curve for FireSat.

In practice, figures such as 1-5 are almost never done or, at best, are done
qualitatively. The mission duration is normally assigned rather arbitrarily with a
general perception of cost per year. Thus, there may be a push to produce spacecraft
lasting 5 or l0 years because people believe these will be more economical than ones
lasting only a few years. No matter how we choose the design life, we would like to
go through the process described above for decisions about mission lifetime. If at all

4 temperature levels
30 m resolutioh
500 m location accuracy
Daily coverdge of 750 million
acres within continental U.S.
Send registdred mission data
within 30 min to up to 50 users

4 temperaturerlevels for pest
management

Mission operational at least
1 0 years

98% excluding weather,
3-day maximum outage

Natural environment only

Up to 500 fire-monitoring otfices
+ 2,000 rangers worldwide (max.
of 100 simultaneous users)

Location and extent of fire on
any ol 1 2 rnap bases, average
temperature for each ag rnz grid

< $20M/yr + Fl&D

Initial operating capability within
5 yrs, final operating capability
within 6 yrs

NASA mission

Responsive to public demand
for action

Natural

Comm. relajr and interoperable
through NOAA ground stations

Launch on STS or expendable;
No unique operations people at
data distribution nodes
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possible, it would be desirable to create a chart similar to Fig. 1-5 based on even crude
estimates of spacecraft cost. Doing so provides a much stronger basis for establish-
ing mission requirements and, e.g., determining whether wc should push harder for a
longer spacecraft lifetime or back off on this requirement to reduce spacecraft
cost.

Having made a preliminary estimate of mission requirements and constraints, we
proceed in Chap. 2 to define and characterize one or more baseline mission concepts.
The issue of refining requirements and assessing how well objectives can be met is
discussed in Chaps. 3 and4.
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2.2 Step 4: Identifying Altemative Mission Architectures
2.3 Step 5: Identifying System Drivers
2.4 Step 6: Characterizing the Mission Architecture

Mission characrcrtzafion is the initial process of selecting and defining a space
mission. The goal is to select the best overall approach from the wide range available
to execute a space mission. Typically we wish to choose the lowest cost or the most
cost-effective approach, and provide a haceable rationale that is intelligible to decision
makers.

The initial process of mission characterization is discussed for general missions by
Griffin and French [1991] and Pisacane and Moore t19941. Elbert [1987, 1996] and
Agrawal 119861 provide similar discussions for communications and geosynchronous
satellites. Eckart 119961 and Woodcock [1986] discuss this process for manned mis-
sions and Wall and Ledbetter [1991] do so for remote sensing. Boden and Larson
[1996] discuss initial characterization for mission operations and London [1994]
provides a similar overview for launch vehicles, with a strong emphasis on reducilg
cost. Davjdoff [1998] and Wertz and Larson [1996] discuss specific mechanisms
applieable to low-cost and reduced cost missions.

The unconstrained number of mission options is huge, considering all possible
combinations of, orbits, launch systems, spacecraft, and mission concepts. The goal of
this chapter is to prune this large number to a manageable level, without discarding
options that offer significant advantages. We will do so by applying the requifements
and constraints from Chap. 1 to pare down the list of alternatives. As an example, for
most commercial communications applications, we would traditionally restrict our-
selves to a geosynchronous orbit and only a few launch systems. However, the large
number of low-Earth orbit communications constellations suggests that other options
should be considered

With requirements and constraints defined and alternative mission concepts
selected, we must define each concept to the level required for meaningful compari-
sons. As Fig.2-1 shows, we need to do this independently for each of the alternative
mission concepts identified as "A" and "B" in the figure. Chapter 3 describes in more
detail how we then evaluate the concepts, compare them in terms of cost and perfor-
mance, and select one or more baselines. At the same time, we must keep track of the
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Success
Criteria

Mission
Characterization

(Chapter 2)

Mission Concept
Evaluation and Selection

(Chapter 3)

Characteristis

Fig.2-1. Concept Exploratlon Flow. One key for successfully implementing this flow is to
iterate. Successive iterations through the flow will result in greater understanding, and
can uncover critical requirements and system drivers.

element and system costs using the characteristics generated in the study and the tech-
niques in Chap. 20. This procedure results in a rough order of magnitude (ROI4) cost
and an understanding ofrelative costs to support further trades and system evaluations.
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2.1 Step 3: Identifying Alternative Mission Concepts

ln common use, "mission concept," "concept of operations," and "mission
architecture" are frequently interchangeable and, at best, vaguely defrned. Throughout
this chapter, we wish to clearly distinguish between them. The mission concept, dis-
cussed in Sec. 2.1, is a broad statement of how the mission will work in practice. This
should not be confused with mission operations, which provides the details of how
people will operate and control the mission. TIte mission architecture, introduced in
$ec.2.2, is the mission concept plus a definition of each of the major elements of the
mission.

2.1 Step 3: Identifying Alternative Mission Concepts

The broad mission concept is the most fundamental statement of how the mission
will work-rhat is, how it gets its data or carries out the mission to salisfy the end
u$er's needs. The mission concept as we are using it here consists ofthe four principal
elements in Table 2-1. Notice that most of these elements are somehow associated
with data or information. Except for manufacturing in space and a small number of
other space payloads, most space missions are concerned fundamentally with the
generation or flow of info'rmation. Thus, FireSat's mission is to generate and commu-
nicate to an end user information about fofest fues. Communications satellites move
data and information from one place to another. Weather, surveillance, and navigation
satellites are all concerned with generating and communicating information. Thus,
data flow is central to most space missions. How will FireSat-determine where.a fire
is and how big it is? How will the system communicate that information to the fire
fighter in a truck or plane? Once we answer these broad questions, we begin to under-
stand FireSat's abilities and limits.

TABLE 2-1. Elements of the Mission Concept of Operations. See Table 2-2 tor a list of key
trades and where discussed. Note that we discuss communications architecture in
Sec.  13.1.

Element Definition FireSat Example

Data Delivery How mission and housekeeping
data are generated or collected,
distributed, and used

How is imagery collected? How are for-
est fires identified? How are the results
transmitted to the fire fighter in the field?

Communications
Architecture

How the various components of
the system talk to each other

What communications network is used
to transmit forest fire data to the users in
the field?

TasWng,
Scheduling,
and Control

How the system decides what to
do in the long term and short term

What sensors are active and when is
data being transmitted and processed?
Which forested areas are receiving
attention this month?

Mission
Timeline

The overall schedule for planning,
building, deployment, operations,
replacement, and end-of-life

When will the first FireSat become
operational? What is the schedule for
satellite reolenishment?

As Table 2-2 shows, defining the mission concept consists of defining i}re various
options that are available and then selecting the most appropriate. Section 2.2
describes how we define options and kke a first cut at the broad choices available to
us. The process of selecting among them described in Sec. 3.2 is called system trades.
Here we are interested in what these trades are and what some of the broader alterna-
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tives are to generate and transmit data. The process of defining how to transmit the
data between the spacecraft and various users and controllers on the ground is called
the communications architecture and is discussed in Chap. 13.

TABLE 2-2. Process for Defining the Mission Concept of Operations. See Table 2-1 for
definitions and FireSat example.

The mission timeline differs from other elements of the mission concept in
Table 2-1. It represents the overall schedule for developing, planning, and carrying out
the mission. This defines whether it is a one-time only scientific experiment or long-
term operational activity which will require us to replace and update satellites. In
either case, we must decide whether the need for the mission is immediate or long
term. Should we give high priority to near-term schedules or allow more extensive
planning for the mission? Of course, much of this has to do with the funding for the
mission: whether money is available immediately or will be available over time as we
begin to demonstrate the mission's usefulness.

2.1.1 DataDelivery

Space missions involve two distinct types of data-mission data and housekeeping
data. Mission data is generated, transmitted, or received by the mission payload. This
is the basic information that is central to what the mission is all about. For FireSat. this
data starts out as infrared images on a focal plane and ends up as the latitude, longitude,
and basic characteristics of a forest fire transmitted to a fire fighter on the ground. The
mission data has potentially very high data rates associated with it. However, the need
for this data may be sporadic. Thus, FireSat may generate huge quantities of raw data
during periods of time that it is passing over the forests, but there is little need for this
same level of data when it is over the poles or the oceans.

Ultimately, the processed mission data may go directly to the end user or through
ground stations and communication networks associated with mission operations. This
will, of course, have a fundamental effect on how the mission works. In the first case,
FireSat would process its imagery and send the forest fire information as it is being
observed to the fire fighters in the held. In the second case, data would go instead to
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an operations center, where a computer system or human operators would evaluate it,
compare it with previous data, and determine the location and characteristics of a
forest fire. Then, the operations center would transmit this information to the fue
fighters in the field. The result is about the same in both cases, but the system's abili-
ties, limits, characteristics, and costs may be dramatically different.

In contrast to the mission data, housekeeping data is the information used to

our choice will dramarically affect how well FireSat works and whether or not it is an
efficierit and effective system.

The principal trades associated with data delivery are:

' space vs. ground-how much of tle data processing occlus on board the space-
craft vs. how much is done at mission operations or by the end user?

' Central vs. distributed processing-is one computer talking to another computer,
or does one large central co*puter on the spacecraft or o:n the ground procesi
everything?

' Level of autonamy*-)sw much do people need to intervene in order to provide
intelligent analysis and minimize costs?

These trades are strongly interrelated. Thus, autonomy is important by itself. but is
also atey element of the space vs. ground trade. If human intervention is required (i.e.,
it can't be done autonomously), then the process must be done on the groi.rnd-or it
must be a very large spacecraft. We will discuss each of these trades below after we
have looked at the data delivery process as a whole. Autonomy is discussed in
Sec.2.1.2, because it is also critical to tasking and control.

* The language here can be confusing. An autonomous operationruns without human interven-
tion. A.n autonomous spacecraft ntns without intervention from outside the spacecraft.
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a ciunera or imager or some other mechanism for detecting fires. As shown across the
top row of Fig. 2-2, this imaging information must be digitized, probably filtered in
some fashion, and transferred to a map of forest regions. We must then interpret the
image to identify whether a fire exists, incorporate the results on a map, and distribute
the map to the end user.
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Fig. 2-2. FireSat Data-Flow Diagram. The purpose of the data flow is to view the space mis-
sion from a data-oriented perspective. We want to know where the data comes from,
what processing must be done, and where the results are used. Our principal mission
objective is to provide the necessary data to the end user at minimum cost and risk.

To put the image on a map, we need to determine the spacecraft's orbit and attitude.
The attitude will almost certainly be determined on board. The orbit may be deter-
mined either on board orby observations from the ground. In eithercase, the orbit and
attitude information are combined to determine where on the ground the sensor is
looking. We then select the map corresponding to the area we are looking at so we can
correlate the sensor data with some physical location the fire fighters recognize.

Even though we are not certain yet how the data will be used, we can be fairly sure
that our end data from FireSat will have several applications other than immediate use
by the fire fighters. We will want to archive it in some central location for record-
keeping and improving our capacity to analyze and interpret future data. Finally, we
will sort out a large amount of ancillary data, such as statistics, reports, and forest-
management information, and use it over an extended period. The need for this data
does not have the real-time demand of the fire data itself.

The importance of the data-flow diagram is that it lets us see what has to happen in
order to make our mission work. For FireSat, we need to combine the mission sensor
with orbit and attitude information in order to make our system work in real time.
However, the most difficult step is probably the one labeled "Image Interpretation and
Analysis." Can an automated system quickly detect forest fires and send information
directly to the user, or do we need extensive interpretation and analysis by trained
people in mission operations? What type of experiments or information must we have
to determine which of these is possible? Even after we have selected an approach, we
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should revisit it regulady to see that it still makes sense. If we decide that FireSat's
real-time requirements demand data processing in a computer on board the spacecraft,
we may dramatically drive up the cost because onboard processing is expensive. Our
mission analysis may result in an autornated FireSat which costs several times the
annual budget of the Forest Service. If so, we need to reconsider whether it would be
more economical to have an analyst on the ground intelpret the data and then simply
phone the results to an appropriate fire station. The data-flow diagram is valuable in
helping to identify and track these central issues.

We will now look at two of the three principal trades associated witir data delivery:
space vs. ground processing and central vs. distributed processing. Section 2.1.2 arfi
Chap.23.3 discuss the level of autonomy.

Space vs. ground processing trades. In most earlier space missiols, ground
stations processed nearly all of the data because spaceborne processors could not do
much. Chapter 16 describes several reasons onboard processing lags ground process-
ing. But many onboard processors are now available with dramatically increased
capacity. Consequently, a major trade for future missions is how much to process data
on board the spacecraft vs. on the ground, either at a mission-operations facility or
with the end user.

Section 3.2 describes how we undertake these and other system trades and compare
the results. The main issues in the space vs. ground trade are as follows:

L Autonomy-how independent do we want the system to be of analysis and con-
nol by a mission operator? If evaluation by people is critical, we must do much
of the data processing on the ground. If,autonomous processing is appropriate,
it can be done on board the spacecraft, at a central ground facility, or among the
end users. The level of autonomy is both a key trade in its own right and an
element ofthe space vs. ground trade.

2. Data latency-how late can the data get to the end user? If we are allowed only
fractions of a second, we must go to automatedprocesses, probably on board the
spacecraft. ForFireSat" although we need the data in'hearreal time," the delays

' associated with sending the data to fte ground forprocessing are not critical.

3. Communications bandwidth-how much data needs to be transmitted? If we
have large amounts of data from a sensor, we should process and compress it as
near the source as possible. Bringing down all of the FireSat imaging data and
then deciding what to process further on the ground will cause an enonnous

, communications problem and will probably drive up the FireSat mission's cost
- needlessly.

4. Single vs. multiple zsers-if there are a large number of end users, as would be
the case for FireSat, we may be able to save considerable money by doing a high
level ofprocessing on board the spacecraft and sending the results directly down
to the individual users.

.5. Location of end user-is the "end user" for any particular data element olt the,
ground or in space? In a space-to-space relay or a system for providing
automatic orbit maintenance, the end application is in space itself. In this case,
sending data to the ground for processing and then returning the results to the
space system can be very complex and costly. On the glound, the complexiry of
the system is strongly affected by whether there is one end user at the mission
operations center or multiple, scattered users, as in the case of FireSat.
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Even if we choose to process data mostly in space, the basic system design should
allow us to obtain or recreate selected raw data for analysis on the ground. A fully
automated FireSat should have some means to record or broadcast the raw imaging
data, so mission planners and analysts can evaluate how well the system is working,
fix problems, and plan alternative and better techniques for later missions.

Traditionally, space software has been much more expensive than ground software.
This suggests that processing on the ground is generally lower cost than processing on
board the spacecraft. We believe that this will change in the future and, therefore, soft-
ware costshould not be a major trade element in the space vs. ground processing trade.
The cost of software is a function of what is done and how reliable we need to make
it, rather than where it is done. We can choose to make highly reliable software as
nearly error-free as possible for our ground systems and this software will have the
high cost inherent with most previous onboard software systems. On the other hand,
simple software with many reusable components can be developed economically and
used on the spacecraft as well as on the ground.

The space vs. ground processing trade will be a key issue and probably a significant
stumbling block for most missions in the near future. For short-lived, nontime-critical
missions, it will probably be more economical to work on the ground with little auto-
mation. For long-lived missions, or time-critical applications, we will have to
automate the processing and then do space vs. ground trades to minimize the operation
and end-user costs. In any case, we wish to use the data flow analysis to evaluate where
the data is coming from and where it will be used. If possible, we would like to mini-
mize the communication requirements and associate data (e.g., attach time or position
tags) as early as possible after the relevant data has been created.

For FireSat the payload sensor generates an enonnous amount of data, most of
which will not be useful. One way to effectively deal with large amounts of raw data
on board the spacecraft is to compress the data (i.e., reduce the amount of data to be
stored or transmitted) prior to transmitting it to the ground. The data is then recreated
on the ground using decompression algorithms. There is a variety of methods for
compressing data, both lossless and lossy. Lossless data compression implies that no
information is lost due to compression while lossy compression has some "acceptable"
level of loss. Lossless compression can achieve about a 5 to 1 ratio whereas lossy
compression can achieve up to 80 to I reduction in data. Many of the methods of data
compression store data only when value changes. Other approaches are based on quan-
tization where a range of values is compressed using mathematical algorithms or
fractal mathematics. By using these methods, we can compress the data to a single
algorithm that is transmitted to the ground and the image is recreated based on the
algorithm expansion. With the use of fractals, we can even intelpolate a higher resolu-
lion solution than we started with by running the fractal for an extended period of time

[Lu, 1997]. We select a method for data compression based on its strengths and weak-
nesses, the critical nature of the data, and the need to recreate it exactly [Sayood, 1996].

When we transmit housekeeping data we would generally use lossless compression
for several reasons. First, raw housekeeping data is not typically voluminous. Second,
it is important that none of the data is lost due to compression. Howeyer, when we
transmit an image we might easily use lossy compression. We could either preview the
image using lossy compression of we could say that the recovered image is "good
enough." Alternatively, a high resolution picture may have so much information that
the human eye can not assimilate the information at the level it was generated. Again,
in this case a lossy compression technique may be appropriate.
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Step 3: Identifying Alternative Mission Concepts

In the FireSat example, we might use a sensor on board the spacecraft that takes a
digital image of the heat generated at various positions on the Earth, The digital image
will be represented by a matrix of numbers, where each pixel contains a value corre-

, sponding to the heat at that point on the Earth's surface. (Of course, we will need some
method, such as GPS, for correlating the pixel in the image to the location on the
Earth.) If we assume that the temperature at each location or pixel is represented by
3 bits, we can distinguish eight thermal levels. However, if we set a threshold such that
a "baseline" temperature is represented with a 0, we might find that over many
portions of the Eartn-, without fue, the image might be up to 70Vo nominal or 0. This
still allows for several levels of distinction for fires or other "hot spots" on the Earth.
Rather than transmit a 0 data value for each cold pixel, we can compress the data and
send only those pixel locations and values which are not 0. As long as the decompres-
sion sofhrare understands this ground rule, the image can be exactly recreated on the
ground. In this czuie, we can reduce our raw data volume to the number of hot spots
that occur in any given area.

Central vs. distributed processing. This is a relatively new issue, because mgst
prior spacecraft did not have suffrcient processing capability to make this a meaningfirl
trade. However, as discussed above, the situation has changed. The common question
now is, "how many computers should the spacecraft have?" Typically, weight and
parts-count-conscious engineers want to avoid distributed processing. However,
centralized processing can make integration and test extremely difficult. Because
integration and test of both software and hardware may drive cost and schedule, we
must seriously consider them as part of the processing kade.

Our principal recommendations in evaluating central vs. distributed processing are:

. Group like functions together

. Group functions where timing is critical in a single computer

. Look for potentially incompatible functions before assigning multiple functions
to one computer

. Maintain the interface between $oups and areas of responsibility outside of the
computer

. Give serious consideration to integration and test before grouping multiple func-
tions in a single computer

Grouping like functions has substantial advantages. For example, affitude defe.rmi-
nation and attitude control may well reside in the same computer. They use much of
the same data, share common algorithms, and may have time-critical elements.
Similarly, orbit determination and control could reasonably reside in a single naviga-
tion computer, together with attitude determination and control. These hardware and
software elements are likely to be the responsibility of a single group and will tend to
undergo corlmon integration and testing.

In contrast, adding payload processing to the computer doing the orbit and anitude
activities could create majorproblems. We can't fully integrate software and hardware
until after we have integrated the payload and spacecraft bus. In addition, two different
groups usually handle the payload and spacecraft bus activities. The design and
manufacture of hardware and software may well occur in different areas following
different approaches. Putting these functions together in a single computer greatly in-
creases cost and risk during the integration and test process, at a time when schedule
delays are extremely expensive.
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Another problem which can arise from time to time is incompatible functions, that
is, activities which do not work well together. One example would be sporadic,
computationally-intensive functions which demand resources at the same time.
Another example occurs when the irtitial processing of either spacecraft bus or payload
sensors may well be an intemrpt-driven activity in which the computer is spending
most of its time servicing intemrpts to bring in observational data. This could make it
difficult for the same computer to handle computationally-intensive processing
associated with higher-level activities. This can be accommodated either by having the
functions handled in separate computers or using a separate VO processor to queue
data from the process with a large number of intenupts.

Finally, we must consider the groups who oversee different activities. Integration
and test of any computer and its associated software will be much more difficult if two
distinct groups develop software for the same computer. In this case, significant delays
and risks can occur. This does not necessarily mean, however, that elements controlled
by different groups cannot be accommodated in the same computer. One approach
might be to have two engineering groups be responsible for development of specifrca-
tions and ultimately for testing. The detailed specifications are then handed over to a
single programming group which then implements them in a single computer. This
allows a single group to be responsible for control of computer resources. Thus, for
example, the orbit control and attitude conffol functions may be specified and tested
by different analysis groups. However, it may be reasonable to implement both
functions in a single computer by a single group of programrners.

2.1.2 Tasking, Scheduling, and Control

Tasking, scheduling, and control is the other end of the data-delivery problem. If
the purpose of our mission is to provide data or information, how do we decide what
information to supply, whom to send it to, and which resources to obtain it from?
Many of the issues are the same as in data delivery but with several key differences.
Usually, tasking and control involve very low data rates and substantial decision
making. Thus, we should emphasize how planning and control decisions are made
rather than data management.

Tasking and scheduling typically occur in two distinct time frames. Short-term
tasking addresses what the spacecraft'should be doing at this moment. Should FireSat
be recharging its batteries, sending data to a ground station, turning to look at a fire
over Yosemite, or simply looking at the world below? In contrast, Iong-term planning
establishes general tasks the system should do. For example, in some way the FireSat
system must decide to concentrate its resources on northwestern Pacific forests for
several weeks and then begin looking systematically at forests in Brazil. During con-
cept exploration, we don't need to know precisely how these decisions are made. We
simply wish to identify them and know broadly how they will take place.

On the data distribution side, direct downlink of data works well. We can process
data on board, send it simultaneously to various users on the ground, and provide a
low-cost, effective system, On the other hand, direct-distributed control raises serious
problems of tasking, resource allocation, and responsibility. The military community
particularly wants distributed control so a battlef,reld commander can control resources
to meet mission objectives. For FireSat, this would translate into the local rangers
deciding how much resource to apply to fires in a particular area, including the surveil-
lance resources from FireSat. The two problems here are the limited availability of
resources in space and broad geographic coverage. For example, FireSat may have
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limited power or data rates. In either case; if one regional office controls the system
for a time, they may use most or all of that resource. Thus, other users would have
nothing left. Also, FireSat could be in a position to see fues in Yosemite Park and
Alaska at the same time. So distributed control could create conflicts.

For most space systems, some level of centralized control is probably necess.ary to
: determine how to allocate space resources among various tasks. Within this broad

resource allocation, however, we may have room for distributed decisions on what
data to collect and make available, as well as how to process it. For example, the
remote fire station may be interested in information from a particular spectral band
which could provide clues on the characteristics of a particular fire. If thiJis an appro-
priate option, the system must determine how to feed that request back to tle sateitite.
we could use a direct command, or, more likely, send a request for specific data to
mission operations which carries out the request.

spacecraft Autonomy. usually, high levels of autonomy and independent opera-.
tions occur in the cheapest and most expensive systems. The less costly systems have
minimal tasking and control simply because they cannot afford the opeiations cost for
deciding what needs to be done. Most often, they continuously carry on one of a few
activities, such as recovering and relaying radio messages or continuously transmitting
an image of whatis directly under the spacecraft.. Whai is done is determined automat-
ically on board to save money. In contrast, the most expensive systems have autonomy
for technical reasons, such as the need for a very rapid response (missile detection sys-
tems), or a problem of very long command delays (interplanetary missions). Typically,
aqtonomy of this type is exfiemely expensive because the system must make complex,
reliable decisions and respond to change.

Autonomy can also be a critical issue for long missions and for constellations, in
which cost and reliability are key considerations. For example, long-duration orbit
maneuvers may use electric propulsion which is highly efficient, but slow. (See
Chap. 17 for details.) Thruster firings are ordinarily controlled and monitored from the
ground, but electric propulsion maneuvers'may take several months. Because moni-
toring and controlling long thruster burns would cost too much, electric propulsion
requires some autonomy.

, As shown in Fig. 2-3, autonomy can add to mission reliability simply by reducing
the complexity of mission operations, We may need to automate large constellationi
for higher reliability and lower mission-operations costs. Maintaining the relative
positions between the satellites in a constellation is routine but requires many com-
putations. Thus, onboard automation-with monitoring and operator override if
necessary-will give us the best results.

with the increased level of onboard processing available, it is clearry possible to
create fully autonomous satellites. The question is, shorrld we do so or should we
continue to control satellites predominantly from the ground?

Three main functions are associated with spacecraft control: conttolling the
payload, controlling the attitude ofthe spacecraft and its appendages, and contrJlling
the spacecraft orbit. Most space payloads and bus systems do not require real-timi
control except for changing mode or handling anomalies. Thus; the FireSat payload
will probably fly rather autonomously until a command changes a mode or an anomaly
forces the payload to make a change or raise a warning. Autonomous, or at least semi-
artonomous payloads are reasonable for many satellites. There are, of couise, excep-
tio-ns such as Space Telescope, which is an ongoing series of experiments being run by
different principal investigators from around the world. In thisiase, operatorJcontol
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. All Intermediate steps occur In real time
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. "Direct to User" data flow is both feaslble &
economical

Fig.2-3. Comparlson of Traditional vs. Autonomous Approach to Satellite Navigatlon.
Use of autonomous operations may significantly reduce mission complexity and there-
by increase reliabilitY.

the payload, but we would use sorie automatic operations to save money or to make

intervention from the ground.
Ground control has remained strongest in orbit maintenance and control, in which

during the course of these stationkeeping maneuvers'
With low-thrust propulsion and cunent technology for autonomous navigation,

autonomous orbit control is cheap, easy, and inherently less risky than autonomous
attitude control. If the attitude control system stops working for even a short time, the

spacecraft can have various potential problems, including loss of power' loss of

cbmmand, and pointing of sensitive payloads toward the Sun. In contrast, if we lose
low-thrust orbit control for a while, nothing disastrous happens to the spacecraft. The

spacecraft proceeds in its orbit drifting slowly out of its predefined position. This is

easily detected and corrected by the ground, assuming that the orbit control system
didn't fail completely.
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Element Typically Driven By Where Discussed

Planning and
Develo1ment

Funding constraints
System need date

Seb. 1.2,
Chap. 1

PriJduction Funding constraints
Technology development
System need date

Chap.12

lnitial Launch Launch availability
System need date

C h a p . 1 8

Constellation
Build-up

Production schedule
Launch availability
Satellite lifetime

Sec. 7.6.1

Normal Mission
Operationis

Planned operational life
Satellite lifetime (planned or failure constrained)

C h a p . 1 4

Replenishment Production schedule
Launch availability
Satellite litetime (planned or failure constrained)

S e c . 1 9 . 1

End-of-Life
Disposal

Legal and political constraints
Danger to other spacecraft

S e c . 2 1 . 1
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TABLE 2-3. Principal Elbments of the Mission Timeline. Key milestones in the mission or
project timeline can have a significant effect on how the space system is designed
and operated.
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If the mission involves a constellation of satellites, a key timeline driver is the need
to have the full constellation up for most of the satellite's lifetime. If a single satellite
will last 5 years and we need a constellation of 50, we'll never get a full constellation
with a launch rate of 5 per year. If having the full constellation is important, we must
deploy the initial constellation within 2G-25Vo of an individual satellite's lifetime.
This schedule allows some margin for almost inevitable stretch-out as difficulties arise
during the mission. If the constellation must remain complete, we need to plan for
regular replenishment of satellites. We can replenish on a predefined timeline as
satellites wear out or become technically obsolete, or we can respond to on-orbit
failures or other catastrophic events which "kill" a particular satellite.

Two areas of the mission timeline typically do not receive adequate attention
during concept exploration: performance with less than a full set of satellites while
building up the constellation, and end-oflife disposal. In a constellation of satellites
we would like to increase performance levels as we add satellites. If FireSat is a con-
stellation, we want to achieve some protection from fires with the first satellite launch
and more with each added launch until all satellites are in place. As described further
in Sec. 7.6, designers of constellations often concentrate only on the full constella-
tion's performance. However, the period of time before the constellation is brought
fully into place can frequently be long and may well be a crilical phase since a large
fraction of the funding has been spent and yet full capability has not been achieved.
Thus it is particularly important for constellation design to take into account the prob-
lem of performance with less than a full set of satellites. In addition, we want graceful
degradation, so a satellite failure will still allow strong performance until we replace
the failed satellite. These issues are important during concept exploration because they
may significantly affect the design of the constellation and the entire system.

There is now growing concern with disposal of satellites after their useful life in
orbit. We have already recognized this need for geosynchronous satellites because the
geosynchronous ring is rapidly filling. But it is also very important for low-Earth orbit
constellations in which debris and spent satellites left in the pattern can threaten the
remaining constellation. Again, we must address this issue early in concept definition.

2.2 Step 4: Identifying Alternative Mission Architectures

A mission architecture consists of a mission concept plus a specific set of options
for the eight mission elements defined in Sec. 1.2. Although we need all of the
elements to define and evaluate a mission architecture, some are more critical than
others in determining how the space mission will meet its objectives. Typically, we
define a mission architecture by specifying the mission concept plus the subject, orbit,
communications architecture, and ground system. These provide a framework for
defining the other elements. Alternatively, we may dehne the architecture by specify-
ing a unique approach to mission operations or a unique payload which then drives the
definition of the remaining elements

Our goal is to arrive at a set of candidate architectures for further evaluation large
enough to encompass all approaches offering significant advantages, but small enough
to make the more detailed definition and evaluation manageable. Table 2-4 summariz-
es the mechanism for doing this, which we describe below.

Step A. Identifu the mission elements subiect to trade. We begin by examining our
basic mission concept and each of the eight mission elements in light of the require-
ments and constraints from Sec. 1.4 to determine which have more than one option.
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TABLE 2-4. Process Summary for ldentifying Alternative Mission Architectures. This high-
ly creative endeavor can have a significant impact on mission cost and complexiry

usually this step greatly reduces the number of radeable elements. Table 2-5 summa-
rizes this process for FireSat. The FireSat mission has multiple options that will affect
19t onff cost but llso performance, flexibiliry, and long-term misiion utility. Thus, for
this mission we should carry through several different options so the decision-making
audience can understand the main alternatives.

TABLE 2-5. Selecting FireSat Elements Which can beTraded. Many options exist for FireSat,
not all of which are compatible with each other.

Table 2-5 lists one of the options as "Cost only," meaning that the trade depends
mainly oncost and only secondarily on how or how well the mission is accomplished.
An example would be the launch system, for which the main concern nonnally is what
launch vehicle will get the spacecraft into orbit at the lowest cost. Still, theie trades
may be important in selecting the mission concept. For example, a major increase in
the launch cost may outweigh being able to use a imaller number of identical satellites
in a higher orbit.

step B. Identify the main options for each tradeable element. Although in theory we
have almost an unlimited number of options, we normally draw them from a limited
set such as those in Table 2-6. Thus, we fust choose options that apply to our mission
and then look for special circumstances which may lead us to considiialternatives not
listed in the table.

Step Where Discussed
A. ldentify the mission elements subject to trade. Table 2-5
B. ldentify the main options for eaqh tradeable element. Table 2-6
C. Construct a trade tree of available ootions

lFis.2-4,)Table 2-7D. Prune the trade tree,by eliminating unrealistic combinations.

E. Look for other alternatives which could substantially influence how
we do the mission. '

Qhap.22

Element of Mission
Architecture

Can be
Traded Beason

Mission Concept Yes Want to remain open to altemalive approaches

Subjecl No Passive subject is well'defined
'Payload Yes Can select comptexity and frequencies

Spacecraft Bus Yes Multiple options based on scan mechanism and power

Launch System Cost only Choose minimum cost for selected orbit

Orbit Yes Options are lo-vrr,.medium, or high altitude with varying
number of satellites

Ground System Yes Could share NOAA control facility, use dbdicated
FireSat faciiity, or direct downlinli io users

Communications
Architecture

No Fixedby mission operations and giround system

Mission Operations Yes Can adjust level of automation



Misslon
Element [Where

Discussedl
Option

Area
Most Common

Options
FireSat
Options

Mission Concept
lsec .2 .11

Data delivery

Tasking

Direct downlink to user, automated ground
processing, man-in-the-loop processing and
lransmission

Ground commanding, autonomous tasking,
simple operations (no tasking required)

Direct downlink or
through mission
control

Simple operation or
ground commands

Controllable
Subject [Secs.
2.3, 13.4,22.31

Selection

Performance

Steering

Standard ground slalions, private TV
receiver.s, ship or aircraft transceivers,
special purpose equipment

EIRP, G/T (See 13.3 for definitions)

Fixed or tracking

N/A
[See Sec. 9.3]

Passive Subject
[Sec. 2.3]

What is to be
sensed

Subiect itself , thermal environment,
emitted radiation, cqntrasl with
surroundings

Heat or visible light;
chemical composi-
tion; particles

Payload
lChaps.9 ,131
(some items may
not apply,
depending on
mission type)

Frequency

Complexity

Communications: normal bands
Observations: lR, visible, microwave
Radar: L, C, S bands, UHF

Single or multiple frequency bands,
single or multiple inslruments

lR, visible

Single or
multiple bands

Payload Size vs.
sensitivity

Small aperture with high power
(or sensitivity) or vice versa

Aperture

Spacecraft Bus
[Chap. 10]

Propulsion

Orbit control

Navigation

Attitude deter-
mination and
control

Power

Whether needed; cold gas, monopropellant,
bipropellant

Whether needed, onboard vs. ground

Onboard (GPS or other) vs. ground-based

None, spinning, 3-axis; articulated
payload vs. spacecraft pointing;
actuators and sensors

Solar vs. nuclear or olher; body-mounted vs.
1 - or 2-axis pointed arrays

Determined
by definition of
payload and orbit

Launch System
[chap.18 ]

Launch
vehicle

Upper stage

Launch site

SSLV, Atlas, Delta, STS, Titan,
Pegasus, Ariane, other foreign

Pam-D, lUS, TOS, Centaur, integral
propulsion, other loreign

Kennedy, Vandenberg, Kourou, other foreign

Determined by
definition of space-
craft and orbit

Orbit
[Chaps. 6, 7]

Special orbits

Altitude

Inclination

Constellation
configuration

None, geosynchronous, Sun-synchronous,
trozen, Molniya, repeating ground track

Low-Earth orbit, mid-altitude,
geosynchronous

0", 28.5", 57", 63.4", 90", 98"

Number of satellites; Walker pattern,
other patterns; number ol orbit planes

Single GEO
satellite, low-Earth
constellation

Min. inclination de-
pendent on altitude
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TABLE 2-6. Common Alternatlves for Mlssion Elements. This table serves as a broad
checklist for identifying the main alternatives for mission architectures.

TABLE 2-6.

Mission
Element lwhere

Discussedl
Option
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Architeiture
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commercial
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Operations
[chap. 1a]

Automation
level
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Fully autom
operations,

Full ground
partial aulol
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The second step in reducing options ir
independent of the overall concept def
selection of other elements. For example
options. However, once we have defint
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mission concepts because of cost, risk, o
, The third tree-pruning technique is to t
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will work for.a given orbit and spacecri
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I fulfill the mission. This does not mean thi' the vehicle listed in the trade tree. Insteac
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' Steps C and D produce a trade tree su(
, is to retain a small number'of the most pl
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TABLE 2€. Common Alternatives for Mission Elements. (continued) This table serves as abroad checklist for identifying the main alternatives for mission architectures.
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definition. For each option we will have selected most, though not necessarily all, of
the elements shown in Table 2-7 for options 1 and 6. Of course we should reevaluate
the trade tree from time to time as the system becomes more completely defined.

Oftit Low Earth
orbit
I

Payload Small APerture lR

I
I

Launch Pegasus pegasus

Geosynchronous

I
Large Aperture lR

I
I

Direct

Commercial
I

t l
l l

Shared Shared

STS STS
TOS Integral

Propulsion

Throuoh FireSat' l

t l
Shared Shared

STS STS
TOS Integral

Propulsion

option No. (1) (2) (3) (4) (5) (6)

Fig.2-4. FireSat Trade Tree. Only some of the launch options are listed. Other mission
elements are largely independent of the trade tree options. The goal is to create dras-
tically different options for comparison.

TABLE 2-7. Two of the Six Preliminary FireSat Mission Concepts. See the trade tree in
Fig.2-4 for the other options.

Step E. Look for other altenratjves. Defining alternative architectures cannot be
purely mechanical. For nearly any mission, we may find new and better ways of doing
anything the basic elements do. A new, low-cost launch vehicle may dramatically
change the available design alternatives. Alternative definitions of the subject or user
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Element Option 1 Optlon 6

Mission Concept lR detection of fires with results
put on a map and transmitted

lR detection of fires with results Dut
on a map and transmifted

Subject Characteristics defined by
the soecification

Characteristics defined by the
specification

Payload Small-aperture lR Large-aperture lR

Spacecraft Bus Small.3-axis Mid-size, 3-axis

Launch System Pegasus STS, integral propulsion

Orbit Low-Earth, 2 satellites,
2 perpendicular polar planes

Geosynchrongus, 1 satellite
centered over west coast of U.S.

Ground System Single, dedicated ground station Single, dedicated ground station

Communications
Architecture

TDRS data downlink;
commercial links to users

Direct to station; results relayed
to users via FireSat

Mission Operations Continuous during fire season,
oartial otherwise

Continuous during fire season,
partial othenvise
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Step 5: Identifying System Drivers

may allow major performance improvements or cost reductions. For example, as an
alternative mission concept we could detect forest fires by using small sensors spread
throughout the forests being monitored and simply use the satellite system to inter-
rogate the sensors and provide the data to the users. Chapter 22turther explores this
low-cost alternative. The key point is that alternatives nJarly always exist. We must
look carefully for them and be willing to revise nornal requirements and constraints
to meet our fundamental mission obiectives.

2"3 Step 5: Identifying System Drivers

System divers are the principal mission parameters or characteristics which influ-
ence performance, cost, risk, or schedule and which the user or designer can control.
For example, thp temperature at which a forest fue burns may heaviiy jnfluence how
easily it can be detected; however, this is beyond the system designer's control and,
therefore, is not a system driver. Correctly identifying tfre key system drivers is a crit-
ical step in mission analysis and design. Misidentifying sysrem drivers is one of the
most cornrnon causes of mission analysis error. For example, we may focus a lot of
time and effort on getting the most coverage for an orbit when the system's ultimate
perforrnance depends mainly on data rates or cloud cover.

Table 2-8 lists the most common system drivers for space missions, along with
what limits them, what they limit, and where they are discussed. The table helps us
ensuie that we do not overlook system drivers. In identifying these drivers we must
clearly determine whether we are looking for driven of performance, cost, isk, or
schedule. These may be the same or different. To identify system drivers, we:

l. Idenffi the Area of Interest
Explicitly identify the area of interest, typically performance, cost, risk, or
schedule.

2. Identify Parameters Which Measure the Area of Interest
Define numerical parameters which measure the identified area of interest. (See
Sec. 3.4 on measures of effectiveness and performance parameters for more
details on how to do this.) The important point is to find parameters which gen-
uinely measure the goal rather than ones which simply are easy to compute.

3. Develop First-Order Algorithms
Develop a formula or algorithm to express the first-order estimate for the value
of the parameter identifred above. This could include either system algorithms
as defined in Sec. 3.1, or unique algorith-ns for the identifred parameter. (See
Table 2-9 for the FireSat example.)

4: Examine the Factors
Examine each of the factors in the expression identified above. Those which can
be adjusted and which have the strongest effect on results are the system drivers.

5. l^ook for Possible " Hidden Divers "
Examine each of the first-order algorithms for implicit variables or for factors

, affecting more than one characteristic. For example, altitude will influence'the 
ground resolution of a given instrument, the area covered by the field of

view, and the spacecraft's velocity relative to the Earth. Therefore, it will more
strongly influence effective area search rates than a single formula may show.
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Driver What Limits Drivel What Driver Limits
Where

Discussed

Size Shroud or bay size,
available weight,
aerodynamic drag

Payload size (frequently antenna
diameter or aperture)

Chaps.
9 , 1 0

On-orbit Weight Altitude, inclination,
launch vehicle

Payload weight, survivability; largely
determines design and
manufacturing cost

Sec. 10.4.1

Power Size, weight (control
is secondary problem)

Payload & bus design, system
sensitivity, on-orbit life

Secs.
10.2, 11.4

Data rate Storage; processing,
antenna sizes, limits
of existing systems

Information sent to user; can push
demand for onboard processing

Sec. 13.3

Communications Coverage, availability
of ground stations or
relay satellites

Coverage, timeliness, ability to
command

Sec. 7.2,
Chap. 13

Pointing Cost, weight Resolution, geolocation, overall sys-
tem accuracy; pushes spacecrafl cost

Sec. 5.4

Number of
Spacecraft

Cosl Coverage frequency, and overlap Secs.
7 . 2 , 7 . 6

Altitude Launch vehicle,
performance
demands, weight

Performance, survivability, coverage
(instantaneous and rate),
communications

Secs.
3.3,  7.1,
7.4,7.6

Coverage
(geometry
and timing)

Orbit, scheduling,
payload field of view
& observation time

Data frequency and continuity,
maneuver reouirements

Secs.
5 . 2 , 7 . 2

Scheduling Timeline & operations,
decision making,
communications

Coverage, responsiveness,
mission utility

Sec .3 .2 .4 ,
C h a p . 1 4

Operations Cost, crew size,
communicalions

Frequently principal cost driver,
principal error source, pushes
demand for autonomy (can also
save "losf missions)

C h a p . 1 4

38 Mission Characterization

TABLE 2-8. Common System Drivers. System drivers can frequently be identified by examin-
ing the parameters in this list.

The way we have defined our particular problem, or which parameters are available
to us, may affect our list of system drivers. Thus, defining system drivers depends in
part on the physical and technical nature of,the problem and in part on the constraints
imposed on the mission analyst. Usually, we want to make these constraints explicit,
so we will know which variables are available for adjustment and which are assumed
to be given. Table 2-9 shows the major performance drivers for FireSat.

2.4 Step 6: Characterizing the Mission Architecture
Onie we have established alternative mission concepts, architectures, and system

drivers, we must further define the mission concepts in enough detail to allow
meaningful evaluations of effectiveness. For concept exploration, the steps in this
process correspond to the space mission elements. Figure 2-5 illustrates the sequence
of activities and shows schematically the major interactions between the steps, as well
as primary trade study areas and their interactions with main elements of the process.
The steps are described below and summarized in Table 2-10.

2.4 Step 6: Characterizi
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drivers may depend on the mi

TABLE 2-10. Summary of the Concbpt I
Fig.2-5 for a typical process
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and control: communications architect
broad concept and refine this concept as
steps below. (See Tables 2-l and2-2for
to define them.)

B. DeJine the Subject Characteristits (
We can divide space missions into tv

elements, typically on the user premis
navigation receivers. The other catego
mission system, such as the clouds obse
fining the system elements (Chap. 9) is

Distance x [(wavelength/
aperture) + control erro{



tion 2.t

can frequently be identified by examin-
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TABLE 2-9. ldentification of Performance Drivers for FireSat. First-order algorithms are
given to allow us to estimate the performance drivers. Delinition of performance
df ivers mav channe 2c wa nrpale m^ra . la lr i l6. l  r la{ inir iana ^{ +h^ ^. ,^.^-

Driver Limits
Where

Discussed
tem atgoritirms. Comparison of cotumns two and tnree s-no-wi'tii; ii";H##;
drivers may depend on the mission concept used.

TABLE 2'10. Summary of the Concept Characterization Process. See text for details. See
Fig.2-5 for a typical process flow.
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2.440 Mission Characterization

Fig. 2-5. Process for Characterizing the Mission Architecture. See Table 2-10 for steps.

If a mission interacts with user equipment, we must define the subject characteristics
either from known information for well-established services or by a trade study
involving the rest of the system. The parameters for specifying passive subjects are
largely the same as those for specifying user elements, except that we don't have a
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"receiver" to characterize, and the effer
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elements.
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"receiver" to characterize, and the effective isohopic- radiated power @IRp) specifi_cation for the transmitter is replaced by defrnition of the object'r 
"-itrion 

intensity asa function of bandwidth. Table 2-11 iummarizes the charact"tirti". oiuoth types ofelements.

TABLE 2'11. summary of Main characteristics of Space Mission subjects. see chap. 13for definitions of eomrnunications parameters.
-l

I
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2 t  I

_l
I

I
, l l-

Slep A
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Elment Coelr
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See Table 2-10 for steps.
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TABLE2-12, Summary of Orbit and Constellation Characteristics. See text for discussion.

1 Altitude

2 lnclination

3 Eccentricity

4 Argument of perigee for noncircular orbits

5 AY budget for orbit transfer

6 AV budget for orbit maintenance

7 Whether orbit will be controlled or uncontrolled

8 Number and relative orientation of orbit planes (constellations)

9 Number and spacing of spacecraft per orbit plane (constellations)

TABLE 2-13. Summary of Mission-Payload Characterlstics. For multiple payloads, we must
determine parameters for each payload.

1. Physical Parameters

1.1 Envelopedimensions

1.2 Mass properties

2. Viewing and Pointing

2.1 Aperture size and shape

2.2 Size and orientation of clear field of view required

2.3 Primary pointing direction"

2.4 Pointing direction range and accuracy required

2.5 Tracking or scanning rate

2.6 Pointing or kacking duration and duty cycle

3. Electrical Power

3.1 Voltage

3.2 Average and peak power

3.3 Peak power duty cycle

4. Telemetry and Commands

4.1 Number of command and telemetry channels

4.2 Command memory size and time resolution

4.3 Data rates or quantity of data

5. Thermal Control

5.1 Temperalure limits (operating/non-operating)

5.2 Heat rejection to spacecraft (average/peak wattage/duty cycle)
'e.9., Sun, star, nadir, ground target, another spacecraft

Payload vs. orbit trades typically try to balance the resolution advantages of low
altitudes against the fewer spacecraft needed for the same coverage at higher altitudes.
The counterbalancing factor is that we need a sensor with a larger aperture and better
sensitivity to obtain the same resolution at higher altitudes; the more capable sensor
costs more and needs a larger spacecraft and launch system.
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In addition, we must send commands ba,
ments such as encryption. Thus, we sele,
with the mission control system after n
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2.4 Step 6: Characterizing the Mission Architecture

Payload vs. spacecraft trades usually try to meetpointing and tracking requirements
at the lowest cost. At one extreme, the payload does all the pointing independently of
the spacecraft attitude; an example is the use of gimballed scan platforms on the JPI
Mariner MK-II spacecraft. At the opposite extreme, Space Telescope and Chandra
X-Ray Observatory point the entire spacecraft with the required level of accuracy. An
intermediate approach used on RME points the entire spacecraft to a lower level of ac-
curacy, allowing the payload to do frne pointing over a limited field of regard.

E. Select the Mission Operations Approach (Chapterc 13-15)
We next select and size the elements needed to support communications and con-

trol of the spacecraft and payload. Table 2-I4 gives the key parameters. -Typically a
mission operations control center commands and controls the spacecraft and delivers
data to the user. With rare exceptions, we would choose an existing csntol center,
based on the user's needs, downlink data rates, and, in some cases, security consider-
ations. Both NASA and the Air Force have existing systems. Particular institutions,
such as Intelsat or Comsat, use custom systems. Most commercial operators employ
system-peculiar control centers. If needed, we can interconnect most systems with dif-
ferent options for rel4ying communications. Chapter 15 details the specification,
selection, and design of this element.

TABLE2.14.SummaryofMiss ionoperat ionscharacter is t ics.

1. Communications Architecture
1.1 Number and distribution of ground stations
1.2 Downlink and uplink path design
1.3 Crosslink characteristics, if used
1.4 Relay satellites used
1.5 Communications link budget
1.6 Space-lo-ground data rates

2. Ground System
2.1 Use of existing or dedicated fagilities
2.2 Required transmit and receive characteristics
2.3 Required data handling

3. Operations
3.1 Level of automation
3.2 Software lines of code to be created
3.3 Full-time or part-time staffing
3.4 Number of personnel

3.5 Amount of commanding required
3.6 Timeliness of data distribution

The communications architecture transfers the required mission data (payload and
housekeeping data) from the spacecraft down to the mission operations control center.
In addition, we must send commands back to the spacecraft, and meet other require-
ments such as encryption. Thus, we select the com$unications relay elements along
with the mission control system after most payload and orbit trades are complete.
Typical options are SGLS for Air Force missions or TDRSS/GSTDN with the NASA
mission control centers. Custom systems are required for some applications and are
commonly used for commercial missions in geosynchronous orbit. Chapter 13
describes communications architecrures, and Chap, 14 treats operations.

Characteristics. See text for discussion.
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F. Design the Spacecrafi to Meet Payload, Orhit, and Communicutions
Requirements (Chapter 10)

The spacecraft and its subsystems support the payload in the mission orbit-1oint

it and supply power., command and data handling, and thermal control. They must be

compatible with the communications architecture and mission-operations concept.

These elements, along with the launch system, drive the spacecraft design. We usually

choose the launch system that costs the least to place the minimum required weight in

the mission or transfer orbit. Once we make this selection, the spacecraft's stowed

configuration is constrained by the shroud volume of the selected vehicle or vehicles.

Table 2-15 summarizes the items we need to specify while defining the spacecraft.
Chapter 10 covers how we synthesize spacecraft concepts and their definition and

sizing.

TABLE 2-15. Summary ol Spacecraft Characteristics. See text for discussion.

1. General arrangement including payload fields of view (deployed and stowed)

2. Functional block diagram

3. Mass properties, by mission phase (mass and moments of inertia)

4. Summary of subsystem characteristics

4.1 Electrical power (conversion approach; array and battery size; payload power
dvailable, average/peak overall spacecraft power, orbit average, peak)

4.2 Attitude control (attitude determination and control components; operating modes;
ranges and pointing accuracY)

4.3 Navigation and orbit control (accessing requirernent, use of GPS; onboard vs. ground)

4.4 Telemetry and command (command/telemetry format; command and time resolution;
telemetry storage capacity; number of channels by type)

4.5 Computer (speed and memory; data architecture)

4.6 Propulsion (amount and type of propellant; thruster or motor sizes)

4.7 Communications (link margins for all links; command uplink data rate; telemetry
downlink data rates)

4.8 Primary structure and deployables

4.9 Unique thermal requirements

4.10 Timing (resolution and accuracy)

5. System parameters

5.1 Lifetime and reliability

5.2 Level ol autonomy

A key spacecraft-versus-launch-system trade is the use of integral propulsion.
Many commercial spacecraft ride the launch system to transfer orbit and then insert
themselves into the mission orbit using an internal propulsion or an internal stage.
Some DoD spacecraft, such as DSCS III and DSP, depend on a launch system with an
upper stage for insertion directly into the mission orbit. They do not carry large
integral propulsion subsystems. We should consider this trade whenever the space-
craft and payload cost enough tojustify the reliability offered by an expensive upper
stage.

2.4 Step 6: Characterizing

Another trade between the spacecraft
upper stage. Often, the spacecraft control
allow deletion of equipment from that

lowering cost. This trade is particularll
stages.

G. Select a Inunch and Orbit Transfer
The launch system and its upper stag€

' 
the mission orbit or to a transfer orbit fro
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launch site organization provides pre-lat
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launch. In general, multiple manifesti
Finally, we should bring certain launch-
process: type of vehicle, cost per launch
activities at the launch site.
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Logistics is the process of planning t
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design, as described in Sec. 7'6.
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:' individual mission architecture and c(

I level. Chapter 20 describes parametl
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2.4 Step 6: Characterizing the Mission Architecture

Another trade between the spacecraft and launeh system involves guidance of the
upperstage. Often, the spacecraft control system can guide ttre upper stage, which may
allow deletion of equipment from that stage, thereby increasing performance and
lowering cost. This trade is particularly important when using three-axis-stabilized
stages.

G. Select a lnunch and Orbit Transfer System (Chapter 18)
The launch system and its upper stage need to deliver the spacecraft and payload to

the mission orbit or to a transfer orbit from which the spacecraft can reach the mission
orbit on its own. The chosen launch system usually determines the launch site. The
launch site organization provides pre-launch processing, checkout, and installation to
the launch system, usually on, the launch pad.

Launch vehicles and upper stages may be combined in many ways to match almost
any reasonable combilation of payload and mission orbit. Chapter 18 details the
characteristics and selection of launch systems. Selecting a launch system typically
involves the trades with the spacecraft discussed above. In addition, we must decide
between a single spacecraft laun'ch and manifesting fwo ormore spacecraft in a shared
launch. In general" multiple manifesting costs less, but constrains the schedule.
'Finally; we should bring certain launch-system parameters to the system level design
process: type of vehicle, cost per launch, and flow times for processing and prelaunch
activities at t}re launch site.

H. Determine Logistics, Deployment, Replenishment, and Spacecrafi Disposal
Strategies (Sections 7.6, 19.7, and 21.2)
lngistics is the process of planning to supply and maintain the space mission over

time. Whereas only military missions typically demand formal plans, the process
described in Sec. 19.1 can strongly affect costs for any multi-year mission requiring
extended support. Historically, most life-cycle costs have been locked in by the end of
concept exploration, so we must evaluate operations, support, replenishment, and
mechanisms during this phase.

Planners often overlook the sequence for building up and maintaining satellite
constellations. To deploy a constellation effectively, we must create perforrnance
plateaus which allow us to deploy in stages and to degrade the system gracefully if
individual satellites fail. These performance plateaus develop from the constellation
design, as described in Sec. 7.6.

Section 21.2 describes the ever-increasing problem associated with orbital debris,
consisting of defunct satellites and associated parts. Because of this problem, all new
satellite designs should plan for deorbiting or otherwise disposing of satellites at the
end of their useful life. In particular, satellites must be removed from areas such as the
geostationary ring, where they would seriously threaten other spacecraft or any low-
Earth orbit constellation.

I. Provide Costing Supportfor the Concept-Definition Activity (Chapter 20)
Developing costs for system elements is vital to two objectives: finding the best

individual rnission architecture and comparing mission architectures at the system
level. Chapter. 20 describes parametric, analogous, and bottoms-up methods for
costing. Typically, for concept exploration, we use only the first two because we lack
a detailed definition of the design. At this level, we simply want relative comparisons
rather than absolute estimates, so we can acceBt the greater uncertainty in these
methods.
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3.1 Step 7: Identification of Critical Requirements

3.2 Mission Analysis
The Mission Analysis Hierarchy: Studies with Limited
S c ope ; Trade Studies; P erformanc e. Assessments

3.3 Step 8: Mission Utiliry
Performance Parameters and Measures of Effectivenessl
Mission Utility Simulation; Commercial Mission Analysis
and Mission Utility Tools

3.4 Step 9: Mission Concept Selection

Chapter 2 defined and characterized alternative concepts and architectures for
space missions. This chapter shows how we evaluate the aUUry of these options to
meet fundamental tnission objectives. We address how to identify the key require-
ments which drive the system design, how to quantify mission performance, and how
to select one or more concepti for further development or to decide that we cannot
achieve the mission within current constraints or technology.

Although essentially all missions go through mission evaluation and analysis stages
many times, there are relatively few discussions in the literature of the general process
for doing this. Fortescue and Stark [1995],disclss the process for generic missions;
Przemieniecki fl993,19941does so for defense missions; and Shishko [1995] pro-
vides an excellent overview for NASA missions. Kay [1995] discusses the difficulty
of doing this within the framework of a political democracy and Wertz and Larson
[1996] provide specific techniques appiicable to reducing mission cost.

The key mission evaluation ques[ions for FireSat are:

. Which FireSat requirement dominates the system design or is the most diff1-

, cult or expensive to meet?
. How well can FireSat detect and monitor forest fires, and at what cost?-
. Should the FireSat mission evaluation proceed, and if so, which altematives

should we pursue?

We must readdress these questions as we analyze and design the space mission. By
addressing them when we first explore concepts, we cannot obtain definitive answers.
But we can form the right questions and identify ideas, parameters, and requirements
we should be monitoring throughout the design. More extensive discussions of this
systems engineering process are provided by Rechtin [1991] and the System Engineer-

A 1
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ing Managemenr [Defense Systems Management College, 1990]. The NASA Systems
Engineering Handbook [Shishko, 1995] providds an excellent and detailed account of
the process used by NASA. Przemieniecki [1990a, b] provides a good introduction to
mathematical methods associated with military programs and has an associated
software package. Other software packages intended specifically to support mission
evaluation include Satellite Tool Kit (SIK) from Analytical Graphics (1998), the Mis-
sion Utility/Systems Engineering module (MUSE) from Microcosm (1998), and the
Edge product family from Autometric (1998).

3.1 Step 7: Identification of Critical Requirements

Critical requirements are those which dominate the space mission's overall design
and, therefore, most strongly affect performance and cbst*. For a manned mission to
Mars, the critical requirements will be clear: get to Mars all of the required mass to
explore the planet and return, and maintain crew safety for a long mission in widely
varying environments. For less ambitious space missions, we cannot establish the crit-
ical requirements so easily. Because we want to achieve the best performance at
minimum cost, we need to identify these key requirements as early as possible so they
can be a part of the trade process.

Table 3-1 lists the most common critical requirements, the areas they typically
affect, and where they are discussed. There is no single mechanism to find the critical
requirements for any pafiicular mission. Like the system drivers discussed in Sec. 2.3,
they may be a function of the mission concept selected. Consequently, once we
establish the alternative mission concepts, we usually can determine the critical
requirements by inspection. Often, concept exploration itself exposes the requirements
which dominate the system's design, performance, and cost. One approach to identi-
fication of critical requirements is as follows:

L Laok at the principal perforntance requirements. In most cases, the principal
performance requirement will be one of the key critical requirements. Thus,
for FireSat, the requirements on how well it must detect and monitor forest
fires would normally be principal drivers of the system design.

2. Examine Table 3-1. The next step is to look at the requirements list in
Table 3-l and determine which of these entries drive the system design, per-
formance, or cost.

3. Look at top-level requirements. Examine each of the top-level requirements
established when we defined the mission objectives (Sec. 1.3) and determine
how we will meet them. For each, ask whether or not meeting that require-
ment. fundamentally limits the system's design, cost, or performance.

4. Lookfor hidden requirements. In some cases, hidden requirements such as
the need to use particular technologies or systems may dominate the mission
design, and cost.

* Critical requirements should be distinguished from system drivers (as discussed in Sec. 2.3),
which are the def,rning mission piuameters most strongly affecting performance, cost, and risk.
The goal ofmission engineering is to adjust both the critical requirements (e.g., coverage and
resolution) and the system drivers (e.g., altitude and aperture) to satisfy the mission objectives
at minimum cost and risk.
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TABLE 3-1. Most Common Critical Requirements. See text for discussion.

Requirement What it Affects
Where

Discussed

Coverage or
Besponse Time

Number of satellites, altitude, inclination, communications
architecture, payload field of view, scheduling, statfing
requirements

Secs. 7.2, 13.2

Resolution Instrument size, altitude, attitude control Sec. 9.3

Sensitivity Payload size, complexity; processing, and thermal control;
altitude

Secs. 9.5. 13.5

Mapping
Accuracy

Attitude control, orbit and attitude knowledge, mechanical
alignments, payload precision, processiirg

Sec. 5.4

Transmit Power Payload size and power, altitude Seos. 11.2. 13.5
On-orbit Lifetime Redundancy, weight, power and propulsion budgets,

component selection
Secs. 6.2:3,
8.1 .3, 10.4, 19.2

Survivability Altitude, weight, power, component selection, design of
space and ground system, number of shtellites, number o1
ground stations, communicalions architecture

Sec. 8.2
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3.2 Mission Analysis

Mission analysis is the process of quantifying the system parameters and the result-
ing performance. A particularly important subset of mission analysis is mission utility
analysis, described in sec. 3.3, which is the process of quantifying how well the sys-
tem meets its overall mission objectives. Recall that the mission objectives themselves
are not quantitative. However, our capacify to meet them should be quantified as well
as possible in order to allow us to make intelligent decisions about whether and how
to proceed. Mission requirements, introduced in Chap. I and discussed in more detail
in chap. 4, are the numerical expressions of how well the objectives must be met. They
represent a balance between what we want and what is feasible within the constaints
on the system and, therefore, should be a central part ofthe mission analysis activity.
In practice, mission analysis is often concerned with how and how well previously
defined mission requirements can:be met. In principle, mission analysis should be the
process by which we defrne and refine mission requirements in order to meet our broad
objectives at minimum cost and risk.

A key component of mission analysis is documentation, which provides the orga-
nizational memory of both the results and reasons. It is critical to understand fully the
choices made, even those which are neither technical nor optimal. we may choose to
apply a particular technology for political or economic reasons, or may not have
enough manpower to investigate altematives. In any case, for successful analysis, we
must document the real reasons so others can reevaluate them later when the situation
may be different. Technical people often shy away from nontechnical reasons or try to

requirements (e.g., coverage and
) to satisfy the mission obiectives
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justify decisions by exaggerating their technical content. For example, we may choose
for our preliminary FireSat analysis a circular orbit at 1,000 km at an inclination of
60 deg because this is a good mid-range starting point. If so, we should document this
as the reason rather than trying to further justify these parameters. Later, we or others
can choose the best altitude and inclination rather,than having to live by choices for
which there is no documented justification.

3.2.1 The Mission Analysis Hierarchy

I like to think of the mission analysis process as a huge electronic spreadsheet
model of a space system. On the left side of the spreadsheet matrix are the various
parameters and alternatives that one might assess, such as power, orbit, number of sat-
ellites, and manning levels for ground stations. Along the bottom row are the system's
quantitative outputs, indicating its performance, effectiveness, cost, and risk. The
matrix itself would capture the functional relationships among the many variables. We
would like to wiggle any particular parameter, such as the diameter of the objective in
a detector lens or the number of people assigned to the ground station, and determine
the effect on all other parameters. In this way, we could quantify the system's perfor-
mance as a function of all possible variables and their combinations.

Fortunately for the continuing employment of mission analysts, the above spread-
sheet model does not yet exist.* Instead, we analyze as many reasonable altematives
as possible so we may understand how the system behaves as a function of the princi-
pal design features-that is, the system drivers. This approach does not imply that we
are uninterested in secondary detail, but simply recognizes that the mission analysis
process, much like the space system we are attempting to analyze, is ultimately limited
in both cost and schedule. We must achieve the maximum level of understanding with-
in these limits.

If the resources available for concept exploration are limited, as is nearly always
the case in realistic situations, then one of the most critical tasks is to intelligently limit
the scope of individual analyses. We must be able to compute approximate values for
many parameters and to determine at what level of detail we should reasonably stop.
In practice, this is made difhcult by the continuing demand for additional detail and
depth. Thus, we must be able to determine and make clear to others what elements of
that detail will significantly affect the overall system performance and what elements,
while important, can reasonably be left to a more detailed design phase.

We use two main methods to limit the depth of analysis in any particular area. The
first is to clearly identify each area's system drivers by the methods in Sec. 2.3 and to
concentrate most of the rnission analysis effort on these drivers. The second is to
clearly identify the goal of the system study and to provide a level of detail appropriate
to that goal. This approach leads to a mission analysis hierarchy, summarized in
Table 3-2, in which studies take on increased levels of detail and complexity as the
activity progresses. The first three types of studies are meant to be quick with limited
detail and are hot intended to provide dehnitive results. The last three are much more
complex ways to select an altemative to provide the best system performance.

* The Design-to-Cost model at JPL [Shishko, 1996] and similar models being developed
throughout the aerospace community are attempting to automate this basic design process of
evaluating the system-wide implication of changes. In due course, system engineers may
become technologically obsolete. Much like modern chess players, the challenge to future
system engineers will be to stay ahead of the computer in being creative and innovative.
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TABLE 3-2. The Mission Analysis Hierarchy.These help us decide how much detail to study
during the preliminary design phase.

Analysis
Type Goal

Feasibility
Assessment

Sizing
Estimate

Point Design

Trade Study

Performance
Assessment

Utility
Assessment

To establish whether an objective is achievable and
its approximate degree of complexity

To estimate basic parameters such as size, weight,
power or cost

To demonstrate feasibility and establish a baseline for
comparison of altematives

To establish the relative advantages.of alternatiVe.
approaches or options

To quantify performance parameters
(e.9., resolution, timeliness) for a particular approach

To quantify how well the system can meet overall
mission obiectives

3.2.2 Studies with Limited Scope

The fust three types of analyses in Table 3-2 provide methods for undertaking a
quick-look assessment. They provide limited detail, but can frequently be done
quickly and at low cost. Consequently, these quick-look assesments are important in
any situation which is funding-limited. We will outline these methods very briefly
here. However, nearly the entire book is devoted to the process of making initial
estimates, which is the basic goal of limited scope studies. We want to be able to
understand whether or not a particular project is feasible, and to get some idea of its
size, complexity, and cost. Doing this requires that we be able to make numerical
estimates and undertake limited studies in order to develop insight into the nature of
tlie problem we are trying to solve.

The biggest difficulty with limited scope studies is the tendqncy to believe that they
are more accurate than they really are. Thus it is not uncommon to use a feasibiliry
assessment or point design to.establish the requirements for a mission in such detail
that in practice the point design becomes the only alternative which can meet them. As
long as we recognize the limited scope of these studies, they have a valuable place in
the mission analysis activity and represeni one of the most important tools that we can
use to understand the behavior of the system we are designing.

Feasibility Assessment. The simplest procedure in the mission analysis hierarchy
tsthe feasibility assessmenr, which we use to establish whether a particular objective
is achievable and to place broad bounds on its level of complexity. Frequently, we car
do a feasibility assessment simply by comparison with existing systems. lhus, we are
reasonably convinced that FireSat is feasible because most FireSat tasks could be
performed by existing Earth resources satellites. Sirnilarly, it is feasible to land a man
on the Moon and return him safely to Earth because we have done so in the past.

We can also determine whether a particular goal is feasible by extrapolating our
past experience. Is it feasible to send people to Mars and bring them back safely? Here
we need to look at the principal differences between a Mars mission and a lunar
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mission. These differences include a longer flight time and higher gravity and,
therefore, higher lift-off velocity required to leave Mars. These factors make the job
more challenging and possibly more expensive than going to the Moon, but there is
nothing about the Mars mission which makes it inherently impossible. Getting to Mars
is feasible. The problem is being able to do so at modest cost and risk.

The third method of providing a feasibility assessment is to provide a very broad
design of how such a mission might be accomplished. For example, in the 1970s,
Gerard O'Neill of Princeton University proposed building large space colonies at the
Lagrange points between the Earth and the Moon [O'Ne1Il, 1974]. No mission of this
scope had ever been undertaken, and it certainly was not a straightforward
extrapolation of any of our normal space experience. O'Neill and his colleagues
proceeded to establish the feasibility by developing a variety of alternative designs
for such space colonies [Richard D. Johnson and Charles Holbrow, 1977]. While the
work done was far in excess of a simple feasibility assessment, it clearly estab-
lished that such colonies were feasible and gave at least an estimate of the scope of the
problem.

Sizing Estimate. The purpose of the sizing estimate is to provide an estimate of
basic mission parameters such as size, weight, power, or cost. We can do sizing esti-
mates in much the same manner as the feasibility assessment: by analogy with existing
systems. Thus, if we are aware of an Earth observation system which has resolution
and information characteristics comparable to what we believe are needed for FireSat,
we can use these parameters to give us an initial estimate of the FireSat parameters.

We can provide a quantitative estimate of key mission parameters by scaling the
parameters from existing missions or payloads in order to obtain estimates of the com-
ponent sizes for our particular mission. This scaling process is described in Sec. 9.5
for space payloads, and in Sec. I 0.5 for the spacecraft as a whole. The process of sizing
by scaling existing equipment is an extremely powerful approach to estimating what
it will take to achieve mission objectives. It is of use not only during the conceptual
design process, but throughout the hardware design definition and development
phases to evaluate the system design as it evolves. If scaling existing systems leads to
the suggestion that a particular component should be twice as heavy as the current
design suggests, this gives us reason to look very closely at the current design and to
try to determine whether or not any factors have been overlooked. We assurne that
designers of previous systems did a reasonable job of optimizing their system. If the
current design is significantly different, either better or worse, then we would like to
understand the reasons for these differences. This is a good way to gain confidence in
the design process as we proceed.

As the design proceeds, more and more accurate sizing estimates come from the
scaling process. We proceed by breaking down the system into components and sizing
individual components based on scaling estimates with prior systems. Thus, we may
initially estimate the system as a whole divided into a spacecraft and ground station.
As the design becomes more detailed, we will break down the spacecraft into its rela-
tive components and estimate the size, weight, and power of each element based upon
scaling from prior systems or engineering estimates of the new system to be built. sim-
ilarly, we initially size the ground station by comparison with existing systems and
eventually by building a list of all the ground system components and undertaking
similar sizing estimates for each component. As introduced in Chap. 1, this process of
creating a list of components and estimating parameters for each is known as budget-
ing and is described in more detail in Sec. 10.3.
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probably the heat from the hre itself and the payload is probably an IR sensor. Thus,
the principal system trades are probably the mission concept, the resolution and
coverage requirements, and the orbit. For a mission such as the Space Telescope, the
orbit is of marginal importance and the subject is moderately well defined, if only very
poorly known. Here the principal trades will be the resolution and pointing require-
ments, the payload, and the mission concept. Communications satellite systems are
normally in geosynchronous orbit with a well defined concept of operations. Here the
only real trade is with the required traffic load, the subject, and the size and complexity
of the payload.

Truly innovative approaches-those that really change how we think about a
problem-typically involve finding a new option among these key system trades.
Motorola's Iridium program and subsequent low-Earth orbit communications constel-
lations represent a new way of thinking about using satellites for communications.
These have a very different concept of operations and different orbit from traditional
systems, Similarly, Chap. 22 presents an innovative approach to thinking about
FireSat that provides a totally different concept of operations and type of payload.
Innovative solutions are never easy to come by. To try to find them, a good place to
start is with the key system trade areas given in Table 3-3.

TABLE 3-3. Representative Areas for Key System Trades. Although these system trades are
critical, we can't expect numerically precise answers to our system design problem.

We cannot normally do system trades in a straightforward numerical fashion.
Choosing a different concept of operations, for example, will result in changes in most
or all of the mission parameters. Consequently, the fact that Option A requires twice
the power of Option B may or may not be critical, depending on the orbit and number
of satellites for the two options. We need to look at the system as a whole to understand
which is better.

The best approach for key system trades is a utility analysis as described in Sec. 3.3.
We use the utility analysis to attempt to quantify our ability to meet mission objectives
as a function of cost. We then select the option which fulfills our objectives at the low-
est cost and risk. As described in Sec. 3.4, this is still not a straightforward numerical
comparison, but does have quantitative components.

The simplest option for system trades is a list of the options and the reasons for
retaining or eliminating them. This allows us to consider the merits and demerits at a
high level without undertaking time-consuming trades. This, in turn, allows our list to
be challenged at a later date. We should go back to our key system trades on a regular
basis and determine whether our assumptions and conclusions are still valid. It is this
process of examination and review that allows us to use technical innovation and new
ideas. It is a process that must occur if we are to drive down the cost of space systems.
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3.2 Mission Analysis

The alternative to Simply articulating trade options or conducting a complex mis-
sion utility analysis is a system trade in which we make a quantitative comparison of
multiple effects. This can be particularly effective in providing insight into the impact
ofsystem drivers. For the pu{pose oftrade sfudies, system drivers generally divide into
two categories-those for which more is better and those with multiple effects. By far
the easier to deal with are the "more is better" drivers, for they simply require us to
ask: "What is the cost of achieving more of the commodity in question?" Forexample,
in a space-based radar, added power improves performance but costs more money.
Thus, the designer will want to understand how much performance is available for
how much power. A second example is coverage. For virtually any Earth-oriented
system, including our FireSat example, more coverage means better performance at
higher cost. Increasing coverage ordinarily means adding satellites or, perhaps,
increasing a single satellite's coverage by increasing its altitude or the r-ange of its
sensors. Therefore, we often do a coverage trade considering performance vs. number
of satellites, substituting the laner for cost. Assessing performance as a function of
power or coverage may take considerable work, but it is relatively easy to present the
data for judging by the funding organization, the users, or other decision makers.

System drivers and critical rgquirements which cause multiple effects demand
more complex trade studies. Pushing parameters one way will improve some charac-
teristics and degrade others. In trades of this type, we are looking for a solution which
provides the best mix of results. Exarnples of such trade studies include instrument
design, antenna type, and altitude. Each antenna style will have advantages and dis-
advantages, so we must trade various possible solutions depending upon the end goals
and relative importance of different effects.

In trades with multiple effects, selecting the conect independentparameter for each
trade is critical. Consider, for exarnple, selecting either a reflector or a phased-array
antenna for a space-based radar [Brookner and Mahoney, 1986]. From the radar equai
tion, we know that a principal performance parameter for a radar is the antenna
aperture. All other things being equal, larger antennas will provide much better perfor-
mance. Thus, for our example, we might choose to compare rcflector and phased-array
antennas of equal aperture. On this basis, we would choose the phased aray because
its electronic steering makes it more agile than a reflector antenna, which must be
mechanically steered. But our choice become-s more complex when we recognize th4t
weight typically iimits large space structures more than size does. Generally, we can
build a reflector larger than a phased array for a given weight. Based on weight, a
reflector may have considerably more power efficiency and, therefore, be a better
radar than a phased-array system. Thus, we would have to trade the better perfornance
of a larger reflector vs. the better agiliry of a smaller phased array. Depending upon
the application, the results may be the same as for an aperture-based trade or reverse.
The important point is the critical nature of selecting the proper independent variable
in system trades. To do so, we must find the quantities which inherently limit the
system being considered. These could be weight, power, level of technology, cost, or
manufacturability, depending on the technology and circumstances.

Table 3-4 summarizes the system trade process for parameters with multiple
effects. Typically the trade parameter is one of our system drivers. We begin by iden-
tifying what performance ar€as or requirements affect or are affected by the trade
parameter. For example, the altitude of the spacecraft will have a key effect on cover-
ige, resolution, and survivability and wiil belimited by launchability, payload wtiight,
communications. and radiation. We next assess the effect in each of these areas and
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document and summarize the results, generally without trying to create a numerical
average of different areas. Figure 3-1 shows this step for FireSat. We use the summary
to select the parameter value and a possible range. Although the process is complex
and may not have a well defined answer, it is not necessarily iterative unless we find
that the results require fundamental changes in other system parameters.

TABLE 3-4. System Trade Process for Parameters with Multiple Effects. The example is the
altitude trade for the FireSat mission. See also Fig. 3-1 .

Altitude trades are perhaps the most common example of a trade in which mr-rltiple
influences push the parameter in different ways. We would normally like to move the
satellite higher to achieve better coverage, better survivability, and easier communica-
tions. On the other hand, launchability, resolution, and payload weight tend to drive
the satellite lower. The radiation environment dictates specific altitudes we would like
to avoid, and the eclipse fraction may or may not play a crucial role in the altitude
trade. We must assess each of these effects and summarize all of them to complete a
trade study. One possible summary is a nurnerically weighted average of the various
outcomes, such as three times the coverage in square nautical miles per second divided
by twice the resolution in furlongs. Although this provides a convenient numerical
answer, it does not provide the physical insight or conceptual balance needed for
intelligent choices. A better solution is to provide the data on all of the relevant param-
eters and choose based on inspection rather than numerical weighting.
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Coverage
Deployment strategy (coverage evolution)
Orbii period
Time in view
Eclipse fraction
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Number of spacecraft needed
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Jamming susceptibility
Communications
Lifetime

Sec.7 .2
Sec. 7.6
Secs. 6.1, 7.2
Sec. 7.2
Sec. 5.1
Sec. 7.2
Secs. 7.2, 7.6
Sec. 18.2
Sec. 9.3
Sec. 9.5
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Sec. 8.2
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The FireSat altitude trade provides ,an example of trading on parameters with
multiple effects. For FireSat, neitler sun'ivability nor communications is a key issue,
but coverage does push the satellite upward. On the other hand, payload weight and
good resolution tend to push the satellite lower. Figure 3-l shows the results of a
hypothetical FireSat altitude trade. Notir:e that each parameter has various possible
outcomes. Altitudes above or below a c,ertain value may be eliminated, or we may
simply prefer a general direction, such as lower altitude providing better resolution.
Based on these results, we select a nonninal altitude of 700 km for FireSat and a
possible range of 600 to 800 km. This selection is not magic. We have tried to balance
the alternatives sensibly, but not in a way that we can numerically justify.

Where
Discussed

Sec.2.3

)rageevolution)

Ced

Sec.7.2
Sec. 7.6
Secs. 6.1, 7.2
Sec.7.2
Sec.5"1
Sec.7 .2
Secs. 7.2,7.6
Sec. 18.2
Sec.9 .3
Sec. 9.5
Sec.8 .1
Sec. 8.2
Secs. 8.2, 13.5
S e c s . 1 3 . 1 , 1 3 . 2
Secs. 6.2.3, 8.1 .5 F ig .3 -1 . Results of FireSat Altitude Trade. See Table 3-4 and Table 7-6 in Sec. 7.4 for a list

of trade issues. Political constraints and survivability were not of concem for the
FireSat altitude trade.

Performance Assessments

Quantifying performance demands an appropriate level. of detail. Too much detail
drains resources away from other issues; too little keeps us frorn determining the
important issues or causes us to assess the actual performance incorrectly.

To compute system perfornance, we use three main techniques:
. System algorithms
. Analogy with existing systems
. Simulation

'|
(m
I

Fig. 3-1

discussed in text
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direct relationship between the altitude of the FireSat spacecraft, the size of the
payload, the angles at which it works, and the resolution with which it can distinguish
features on the ground

TABLE 3-5. Common System Algorithms Used for Quantifying Basic Levels of Perfor-
mance. These analyses use physical or geometrical formulas to determine how
system performance varies with key parameters.

Algorithm Used For
Where

Discussed

Link Budget Communications and data rate analysis Sec.  133.6

Diff raction-limited
Optics

Aperture sizing lor optics or antennas;
determining resolution

Sec. 9.3

Payload Sensitivity Payload sizing and performance estimates Secs. 9.4, 9.5

Radar Equation Radar sizing and performance estimates [Cantafio,1989]

Earth Coverage,
Area Search Rates

Coverage assessment; system sizing;
performance estimates

Secs. 5.2, 7.2

Mapping and
Pointing Budget

Geolocation; instrument and antenna pointing;
image sensing

Sec. 5.4

System algorithms are powerful in that they show us directly how performance
varies with key parameters. However, they are inherently limited because they pre-
sume the rest of the system is designed with fundamental physics or geometry as the
limiting characteristic. For FireSat, resolution could also be limited by the optical
quality of the lens, by the detector technology, by the spacecraft's pointing stability,
or even by the data rates at which the instrument can provide results or that the satellite
can transmit to the ground. In using system algorithms, we assume that we have
correctly identified what limits system performance. But we must understand that
these assumptions may break down as each parameter changes. Finding the limits of
these system algorithms helps us analyze the problem and determine its key compo-
nents. Thus, we may find that a low-cost FireSat system is limited principally by
achieving spacecraft stability at low cost. Therefore, our attention would be focused
on the attitude control system and on the level ofresolution that can be achieved as a
function of system cost.

The second method for quantifying performance is by comparing our design with
existing systems. In this type of analysis we use the established characteristics of
existing sensors, systems, or components and adjust the expected performance accord-
ing to basic physics or the continuing evolution of technology. The list of payload
instruments in Chap. 9 is an excellent starting point for comparing performance with
existing systems. We could, for example, use the field of view, resolution, and integra-
tion time for an existing sensor and apply them to FireSat. We then modify the basic
sensor parameters such as the aperture, focal length, or pixel size, to satisfy our mis-
sion's unique requirements. To do this, we must work with someone who knows the
technology, the allowable range of modifications, and their cost. For example, we may
be able to improve the resolution by doubling the diameter of the objective, but doing
so may cost too much. Thus, to estimate performance based on existing systems, we
need information from those who understand the main cost and performance drivers
of that technology.

The third way to quantify system performance is simulation, described in more
detail in Sec. 3.3.2. Because it is time-consuming, we typically use simulation only for
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Inance. A much less expensive method of simulation is the use of conrmercial mission
analysis tools as discussed in Sec. 3.3.3.

3.3 Step 8: Mission Utility

Mission utility analysls quantifies mission performance as a function -of design,
cost, risk, and schedule. It is used to (1) provide quantitative infomration for decision
making, and (2) provide feedback on the system design. ultimately, an individual or
group will decide whether to build a space system and which system to build based on
overall perforrnance, cost, and risk relative to other activities. As discussed in Sec. 3.4,
this does not mean the decision is or should be fundamentally technical in nature.
However, even though basic decisions may be political, economic, or sociologicar, the
best possible quantitative information from the mission utility analysis process should
be available to support them.

Mission utility analysis also provides feedback for the system design by assessing
how well ahernative configurations meet the mission objectives. FireSat shows how
this process might work in practice. Mission analysis quantihes how well alternative
systems can detect and monitor forest fires, thereby helping us to decide whether to
proceed with a more detailed design of several satellites in low-Earth orbit or a single
larger satellite in a higher orbit. As we continue these trades, mission analysis
establishes the probabiliry of being able to detbct a given forest fire within a given
time, with and without Firesat, and with varying numbers of spacecraft. For FireSat,
the decision makers are those responsible for protecting the forests of the United
States. We want to provide them with the technical infomration tley need to determine
whether they should spend their limited resorrces on Firesat or on some alternative.
If they select FireSat, we will provide the technical information needed to allow them
to select how many satellites and what level of redundancy to include.

3.3.1 Performance Parameters and Measures of Effectiveness

The purpose of mission analysis is to quantify the system's perforrnance nnd its
abiliry to meet the ultimate mission objectives. Typically this requires two distinct
types of quantitieslerformance parameters and measures of effectiveness. Perfor-
mance paramefers, such as those shown in Table 3-6 for FireSat, quantify how well
the system worls, without explicitly measuring how well it meets mission objectives.
P.erformance parameters may include coverage statistics, power efficiency, or the
resolution of a particular instrument as a function of nadir angle. In .contrast, rmeasures
of effectiveness (MoEs) or figures of meit (FoMs) quantify directly how well the
system meets the mission objectives. For Firesat, the principal MoE witl be a numer-
ical estimate of how well the system.can detect forest fires or the consequences of
doing so. This could, for example, be the probability of detecting a given forest fire
withirt 6 hours, or the estimated dollar value of savings resulting from early fire detec-
tion. Table 3-7 shows other examples.

i
j
t ,

ril

J

.i

ii
l l
ll

il



Performance Parameter How Determined

Instantaneous maximum area coverage rate Analysis

Orbit average area coverage rate
(takes into account forest coverage, duty cycle)

Simulation

Mean time between observations Analysis

Ground position knowledge Analysis

System response time (See Sec. 7.2.3 {or definition) Simulation

60 Mission Evaluation

TABLE 3-6, Representative Performance Parameters for FireSat. By using various perfor-
mance parameters, we get a better overall picture of our FireSat design.

TABLE 3-7. Representative Measures of Effectiveness (MoEs) for FireSat. These Measures
of Effectiveness help us determine how well various designs meet our mission
objectives.

We can usually determine performance parameters unambiguously. For example'
either by analysis or simulation we can assess the level of coverage for any point on
the Earth's surface. A probability of detecting and containing forest fires better
measures our end objective, but is also much more difficult to quantify. It may depend
on how we construct scenarios and simulations, what we assume about ground
resources, and how we use the FireSat data to fight fires.

Good measures of effectiveness are critical to successful mission analysis and
design. If we cannot quantify the degree to which we have met the mission objectives,
there is little hope that we can meet them in a cost-effective fashion. The rest of this
section defines and characterizes good measures ofeffectiveness, and Secs. 3.3.2 and
3.3.3 show how we evaluate them.

Good measures of effectiveness must be

Clearly related to mission objectives

Understandable by decision makers

Quantifiable

Sensitive to system design (if used as a design selection criterion)

MoEs are useless if decision makers cannot understand them. "Acceleration in the
marginal rate of forest-fire detection within the latitudinal coverage regime of the end-
of-life satellite constellation" will likely need substantial explanation to be effective.
On the other hand, clear MoEs which are insensitive to the details of the system design,
such as the largest coverage gap over one year, cannot distinguish the quality of one
system from another. Ordinarily, no single measure of effectiveness can be used to
quantify how the overall system meets mission objectives. Thus, we prefer to provide
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a few measures of effectiveness summadzing the system's capacity to achieve its
broad objectives.

' Measures of effectiveness generally fall into one of three-broad categories associ-
ated with (1) discrete events, (2) coverage of a continuous activiry, or (3) timeliness of
the information or other indicators of quality. Discrete events include forest fires,
nuclear explosions, ships crossing a barrier, or cosmic ray events. In this case, the best

measures of effectiveness, such as the probability of extinguishing a forest fire in a
given time.

. Some mission objectives are not directly quantifiable in probabilistic terms. For
example, we may want continuous coverage of a particular event or activiry, such as
continuous surveillance ofthe crab nebula for extraneous X-ray bursts or continuous
monitoring of Yosemite for temperature variations. Here the rypical measure of effec-
tiveness is some type of coverage or gap statistics such as the mean observation gap or
maximum gap under a particular condition. unfornrnately, Gaussian (normal prou-
bility) statistics do not ordinarily apply to satellite coverage; therefore, the usual' measure of average values can be very misleading. Additional details and a way to
resolve this problem are part of the discussion of coverage measures of effectiveness
in Sec. 7.2.

A third fype ofmeasure ofeffectiveness assesses the quality ofa resultrather than
whether or when it occurs. It may include, for example, the system's ability to resolve
the temperature of forest fues. Another common rneasure of quality is the timelineSs
of the data, usually expressed as time late, or, in more positive terms for the.user, as
the time margin from when the data arrives until it is needed. Timeliness MoEs might
include the average time from ignition of the forest fire to its initial detection or,
viewed from the perspective of a potential application, the average waming time
before a fire strikes a population center. This type of hformation, illustrated in
Fig.3-2, allows the decision maker to assess the value of FireSat in meeting cortmu-
nity needs.

3.32 Mission Utility Simulation

ln analyzing mission utility, we try to evaluate the measures of effectiveness
numerically as a function of cost and risk, but this is hrard to do. Instead, we typically
use principal system parameters, such as the number of satellites, total on-orbit weight,
or payload size, as stand-ins for cost. Thus, we might calculate measures of effective-
ness as a function of constellation size, assuming that more satellites cost mor€ money.
If we can establish numerical values for meaningful measures of effectiveness as a
function of the systern drivers and understand the underlying reasons for the results,
we will have taken a major step toward quantifying the space mission analysis and
design process.

Recall that mission utility analysis has two distinct but equally important goals-{o
aid design and provide information for decision making. It helps us design the mission

:by examining the relative benefits of altematives. For key parameters such as payload
type or overall system power, we can show how utility depends on design choices, and
therefore, intelligently select among design options.

6l3.3
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Measure of Effectiveness = Warning Time (hours)

Fig. 3-2. Forest Fire Warning Time for lnhabited Areas. A hypothetical measure of effective-
ness for FireSat.

Mission utility analysis also provides information that is readily usable to decision
makers. Generally those who determine funding levels or whether to build a particular
space system do not have either the time or inclination to assess detailed technical
studies. For large space programs, decisions ultimately depend on a relatively small
amount of information being assessed by individuals at a high level in industry or
government. A strong utility analysis allows these high-level judgments to be more
informed and more nearly based on sound technical assessments. By providing sum-
mary performance data in a form the decision-making audience can understand, the
mission utility analysis can make a major contribution to the technical decision-
making process.

Typically, the only effective way to evaluate mission utility is to use a mission
utility simulation designed specifically for this purpose. (Commercial simulators are
discussed in Sec. 3.3.3.) This is not the same as a payload simulator, which evaluates
performance parameters for various payloads. For FireSat, a payload simulator might
compute the level of observable temperature changes or the number of acres that can
be searched per orbit pass. In contrast, the mission simulator assumes a level of
performance for the payload and assesses its ability to meet mission objectives. The
FireSat mission simulator would determine how soon forest fires can be detected or
the amount of acreage that can be saved per year.

In principle, mission simulators are straightforward. In practice, they are expensive
and time consuming to create and are rarely as successful as we would like. Attempts
to achieve excessive fidelity tend to dramatically increase the cost and reduce the
effectiveness of most mission simulators. The goal of mission simulation is to estimate
measures of effectiveness as a function of key system parameters. We must restrict the
sirnulator as much as possible to achieving this goal. Overly detailed simulations
require more time and money to create and are much less useful, because computer
time and other costs keep us from running them enough for effective trade studies. The
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simulator must be simple enough to allow making multiple runs, so we can collect
statistical data and explore various scenarios and design options.

The mission simulation. should include parameters thaidirectly affect utility, such
as the orbit geometry, motion or changes in the targets or background, system-sched-
uling, and other key issues, as shown in Fig. 3-3. The problem of excesiive detail is
best soived by providing numerical models obtained from more detailed simulations
of the payload or other system components. For example, we may compute FireSat,s
capacity to detect a forest fre by modeling the detector sensitivity, atrnospheric char-
aeteristics, range to the fue, and the background conditions in the observed area. A
detailed payload simulation should include these parameters. After running the pay-
load simulator many times, we can, for example, tabulate the probability ofo"t itiog
a fire based on observation geometry and time of day. The misiion simuiator uses thii
table to assess various scenarios and scheduling atgorithms. Thus, the mislion simu-
lator might compute the mission geometry and time of day and use the lookup table to
determine the payload effectiveness. With this method, we can dramaticallv reduce
repetitive computations in each mission simulator run, do more simulations, and
explore more mission options than with a more detailed simulation. The mission sim-
ulator should be a collection of the results of more detailed simulations along with
unique rnission parameters such as the relative geometry between the satellites in a
constellation, variations in ground targets or background, and the system scheduling
or downlink communications. Creating sub-models also makes it easier to generate
utility simulations. We start with simple models for the individual components and
develop more realistic tables as we create and run more detailed payload or component
simulations.

' l

i
I

I
I

Main Models
Energy
Tlme utilization
Syslem performance
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Background characteristics
Search logic
Oata utilization

Observation Types
(FireSat example)
Search mode
Map mode
Fire boundary mode
Temperature sensing

Principal Inputs
Scenarios
Tasking
System parameters
Constellation oarameters

Principal Outputs
Animation sequence
Observation data
System pararneters
Energy used
Pointing statistics
Time used
Gao statistics
Probability of

detection/containment
Response times
Scheduling statistics
Cloud cover
Fire detection MoEs
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Fig. 3-3. Results.of FireSat Altitude Trade. See Table 3-4 and Table 7-6 in Sec. 7.4 for a tist
of trade issues. Political constraints and survivability were not of concem for the
FireSat altitude trade.

Table 3-8 shows tlie typical sequence for simulating mission utility, including a
distinct division into data generation and output. This division allows ui to do various
statistical analyses on a single data set or combine the outputs from many runs in dif-
fer_ent ways. In a constellation of satellites, scheduling is often a key issue in mission
utility. The constellation's utility depends largely on the system's capacity to schedule
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resource use appropriately among the satellites. At the end of a single simulation run,
the system should collect and compute the statistics for that scenario, generate appro-
priate output plots or data, and compute individual measures ofeffgctiveness, such as
the percent of forest fires detected iir that particular run.

TABLE 3-8. Typical Sequence Flow of a Time-Stepped Mission Utility Simulation. Follow-
ing this sequence for many runs, we can create statistical measures of effective-
ness that help us evaluate our design.

Phase l- Data Generation
Advance time step
Compute changes in target or background characteristics
Update satellite positions
Update viewing geometry parameters

Schedule observations or operations
Compute pointing changes
Compute and save performance statistics
Uodate satellite consumables
Save data for this time step
Go to next time step

Phase ll - Output Generation and Statistics Collection
Compute scenario statistics
Compute measures of effectiveness for the individual run
Prepare output plots and data for the individual run

Phase l l l  -  Monte Carlo Runs
Set new scenario start time
Repeat Phase I and ll
Collect multi-run statistics
Comoute statistical measures of effectiveness
Prepare Monte Carlo output plots and data

The next step is to run more simulations using new start times or otherwise varying
the conditions for the scenarios. Changing the start times alters the relative timing and
geometry between the satellites and the events they are observing, thus, averaging
results caused by these characteristics. Collecting statistics on multiple runs is called
a Monte Carlo simulation. For example, we might average the percentage of forest
fires detected over different runs with different timing, but on the same scenario, to
estimate the overall probability of detecting forest fires-our ultimate measure of
effectiveness. The system simulator should accumulate output statistics and prepare
output plots over the Monte Carlo runs.

Frequently, in running mission simulations, we must choose between realistic and
analytical scenarios. Realistic scenarios usually are too complex to help us understand
how the system works but are still necessary to satisfy the end users. On the other hand,
simple scenarios illuminate how the system is working but do not show how it will
work in a real situation. The best answer is to use simple scenarios for analysis and
realistic scenarios to assess mission performance. In the FireSat example, we might
begin by studying a single satellite to determine how it behaves and then expand to a
more complex simulation with several satellites. We might also start evaluating a
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the end of a single simulation run,
for that scenario, generate appro-

measures ofeffectiveness, such as

Mission Utility Simulation. Follow-
statistical measures of effective-

multi-satellite constellation-by looking at its response to a simple situation, such as onefire or a small group of uniformly distributed fires. This trial run will suggest how the
system performs and how changes affect it. we can then apply this undleistanoog uswe develop more realistic simulations.

A related problem concerns using a baserine scenario to compare options and
designs. Repeating a single scenario allows us to understand the scenario and the
system's response to it. we can also establish.quantitative differences bilh;ilil;
different designs respond to the same scenario-. But this 

"pprou"ft 
i"oJs to mask char-

acteristics that might arise solely from a particular scenario. Tn*, tr" -o.t ooaerstand
what happens as the baseline changes and watch for chance resuis Jeuetoping fromour choice of a particular baseline scenario.

Finally, mission simulations must generate usable and understandable information
for decision makers-information that provides physical insight. Two examples aresrip charts of various system characteriJdcs and animarea oup?. e ,r.r7 ,lrii, it tiisimilarto the output of a seismograph or any multi-pin pd;;;i; *hich uarious char_acteristics are plotted as a fulction of time. Thesetharacteristics might include, forexample, whether a particular satellite is,in eclipse, how much tim"ffi"nas il active
observation, -and the spacecraft attitude during i particular ti-" ,t.p. rtits of this fypegive a good feel for the flow of events as theiimulation proceedr-' 

- --

A valuable alternative for understanding the flow of events is looking at an anima_
tion of the output, such as a picture of the Earth showing u*iou" .rr-!"i in the target,
background, and observation- geometry as the satelrites ily overhead. fius, as Fig. 

-s-a

illustrates, an animated simulation of Firesat output could be a map of a fre-sensitive
region with areas changing color as fires begin, iines showing rutitii" .ou"rage, andindications as to when fires are frrst deteited or when -lppirrg or fires occurs.Animation is not as numerical as statistical data, but it st ows iror? 

"i"-ly 
how thesatellite system is working and how well it will meet broad objectives. Thus; mission

analysts and end users can assess the system's performancJ, rl"o!tr* and short-comings, and fte changes needed to make it work 
-better.

3.3.3 Commercial Mission Analysis and Mission Utility Tools
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Fig.34. Hypothetical Animation Output for FireSat Mission Utility Simulator. Color dis-
plays are very valuable for animalion sequences because we need to convey multiple
parameters in each frame.

best ways to develop and maintain expertise is to create your own systems and models.
Thus, organizations may want to suppoft their own software group, particulady when
money is tight. Also, it's hard to overcome the perception that it costs less to incre-
mentally upgrade one's own system than to bear the cost and uncertainty of new COTS
tools. In this trade, the "home built" systems often don't include maintenance costs.
Finally, customers often don't know which COTS tools are available. Professional
aerospace software doesn't appear in normal software outlets, advertising budgets are
small, and most information is word-of-mouth through people already in the commu-
nity. Despite these substantial obstacles, many organizations are now using COTS
software in response to the strong demand to reduce cost.

In order to use COTS tools to reduce space system cost, we need to change the way
we use software. We need to adapt to software not being exactly what we want, look
for ways to make existing software satisfy the need, or modify COTS software to more
closely match requirements. This is a normal part of doing business in other fields.
Very few firms choose to write their own word processor, even though no single word
processor precisely meets all needs. Instead, they choose one that most closely
matches what they want in terms of functions, support, and ease of use. We should use
the same criteria for COTS space software. In addition, we need to set realistic
expectations concerning what COTS software can do. Clearly, we can't expect the low
prices and extensive support that buyers of globally marketed commercial software
enjoy. We have to adjust our expectations to the smaller market for space-related soft-
ware, which means costs will be much higher than for normal commercial products.
Maintenance and upgrades will ordinarily require an ongoing maintenance contract.
Within thq aerospace community, a standard arrangement is for a maintenance and
upgrade contract to cost l5%o ofthe purchase pnce per year.

Using COTS software and reusing existing noncommercial software requires a
different mindset than continuously redeveloping software. We need to understand
both the strengths and weaknesses of the relatively small space commercial software
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, even though no single word \
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and ease of use. We should use
tion, we need to set realistic

y, we can't expect the low
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market for space-related soft-
normal commercial products.
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is for a maintenance and

year.
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We need to understand
space commercial software

There is a hierarchy of software cost, going from using corS software as is, to
developing an entirely new system. In order of increasing cbst, the maia options are

1. Use COTS software as sold

2. Use COTS software libraries

3. Modify cors software to meet specifrc program needs (modification may be
done by mission developer, prime contractor, or software developer)

4. Reuse existing flight or ground software systems or modules

5. Develop new systems based largely on existing software components

6. Develop new systems from scratch using formal requirements and develop'
ment processes

dramatically reduce the time needed to create simulations and analvze the results.
Because-these are generic tools, specific simulation characteristics are set up by the
user, although subroutine libraries often exist. Thus, we will need to create orbit
propagators, attitude models, environment models, and whatever else the problern
dictates- We use this fype of simulation principally fq1 sfteining mathematical data
and typically not for animation:

Low'cost Analysis Programs. These are prograrns intended for a much wider,
audience such as the amateur astronomy or space science community. However, when,
carefully selected and used appropriately, they can provide nearly instant results at ,
very low cost. The programs themselves cost a few hundred ooilars or less, are
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TABLE 3-9. Commercial Space Mission Analysis and Design Software. New versions are
typically released roughly annually. Because of the very small size of the space
markel, commercial space software both enters and leaves the marketplace on a
regular basis.

immediately available from mail-order retailers, and can be run within a few hours of
receiving them. A typical program in this calegory is Dance of the Planets, developed
by Arc Science Simulations, for simulating astronomical events and allowing amateur
space enthusiasts to create simulations of solar system events and obtain views from
spacecraft which they define. A key characteristic of this program is that it creates
simulations by integrating the equations of motion of celestial objects, thus allowing
the user to define an interplanetary spacecraft orbit and determine its interaction with
various celestial bodies. While less accurate than high-fidelity simulations created
after a mission is fully funded, this type of tool can produce moderately accurate
results quickly and at very low cost.

A second type of system used by amateurs consists of data sets, such as star
catalogs, and the associated programs used to access and manipulate the data. For
example, the complete Hubble Guide Star Catalog, created for the Space Telescope
mission and containing over 19 million stars and nonstellar objects, is available on two
CD-ROMs for less than $100. Smaller star catalogs contain fewer entries, but typically
have much more data about each of the stars. All of the electronic star catalogs can be
read and star charts created by any of the major sky plotting programs, again available
off-the-shelf for a few hundred dollars.

Space Mission Analysis Systems. These are professional engineering tools created
specifically for the analysis and degign of space rnissions. Prices are several thousand
dollars and up. These tools can create very realistic simulations, including data gener-
ation, animation, user-defined figures of merit, and Monte Carlo simulations. One of
the most widely used tools in this category is Satellite TooI Kit (SfK), developed by
Analytical Graphics, which provides a basic simulation capability and a variety of add-
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Product Publisher
Approx.

Cost Purpose

Dance of
the Planets

Arc Science
Simulations

$250 Amateur visual and gravitational model of the solar
system usetul for interplanetary mission design

Edge Autometric $5,000 + Professional mission analysis system; many
modules; can be customized

EWB Maxwell
Labs

High Professional tool for space mission trade studies;
used for Soace Station

MUSE moduleMicrocosm $6,500 Mlssion Utility/Systems Engineering tool; evaluates
figures of merit; can be customized by user

ORB AIAA < $100 Orbit analysis tool included with the book
Spaeecraft Mission D esi g n; primarily interplanetary

Orbit Works ARSoftware $700 Orbit analysis, pass geometry, related tools; used by
many ground operations groups

SMAD
Software

KB Sciences $s00 10 software modules that implement equations in
the SMAD book

Satellite Tool
Kit, STK

Analytical
Graphics

c) Professional mission analysis system; many
modules

'Base program is free; modules range from $2,000 to $30,000.
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on modules for animation generation, orbit determination and propagation, coverage
analysis, and rnission scheduling. T\e Mission utility/systems Engineering Module
(MUSE) by Microcosm allows the evaluation of a variety of generic figures of merit
(such as coverage or timeliness) and provides Monte Carlo simulation runs to create
statistical output. MUSE is intended specifically to allow the user to define new fig-
ures of merit to allow the rapid creation of mission-specific simulations. The'Edge
product family by Autometric provides very high-fidelity animation of a variety of
space missions and is intended to be adapted by either the-company or the user to
become a mission-specific simulation. Each of the tools in this category can provide
high-fidelity simulations at a much lower cost than creating systems from sqratch.

3.4 Step 9: Mission Concept Selection

This section is concerned not with the detailed engineering decisions for a space
mission, but with the broad trades involved in defining the overall mission-whether
to proceed with it and what concept to use. Decisions for space missions fall into three
broad categories: (1) golno-go decision on proceeding with the mission; (2) selection
of the mission concept; and (3) detailed engineering decisions, which are generally
described throughout this book.

In principle, the golno-go decision depends on only a few factors, the most impor-
tant of which are:

. Does the proposed system meet the overall mission objectives?

. Is it technically feasible?

. Is the level ofrisk acceptable?

. Are the schedule and budget within the established constraints?

' Do preliminary results show this option to be better thau nonspace solutions?

In addition to the above technical issues, a number of nontechnical criteria are ordi-
nariiy equally or more important in the decision-making process:

. Does the mission meet the political objectives?

' Are the organizational responsibilities acceptable to all of the organizations
involved in the decision?

. Does the mission support the infrastructure in place or contemplated?

For example, a mission may be approved to keep an organization in business, or it
may be delayed or suspended ifit requires creating an infrastructure perceived as not
needed in the long term. The mission analysis activity must include nontechnical
factors associated with space missions and see that they are appropriately addrebsed.

The top-level trades in concept selection are usually not fully quantitative, and we
should not force them to be. The purpose of the trade studies and utility analysis is to
make the decisions as inforrhed as possible. We wish to add quantitative information
to the decisions, not quantify the decision making. In other words, we should not
undervalue the decision-maker's judgment by affempting to replace it with a simplis-
tic formula or rule.

Table 3-10 shows how we might try to quantify a decision. Assume that a system
costs $500 million, but-an improvement could save up to $300 million. To save this
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money, we could use option A, B, or C. Option A would cost $35 million, but the prob-
ability of success is only 70vo;B would cost $100 million withggvo probability of
success; C would cost $200 million with a 99.9Vo probability of success.

TABLE 3-10. Mathematical Model of Hypothetical Decision Process (costs in gM). Numer-
ically, we would choose B or A if it were available. Realistically, any of the choices
may be best depending on the decision criteria.

Which option should we select? The table gives the cost if successful, the cost if the
improvement fails, and the expected values of both the cost and net savings. By
numbers alone, we would select option B with an expected savings of $197 million.
However, reasonable and valid cases can be made for both A and C. In option A, we
risk only $35 million, and, therefore, are minimizing the total cost if the improvement
succeeds or if it fails. In fact, the $600 million cost of failure for option B may be too
much for the system to bear, no matter the expected savings. option c provides a net
savings of "only" $100 million, but its success is virtually certain. Although savings
for this option are less dramatic, it does provide major savings while minimizing risk.
In this case, we may assume the cost to be a fixed $400 million, with failure being so
unlikely that we can discount it. option B, of course, balances cost and risk to maxi-
mize the expected savings.

Suppose, however, that option A had an 807o probability of success as shown in A',
rather than the original 70vo probability. In this case, the expected savings of A' would
increase to $205 million, and would make it the preferred approach in pure expectation
terms. However, most individuals or groups faced with decisions of this sort are
unlikely to change from option B to A'based solely on the increase in estimated prob-
ability to 8ovo. Their decisions are more likely to depend on perceived risk or on
minimizing losses. Using nonmathematical criteria does not make the decisions
incorrect or invalid, nor does it make the numerical values unimportant. we need
quantitative information to choose between options but we do not have to base our
decisions exclusively on this information.

As a second example, we can apply the results of utility analysis to concept selec-
tion for FireSat. In particular, the number of satellites strongly drives the cost of a
constellation. If we select the low-Earth orbit approach for FireSat, how many sar-
ellites should the operational constellation contain? More satellites means better
coverage and, therefore, reduces the time from when a fire starts until it is first de-
tected. Consequently, one of our key parameters is the time late, that is, the time from
when a fire starts until the system detects its presence and transmits the information to
the ground. Figure 3-5 plots the hypothetical time late vs. the number of satellites for
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Step 9: Mission Concept Selection

FireSat. The details of such plots will depend on the latih:de under consideration,
swath coverage, altitude, and various other parameters. However, the characteristic of
increasing coverage with more satellites eventually reaches a point of diminishing
returns. This will normally be true irrespective of the coverage assumptions.

4  6  I  1 0

Number of  Satel l i tes

Fig. 3-5. Hypothetical Coverage Data for FireSat. See text for definitions and discussion. As
discussed in Sec. 7.5, satellite growth comes in increments or plateaus. These are
assumed to be 2-satellite increments tor Firesat.

If we assume an initial goal for time late of no more than 5 hours, we see from the
plol that a system of 6 satellites can meet this goal. Alternatively, a 4-satellite system
can achieve a time late of 6 hours. Is the smaller time late worth the increased number
of satellites and the money to build them? Only the ultimate users of the system can
judge. The additional warning may be critical to fire containment and, therefore, a key
to mission success. However, it is also possible that the original goal was somewhat
arbitrary, and a time of approximately 5 hours is what is really needed. In this case,
fire-filhting resoruces could probably be used better by flying a 4-satellite system with
6 hours time late and applying the savings to other pu{poses. Again, mission utility
analysis simply providei quanhtative dati for inteltigenfdecisionhaking.

Of course, we must remember that the number of FireSat satellites will depend not
only on the utiliry analysis but also on politics, schedules, and resources. The public
must see FireSat as an appropriate response to the problem, as well as an efhcient use
of scarce economic resources compared to, for example, more fire fighters. In addi-
tion, a satellite system may serve several missions, with multiple mission criteria and
needs. Just as we cannot apply only one criterion to some system drivers, we may not
be able to balance numerically the several criteria for mission selection. Instead, the
developers, operators, and users must balance them using the insight gained from the
system trades and mission utility analysis.

Having undertaken a round of system trades, evaluated the mission utility, and
selected one or more baseline approaches, we are ready to return to the issue of system
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requirements and their flow-down to various components. Chapter 4 treats this area,
which is simply the next step in the iterative process of gxploring concepts and defin-
ing requirements.
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4.1. Role of Requirements in System Development

To this point, the book has dealt with the mission analysis and concept development
process which ideally drives the sy'stem design. The mission objectives and system
concepts we have adopted have involved five basic measures: (1) required perfor-
mance, (2) cost, (3) development and deployment schedule, (4) implicit and explicit
constraints, and (5) risk. The same measures continue to apply during the entire system
engineering process, from concept to implementation. Through this process, we
decompose and allocate the central system-derived requirements (sometimes
expressed as system specifications) to individual segments or system elements, inter-
faces between these as well as interfaces external to the system. To define the total
system, therefore, users, customers, system engineers, and segment developers must
constantly interact. Although we initiate the process in a "top-down" fashion, we
typically must continually reconcile system level requirements with technology and
Iower-level design development.

A healthy tension often exists between the user and development communities.
Developers may consider the user wedded to current operational approaches and
insensitive to how over-specified requirements constrain design. Users often believe
that developers favor new technology and ignore the practical needs associated with
operating a system and exploiting the mission data. Thus, the developer may establish
mission requirements without consulting the user, or the user may produce "non-
negotiable stone tablets" and cany them down from the mountain too late or too over-
specified for actual use. Because both sides have valid concerns, however, they must
cooperate from the start in developing the mission's operational requirements. We
may implement this cooperation through so-called IPTs (Integrated Product Teams)
involving both users/customers and developers.

Typically, developers wanting to build as soon as possible drive prematurely
toward low-level detail. Sometimes they underemphasize the original mission drivers
---+equirements which dominate performance, cost, and schedule risk. Customers
often constrain system development with overly specific requirements at levels below
the critical requirements that determine most of a program's cost and risk. While the
level of formality and detail may yary depending upon system maturity, complexity,
and size, critical requirements must remain in the forefront during design, develop-
ment, and validation of the system.

Overzealous requirements can also find their way into mission statements. For
example, a user may specify the scan rate and swath width under payload and coverage
performance. Clearly, these constraints on sensor design and constellation are inappro-
priate in this case, prior to establishing a system which meets the key requirements,
i.e., timely data with enough accuracy and resolution. Specifications on launch rate,
launch responsiveness, and spacecraft reliability are also common. But so long as a
system meets availability and maximum outage needs, the developer should be able to
allocate requirements for reliability, maintenance, and replacement. Mission require-
ments concerning launch, operation, or maintenance may establish the design domain,
but not dictate the design. On the other hand, the user must also be a party to the system
design as it conyerges, to identify design characteristics likely to produce operational
problems.

Table l-5 in Sec. 1.4 shows essential requirements for the FireSat mission. These
requirements neither dictate nor impose needless constraints on design, but they do
specify what is essential to perform the mission and operate the system. The table
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contains enough information to derive the specific design characteristics with
sufficient controls on the user's essential requirements. Also, the table includes no
unverifrable terms or goals such as "maximizi," "sufficient," or..optimize," because
these words have no quantifrable interpretations. Requirements which we are asked to
implement only if no "impact" results, are in fact goals and we cannot treat them as

straint. Others, but by no means all, include environmental and safety issues, legal and
political mandates, fixed asset usage, involvement of geographically distribJted or
foreign offset contractors.

An alternative view of,"goals" vs. 'tequirements" is that the former represenr
design margin. Any firm requirement must result in a level of margin in the design,
and we can regard the "goal" as specifying the desired margin. As thE design manuis,
the margin represents the trade-space available to decision-makers. The user must
ultimately decide whether the additional performance is worth its associated incre-
mental cost.

Designers often focus on performance areas, such as operating the payload and
distributingthe ryission data, and underemphasize the more mundane requirements,
such as availability and accommodation to the external environment. Yet these can be

upgrades to a system's capabilities.
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requirements, including internal and external interfaces. Top level or mission
requirements drive early activities--developing the system concept and assessing
technology. We must be prepared to modify these as the concepts and design mature
and cause re-evaluation

TABLE 4-1. Evolution of Requirements Activities and Products. Each development phase
tends to focus on specific requirement and design considerations.

Needs Analysis
. Defining mission requirements
. Defining environment
. ldentifying mission drivers and constraints
. Technology programs

Concept Development
. ldentifying critical driving requirements and associated risks
. Developing operations and design concepts
. Cost estimates
. Functional analysis and major interfaces
. System studies and simulations
. Prototyping and assessing technology

Concept Validation
. Tailored system and segment definitions
. Preliminary internal interface requirements
. Preliminary system standards
. Preliminary requiremehts flowdowft
. Integrated system validation including test planning
. Transition planning
. Validating technology

Design and lmplementatlon
. Detailed requirements flowdown
. Developing formal design documentation and interface control
. Integrating and testing the system
. Demonstrating and verifying the system
. Test procedures and reports

During concept development, we normally carry forward and evaluate many design
options, so we need to specify and document requirements in critical areas in a flexible
fashion. We generally don't require formal specifications complying with acquisition
standards and serving as the legal basis for the system until full-scale development. At
that point, we need to have solved the critical pro$am risk areas. Until then, however,
there are no set prescriptions for the requirements products other than what the pro-
gram finds applicable and workable.

We should, of course, recognize that the spectrum of valid approaches for require-
ments development and application is broad. Significant differences exist among
NASA, DoD, ESA, NASDA and other development agencies, as well as their con-
tractors, and even among locations within the same organization. For example, all
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4.14.1 Role of Requirements in System Development

ized too early. ln full-scale development, most of the requirements activities center on

the technology and production base and carry backup plans, in case program risk
mauagement demands changes to basic design requirements and interfaces to reallo-
cate performance.

Although the success ofevery program hinges on performance, cost, and schedule,
cost is typically the most constraining. One reaction to cost emphasis is the design-to-
co.tt practice by which a fixed dollar amount affects possible design solutions. Thus,
progressive design development may, under eost limitations, cause review of require-
ments, with attendant trades between cost and performance. This has clearly been a
factor in the design and functions of the Intemational Space station (ISS). we can do
much to control progrilm costs while analyzing requirements. Foi instance, over-
specifred requirements may be "safe," but evaluation of necessary design margins
early via close interaction between the developer ,and the requirements specifier
permits us to make timely hades.

As discussed earlier, defining requirements without attending to production and
operational support is also costly, Thus, with every major decision, we must consider
which performance option meets essential requirements while minimizing cost.

Sometimes, standardizing can reduce costs and improve operability. F-or example,
particularly in the commercial communications industry, use of a "standard bus" or
basic vehicle can yield lower costs for many programs. We sometimes call this process
"platform-based design." In addressing approaches to standardization, hoyever, we
must always consider trade-offs between reduced cost and increased development
risk.

causes a change in the design and operations concept, and possibly a change to the
original schedule.

An aside on requirements and cost control is imperative here. solutions to
constraining cost (e.g., design.to-cost specification, imposed standardization) are



Requirements Defi nition

difficult to implement in truly innovative space systems. In fact, well-intentioned
approaches early in the design cycle may result in serious cost growth later,in design
and operation. But this difficulty in explicit cost control does not imply we should
avoid the challenge. The growth in cost from the early estimates.performed during
Concept Development is typically driven by a few controllable problems. First, not
fully accounting for all elements of cost in these early estimates is common. Fre-
quently, not consulting with designers and manufacturers who will develop the system
and the operators who will control the system results in misunderstanding cost or miss-
ing elements of cost. Second, overspecifying the system inhibits trades which we can
focus on cost reduction. Finally (and probably the most prevalent problem), heavy and
unconffolled changes to requirements as the system proceeds through latter stages of
design can create major growth in cost due to constant redesign and related material
and time waste. Worse, the loss of a fully understood system baseline becomes more
likely and potentially very costly later in the program. The process of def,rning and
flowing down requirements affects cost more than any other program activity.

Then, too, on several occasions, customer requirements accepted without rational
challenge have led to unjustifiable project costs and, in two well-documented cases,
eventually caused cancellation. One of the authors once had the opportunity to
convince a customer that a new requirement that was inserted after program start
would not enhance the mission; millions of dollars were saved and the customer's
belief in our integrity was solidified.

4.1.L Quality Function Deployment-A Tool for Requirements Development

While there are several structured approaches to developing requirements from the
customer/user needs, the most commonly used tool is Quality Function Deployment,
or QFD. Its application is not product limited; we also usq it in developing of
requirements for processes and services.

Quality Function Deployment derives from three Japanese words or characters
meaning (1) quality or features, (2) function or mechanization, and (3) deployment or
evaluation. Symbolically we define the combination as "attribute and function
development." It involves a series of matrices organized to define system characteris-
tics and attributes and can be applicable over multiple areas of decomposition. The
first level, connecting customer needs or requirements to technical attributes or
requirements, we often called the I1o use of Quality and configure it in its simplest form
as in Fig. 4-1. We often call the left hand column the "Whats" (at this first level, this
is called the "voice of the customeC') and we call the horizontal attributes the "Hows."
This relationship will become apparent as the "Ilows" define the means for fulfilling
the"Whats."

Weightings are applied to the "what" side of the matrix and are usually graded in
three levels to help establish priorities of needs and related technical attributes, While
of value in trading requirements, the primary use at this stage should be to define trade
space.

Figure 4-2 shows a simplified application to FireSat. Referring to Table 1-5 and
illustrating with only a few of the identified mission needs, an abbreviated matrix
shows some five needs and six relevant attributes. Note the conflicts between compet-
ing satellite orbits which could potentially satisfy key requirements. This suggests
carrying out extensive analysis and trades. Note also the relative priorities emphasiz-
ing technical attributes which assure timely coverage.
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matrix, with definitive characteristics, such as specific orbits, coverage per pass or unit
time and top reliability level which we would derive to satisfy the set of specified tech-
nical requirements. Figure 4-3 illustrates this progression.

System Bequirements Concept preliminary
Phase Phase Design phase

I

i:r#ffB:?i,"j"'
Fig. 4-3, Progression of QFD Process. lllustrated is the derivation of successive "What"

aspects from previous levels' responsive "Hows."

Thus the QFD is a structured means for a design team to address customer needs
and to develop the consequent design characteristics to satisfy them. It also serves to
sustain the trail of requirements derivation and provides a means for analyzing the
impact of changes to requirements at any level. And since we can link the technical
attributes responsive to needs, to functions of the system, there is a logical translation
to functional analysis via functional flow diagrams and thence architecture and inter-
face definitions.

As an added note regarding understanding the customer, I know of several satellite
projects that have had little success as commercial ventures because the contractor's
designers established requirements based on their own intelpretation of potential
customer needs. This was also the cause of a major military satellite contract loss to
the competition due to inaccurately presumed knowledge of customer's desires. The
voice of the customer must be heard before fixing a design.

4.2 Requirements Analysis and Performance Budgeting

we must decompose every system requirement into progressively lower levels of
design by defining the lower-level functions which determine how each function must
be performed. Allocation assigns the function and its associated performance require-
ment to a lower level design element. Decomposing and allocating starts at the system
level, where requirements derive directly from mission needs, and proceeds through
segment, subsystem, and component design levels. This process must also ensure
closure at the next higher level. Closure means that satisfying lorver-level require-
ments ensures performance at the next higher level, and that we can trace all
requirements back to satisfying mission needs. This emphasizes the iterative character
of the requirements development process.

4.2 Requirements Analysis
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Figure 4-4 shows how a single mission need:{he FireSat geopositioning error-
flows through many levels of design. Errors in the final mission data depend on many
sources of error in the processing. segments for space, mission control, and mission
data.

Fig. tt-4. Allocation from Mission Requirements through Component Design, Understand-
. ing the sources contributing to top-level requirements is essential.

Two important observations are necessary. First, the system encompasses more
than the spacecraft, and enors come from numerous segments. The accuracy of the
geolocated object in a FireSat image is driven by much more than the spacecraft's
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pointing capability. Second, while the number of error sources is large, they are not
aff equal. Many are predictable and relatively constant-star catalogs ana gafth
ellipsoid estimates. Others are more variable, but small and not significant drivers for
cost or technology. The remaining errors are those which are most amenable to
cost-performance-risk trade-offs and need the greatest level of attention during
requirements flowdown and validation.

4.2.1 Functional Analysis

The simplest way to represent functions-or actions by or within each element of
a system-is through a functional-flow block diagram. As Fig. 4-5 shows, we define
the topmost or first level functions of a system in the sequence in which they occur.
successive decomposition permits identifying how a system works at eaih level
pefole proceeding to lower levels. For example, to address sensor misalignment three
levels down in the functional flow (Function 4.4.4 in Fig. 4-5), it is necessary to
consider the production (1.0) and integration (2.0) phases, which require manufaclure
and validation within reasonable tolerances.

Flg.4-5. Functional Flows Generating Geoposltioning Information for FireSat Mission.
The functional flow defines what is to be done in a hierarchical framework. Additional
features can be added to the representation (e.g., data interfaces, control sequences)
using different diagramming techniques.
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error sources is large. they are not
constant-star catalogs and Earth
small and not significant drivers for

which are most amenable to
greatest level of attention during

by or within each element of
As Fig. 4-5 shows, we define

the sequence in which they occur.
a system works at each level

address sensor misalignment three
in Fig. 4-5), it is necessary to

phases, which require manufacture

Information tor FireSat Mission.
in a hierarchical framework. Additional

data interfaces, control sequences)

we can also use functional flow diagrams to depict information or data flow, as
well as coltrol gates governing function sequencing. Information may inblude inter-
face data flowing between functions, control relationships showing what must happen
before another function can begin, or data sources and destinationi.

framework which evolves is often a compromise among estimates of performance,
cost, schedule, and the risk associated with each decision. (Mcclure [1988] and
INCOSE Sixth Annual Proceedings [1996] provides an interesting discussion of sup-
port tools and techniques.)

4.2.2 lrrrtial Perfo rmance Bud gets

make this a Poor budget option: the satellite's subsystem for controlling attitude and
the potentially taxing calibration which the mission control segment must perform on
the attitude sensors.

At ttre other extreme, leaving the attitude budget loose and tightly estimating space-
craft position can have risks if a full GPS constellation is not in operation. Using GnS
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Fig. 4-6. Typical Options in Error Budgets for Attitude and Position. Variations in attitude
and ephemeris accuracy requirements have implications on allocation and attendant
design risk. A balance of cost, performance, and implementation risk must enter the
evaluation of options. Details of mapping budget development are given in Sec. 5.4.

risks degraded performance without a full constellation. Resorting to remote tracking
stations or other sources of information can require excessive response times. A third
option allows some risk for both attitude and position error budgets, but balances that
risk against the cost of achieving the required geopositioning accuracy.

Table 4-2 lists the elements we would normally budget with the chapter and para-
graph where we discuss each element. Budgeted items may come directly from
requirements such as geolocation or timing, or they may be related to elements of the
overall system design such as subsystem weight, power, or propellant.

Timeline budgets at the system level are also typical mission drivers. For FireSat, ;
tight timelines for tip-off response and data distribution will require developing an
initial budget. We must define and decompose all functions necessary to meet this
timeline, as well as define their allocation and control sequences (functions which can-
not start without completion of others and potential data hand-offs). Simulation will
help us estimate delays in processing and communication. Applying experience or
data from related systems provides some calibration. But this initial budget is just that,
since as the design process progresses, we will introduce changes from design itera-
tions among different levels.

It is, however, extremely important to recognize the nature of initial design budgets.
They are typically developed by system engineers with a broad understanding of the
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4.2 Requirements Analysis and Performance Budgeting

TABLE 4-2. Elements Frequently Budgeted In space Mission Design. Primary budgets are
directly related to mission requirements or ability to achieve the mission (e.g.,
weight). These primary requirements then flow down into secondary budgets.

system and its elements. But the details of new technology and lower-level desiga
studies can and should result in adjustments to these budges as experts familiar with
specifrc subsystem and component design review tlle initial allocations. A key aspect
ofthe system design is a robust initial allocation (i.e,, one which can tolerate changes
at subsequently lower design levels) and adaptable to iterations as noted previously.
Just as it is important to involve representatives of all affected levels of design in the
development of the initial budgets, it is also important to recognize the iterative nature
and that a system solution which minimizes total cost and risk may.impose more
shingent demands on certain aspects,of lower-level designs than others. The process
of reconciling the imposed costs and allocated risks involves a high degree of
negotiation.

Table 4-3 shows how the response timeline may affect the space and ground
segments of the system. While it may seem desirable to assign reiponsibility for a
specifred performance parameter to a single segment, we must evaluate and integrate
critical system parameters across segments. For example, FireSat must respond
quickly to tip.offs in order to provide the user timely data on suspected flres. This sin-
gle response requirement alone may defrne the size and orbit envelope of the satellite
constellation to ensure coverage when needed. Thus, time budgets for the following
chain of events will be critical to the mission control segment's performance:

Formulating the schedule for pass & tine intervals

Developing and scheduling commands to the spacecraft

Developing and checking constraints on the command load

Establishing communications with the spacecraft

T
T
I
T
U

Primary Secondary Where Discussed
Weight Subsystem weight

Power
Propellant

Secs. 10.3, 10.4
Secs. 10.3, 10.4, 11 .4
Secs. 10.3, 10.4, 17.4

Geolocation or System
Pointing Enors

Pointing & Alignment
Mapping
Attitude Control
Attitude Determination
Position Determination

Secs. 5.4, 10.4.2, 11.1
Sec. 5.4
Secs. 4.2, 10.4.2, 11.1
Secs. 4.2, 10.4.2, 11.1
Secs.4.2.6.1

Timing Coverage
Communications
Operations
Processing

Secs. 5.2, 7.2
Sec.  13 .1
Sec. 14.2
Sec. 16.2.1

Availability Reliability
Operations I

Secs. 10.5.2, 19.2
Sec. 142

Cost Development cost
Deployrnent cost
Operations and maintenance cost

Sec. 20.3
Sec.20.3
Sec.20.3
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TABLE 4-3, lmpact of Response-Time Requirement on Firesat's Space and Ground Seg-
ments. The assumed requirement is for fire data to be registered to a map base and

delivered to a user within 30 min of acquisition.

lmpact on Space Segment
Spacecraft constellation accessibility to specified Earth coordinates

Command load accept or interrupt timelines

Communication timeliries to ground segments

Satellite availability

lmpact on Ground Segment
Time to determine and arbitrate satellite operations schedule

Manual interrupt of scheduled operations

Command load generation and constraint checking time

Availability of mission ground segments and communications

lmage processing timelines

lmage sorting and distribution timelines

The space and ground segment budgets may involve intemrpting culrent command
loads, maneuvering the spacecraft, collecting the mission data, establishing communi-
cations links scheduled from the ground, and communicating the mission data. Mis-

sion data processing must receive, store, and process the mission data, sort it by user

or by required media, and send it to the user. We must consider all of these activities

in establishing budgets to meet the system requirement of delivering specified data and

format within 30 min of acquiring it.

Requirements Budget Allocation Example

Pointing budget development, described in Sec. 5.4, is a problem on space missions
using pointable sensors. Another common budget example is the timing delay associ-

ated with getting mission data to end users. It can be a critical requirement for system
design, as is the case of detecting booster plume signatures associated with ballistic
missile launches. In that case, coverage (i.e., the time from initiation of a launch to
initial detection) as well as the subsequent transmission, processing, distribution, and
interpretation of the detection, is time critical. Because of the severe coverage require-
ment, geosynchronous satellites with sensitive payloads and rapid processing are
needed.

The FireSat mission does not require timing nearly as critical as missile detection,
but clearly the detection of forest fires is a time-sensitive problem. Figure 4-7 shows
both the timeline and the requirements budget associated with it. For FireSat's Earth
coverage (i.e., Time Segment 1), it would be ideal to provide continuous surveillance
using a geosynchronous satellite. However, cost and ground resolution favor a low-
Earth orbit implementation which results in Time Segment 1 being three to six hours,
depending principally on the number of satellites in the constellation.

Once detection occurs, a series of shorter timeline events must occur to achieve the
30-minute requirement for Time Segment 2. The system may need to validate each
detection to minimize the number of false alarms transmitted to the ground for
processing. This may impose design specifications for onboard detection processing
and additional payload "looks." The time spent downlinking the data after validating
a detection could have a significant impact on the communications architecture that
assures rapid acquisition of the required links. The availability of direct or relay links
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Fig.4-7. Mission Oata Timeline and Requirements Budget. The actual time from the detec-
'tion of a fire to distribution of the time-urgent data is related both to coverage and
specifi c timing requirements.

to meet this timeline is a significant cost driver, potentially replacing a "store and
dump" approach appropriate for purely scientific missions.

Once the ground system receives the data it,must process the data to format it,
perform orbit, altitude, and ground-look-point determination, and then extract the rel-
evant fire-detection data. A short time requirement here will likely demand real-time
processing and a substantial capacity to support real-time operation. Identification aid
subsequent confirmation of a fire prior to broader dissemination may drive either a
high performance pattern-matching process or manual processing in a time-critical
fashion. Once the system confirms a fire, the data must be registered and prepared for
distribution to appropriate end users. This preparation may involve merging it wittr

Earth coordinates
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standard data sets to support evaluating the fire at a later tirne. The data processing
system must also queue the data for distribution over a network. Priorities and proto-
cols may drive the management of input queues and network routing. Figuie 4-7
shows the initial allocations for the, components of Time Segment 2.

This example punctuates two critical activities: First, the components of a timeline
must follow the step-by-step functional flow described in 4.2.1. The functions them-
selves may be strictly sequential or capable of being processed in parallel to shorten
timelines. Functional representation diagrams and support tools (e.g., builrin simula-
tion) can ease this evaluation. Second, there are numerous performance-cost trade-offs
at each decision point which dictate the time-budget allocations. The objective is to
meet the highest level requirement while equally sharing the potential performance
risk and cost associated with meeting each derived requirement.

4.2.3 Refining and Negotiating the Performance Budgets
System engineers must thoroughly understand how to develop and define require-

ments, then allocate,and negotiate budgets associated with them. Failure to meet key
budgets can lead to major system problems. Early dehnition permits the iterative
process of adjusting allocations, margins and even operations well before major cost
or schedule penalties occur.

Performance budgeting and validating key system requirements is the iterative
process, as shown in Fig.4-8. Before the'process can actually start, however, the
specific performance parameter and associated requirement statement must be clear
and traceable to the mission need. The Quality Function Deployment methodology
and several tools make this possible by maintaining the link betwlen the need and th!
technical requirement in traceable documentation. Vague, inconsistent, or unquantifi-
able requirements too often lead to inaccurate understanding, misinterpretation and/or
exploitation. This applies especially to critical areas of system perfbrmance which
without early and thorough interaction and/or prototype testing can become expensive
and program-threatening later. We should also note that the iterative process includes
negotiation and re-negotiation of budgets based upon evidence from the design pro-
cess and the discovery of errors and "injustices" in the initial allocation.

We know of several programs in which major difficulties have resulted from con-
flict- among requirements. One case involved the difference between operational
availability of ground stations with that of the satellites in a system. Anothei involved
the selection of the launch vehicle before a design concept was established, the re-
quirements for the latter driving the mass far beyond the booster's lift capability. And
in a third case, the changes in a customer's program management introduced new
requirements for a payload which invalidated the flowdown of the original project
requirements' The response to this required both data and persuasiveneis, the latter
being unfortunately insufficient until serious problems arose in the systems design.

An aside is worthwhile at this point on the issue of requirements-level vs. deiign-
level budgeting. lhe system-level design is a logical integration or synthesis of
segment designs. Defining functions and their performance requirements and those
interfaces requiring support lays the framework for deciding '.irow" to design each
segment. For FireSat, this relates to the accuracy of the geolocation and the all,ocation
to segments of ephemeris, attitude, and other contributions. The ..how" relates to space
segment hardware decisions such as whether to use star sensor or gyro performanie to
achieve the required attitude accuracy. But such decisions affecimission operations
which must then schedule star sensor calibration and gyro alignment so the spacecraft
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At this stage of budgeting, design margin becomes an issue; specifically, how much
is reasonable to keep, who knows where it is, and who has the authority to adjust it?
Typically, margin is statistical (e.g., two-sigma error requirements), so as it cascades
to various levels of design it can'produce significant overdesign and cost. Design
engineers can complicate appropriate adjustment by keeping margin at lower tiers of
design, where it tends not to be visible or usable for reallocation. Here prescription
cannot substitute for judgment. Sometimes, margins can provide robustness against
on-orbit failures, but can also cause problems. For example, too much margin in com-
munication links could actually saturate receivers. Key system requirements must also
have margins, which we can trade or allocate downward, so as to permit meeting real-
istic performance and reliability with minimum risk.

Once the first cycle of interactions between system and segments personne.l has
established the best controlled estimate of key performance budgets we must continue
to test the design we are developing. Configurations should be validated via simula-
tions or prototypes. These early exercises in system integration are important in
developing a consensus that continues through the initial design phase.

At all times a baseline of common requirements must support this process of
analyzing and estimating performance requirements, interacting and negotiating with
segment implementors, and validating the key performance drivers early in the design
phase. The validation exercises use many specific scenarios or point situations to
evaluate performance. Meeting performance budgets in these point situations is
comforting, but not sufficient. Scenarios designed to stress one aspect of system
performance may not provide adequate coverage of other aspects. The converging,
controlled system requirements captured in requirements documents, interfaces, and
standards are often the only reference for system functions and performance. The
requirements documentation must match the phase of system development in matur-
ity, but it must always reflect the results of analyses, performance budget negotiations,
and validation exercises-faithfully, openly, and quickly.

4.3 Requirements Documentation and Specifications

In dealing with criteria for requirements documents, we should note the references
goveming much of today's systems engineering practice in the aerospace industry.
With the deletion of most military standards in the United States as contractual
requirements, intemal documents most often establish and govern system design and
engineering practices. These documents, however, are based largely upon either the
previously controlling MIL-STD-499 or its successor (not issued but available in final
draft) 499b, or newer civil organization standards. These include the Electronics
Industries Association (in conjunction with the International Council on Systems
Engineering) EIA/IS 632, Systems Engineering and the Institute of Electrical and
Electronic Engineering (IEEE) Trial Use standard, and Applicatign and Management
of the Systems Engineering Process, IEEE 1220. Most recently, the International Stan-
dards Organization (ISO) moved to incorporate systems engineering in the growing
body of international standards and to develop ISO Standard 15288, System Life
Cycle Processes, which can serve as a framework for activities in the increasingly
global context of the aerospace industry. All of these documents place mission and
requirements development and management at the head of system design processes.

Effective requirements documents must be consistent and complete relative to the
maturity of the system in its development cycle. consistency means that we should
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should come before the latter. However, once segments are defined, there may be
trade-offs required at the system level in response to cost, interface issues, perfor-
mance limitations, or schedules related to segment designs.

We should note that among the system plans derived from requirements are test
plans which will reflect validation and verification of these requirements in qualifica-
tion and acceptance processes. These characteristically are reflections from test spec-
ifications which identify objectives, environments and levels of assembly at which
tests are to be performed.

It should be remembered that requirements specifications, at system and lower
levels, are potentially subject to change. Therefore, they should be designated, "pre-
liminary" prior to reviews at each stage of design. During formal design phases, while
requirements may have to be traded, the specifications must, like design documents,
be subject to rigorous change control.

In addition, when requirements specifications at a top level govem more than one
system segment, tailoring to accommodate the specific character of a segment may be
appropriate. This is particularly so with requirements not directly associated with
system performance.

Interface Management
Often, developers overlook or assume external interfaces in the early stages of

system development, but they must be carefully considered with the total system
architecture. Internal to the system, documenting interfaces between segments, usually
through intetface control documents or ICDs, is the key to integrating and maintaining
relationships between these segments. The system level ICD may be referred to or
included in the system specification. Documents covering critical interfaces, such as
the spacecraft-to-ground segment for FireSat, can become highly complex. Two
guidelines are important in developing and refining interface documents. Each docu-
mentnormally covers only two segments, although multiple elements within segments
may require consideration of relationships with other segments. In general, we should
avoid designs necessitating such added complexity.
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In all cases, we must document these agreements at every level of design, usually
in ICDs. At the system level, project managers or system engineers control these,
while internal to segments, this is the responsibility of individual element leaders (see
Chap. 16). Although the content and format of interface documents vary significantly
with products and organizations, elements always addressed include physical and data
or signal interfaces and interactions. Thus pin connections and message formats
clearly must be defrned in interface documents; but the characteristics of gyro drift and
star sensor performance (such as nonlinearities of the transfer function, output axis
coupling or star sensor noise) require the same definition level so that the mission
ground station can correctly calibrate them.

4.4 Surnmary: The Steps to a Requirements Baseline

We have commented tlat we cannot prescribe a single means for establishing
requirements. This chapter does, however, present guidelines for establishing a
requirements baseline in approximately sequential order. This baseline is a reference
not only for establishing the premises for functional design, but also a means of
continually assessing the impact of design decisions on requirements validation. We
can predetermine some requirements, such as constraints on a system. (One example
could be the requirement to use existing NASA ground facilities.) We rnust recognize
that requirements can and do change and that flexibility in the design process is
necessary to accommodate such change, as in the need to iterate the relationships
among design, functions and requirements. Documentation is also a critical aspect of
the requirements process, for sustaining the baseline reference, as well as providing
the translation for system development of the mission objectives.

System Specification.
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TABLE 4-4. Steps to Developing a RequirementS Baseline.

1. ldentify the customer and user of the product or services. A customer may be a procuring
agent but not the ultimate user and both must be understood.

2. ldentify and prioritize customer/user objectives and needs for the mission to be
accomplished.

3. Define internal and external constraints.

4. Translate customer/user needs into functional attributes and system characteristics.
Quality Function Dedoyment is one tool to do this.

5. Establish tunctional requirements for system and provide for decomposition to elements.

6. Establish functional flow and representative for its performance of functions.

7. Translate functional attributes into technical characteristics vrrhich will become the
requirements for the physical system.

8. Establish quantifiable requirements from all the above steps.

9. Through the use of block diagrams expressing interfaces and hardware/software/data
relationshipS for the system level.

10. From the architecture expressed by step I at the system level, decompose the functional
requirements and characteristics sets to successive lower levels, i.e., the next level
defining the basis of the elements of the system.

11. At all the steps above, iteration with preceding activities is necessary both to test the
assumptions made and to reconcile higher levels of requirements and functional
implementation.



In the steps which relate to determining requirements, every requirement must have
at least the following three cornponents: first, "what" the systern is to do (the function);
second, "how well" it is to perform the function Qterformance requiremenr); last, how
we verify the requirement (verification). This last component should be of particular
concern to us early in the requirements development process, and we should translate
it into a verification and validation plan which will govern the quality and qualification
test programs.

Table 4-4lists ten steps to establishing a requirements baseline in the early phase
of_a-development program. It emphasizes activities concerned with analyzing and
validating system requirements versus the design of segments, subsystems, or compo-
nents. These activities produce a hierarchical baseline of requirements which lead to
allocation throughout a decomposed system.
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Chapter 5

Space Mission Geometry

James R. Wertz, Microcosm,Inc.

5.1 Introduction to Geometry on the Celestial Sphere
5.2 Earth Geomefy Viewed from Space
5.3 Apparent Motion of Satellites for an Observer on the Earth

Satellites in Circular low-Earth Orbit: Satellites in
Geosynchronous Orbit and Above

5.4 Development of Mapping and Pointing Budgets

Much spaceflight analysis requires knowing the apparent position and motion of
objects as seen by the spacecraft. This type of analysis deals predominantly, though
.not entirely, with directions-only geometry.we want to know how to point the space-
craft or instrument, or how to interpret the view of a spacecraft camera or antenna
pattern. Two formal mechanisms for dealing with directions-only geometry are unit
vec.tors and the celestial sphere. Unit vectors are more common in most areas of
analysis. However, the celestial sphere provides greatly improved physical insight
which can be critical to the space mission designer. Consequently, we first introduce
the basic concept ofusing the celestial sphere for directions-only geometry and then
apply the concept to space.mission geometry as seen from either the Earth or the space-

g, craft. Finally, we develop a methodology for drawing up spacecraft mapping and
L pointing budgets.

To begin any forrral problem in space mission geometry, we must first select a
coordinate system. In principle, any coordinate system will do. In practice, selecting
the right one can increase insight into ttre problem and substantially reduce the
prospect for errors. The most cofllmon source of error in space geometry analyses is
incorrectly defining the coordinate systems involved.

To define a coordinate system for space applicalions, we must fust specify fwo
characteristics: the location of the center and what the coordinate system is fixed with
respect to. TypicalJy, we chooSe the Earth's center as the coordinate system center for
problems in orbit analysis or geometry on the Earth's surface; we choose the
spacecraft's position for problems concerning the apparent position and motibn of
objects as seen from the spacecraft. Occasionally, coordinates are centered on a
specific spacecraft instrument when we are interested not only in viewing the outside
world but also in obstructions to the field of view by other spacecraft components.
Typical ways to fix a coordinate system are with respect to inertial space, to the
direction of the Earth or some other object being viewed, to the spacecraft, or to an
instrument on the spacecraft. Table 5-1 lists the most common coordinate systems in

95
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space mission analysis and their applications. These are illustrated in Fig. 5-1. If you
are uncertain of the coordinate system to select, I recommend beginning problems with
the following:

Earth-centered inertial for cirbit problems

Spacecraft-centered local horizontal for missions viewing the Earth

Spacecraft-centered inertial for missions viewing anything other than the
Earth

Actually rotaling slowly with respect to inertial space. See text tor discussion.
Earth-centered inertial coordinates are lrequently called GCI (Geocentric Ineftial).
Also cafled LVLH (Local Vertical/Local Horizantal), RPY (Roil, Pilch, Yaw), or Local Tangent Coordinates

Unfortunately, the inertial coordinate system which everyone uses, calledcelestial
coordinates, is not truly hxed with respect to inertial space-that is, the mean position
of the stars in the vicinity of the Sun. Celestial coordinates are defined by the direction
in space of the Earth's pole, called the celestial pole, and the direction from the Earth
to the Sun on the first day of spring, when the Sun crosses the Earth's equatorial plane
going from south to north. This fundamental reference direction in the sky'is known
asthevernal equinox or First Point of Arjes.* Unfortunately for mission geometry, the
Earth's axis and, therefore, the vemal equinox precesses around the pole of the Earth's
orbit about the Sun with a period of 26,000 years. This precession of the equinoxes
results in a shift of the position of the vernal equinox relative to the fixed stars at a rate

' The position of the vernal equinox in the sky has been known since before the naming of
constellations. When the zodiacal constellations were given their current names several thou-
sand years agg,-the vernal equinox was in Aries, the Ram. consequently the zodiacal symbol
for the Ram, f, or sometimes a capital T (which has a similar appearance), is used for the
vernal equinox. Since that time the vernal equinox has moved through the constellation of
Pisces and is now slowly entering Aquarius, ushering in the "Age of Aquarius."

a

Nominal Negative
Orbit Normal

A. Spacecratt-f ixed Coordinates

i C. Roll, Pitch, and Yaw (RPY) Coordinal

Fig.5-1. Coordinate Systems in Common I
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TABLE 5-1. Common Coordinate Systems Used in Space Applications. Also see Fig. 5-1.
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Name
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engineering
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Spacecraft

Sun
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pole

Earth pole
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pole
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axistoward
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Ecliptic
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Perpendicular
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Geolocation,
apparent satellite
motion
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Solar system orbits,
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ephemerides
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Fig' 5-1. coordinate systems in common use. see Table 5-1 for characteristics.

nates are conveniently done by standard computer subroutines. They are -important for
Preclsg numerical work, but are not critical for most problems in mission analysis.

once we have defined a coordinate system, wb can specify a direction in space by
a unit vector, or vector of unit magnitude, in that direction. While a unit vector will
have three components, only two will be independent because the magnitude of the
vector must be one. We can also define a unit vector by defining the two coordinates
of its position on the surface of a sphere of unit radius, called the celestial sphere,
centered on the origin of the coordinate system. Clearly, every unit vector corresponds
to one and only one point on the celestial sphere, and every point on the surface of the
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sphere corresponds to a unique unitvector, as illustrated in Fig. 5-2. Because either
representation is mathematically conect, we can shift back and iorth between them as
the problem demands. Unit vector analysis is typically the most convenient form for
computer computations, while the celestial sphere approach provides the geometrical
and physical insight so important to mission analysis. In Fig. 5-2 it is difficult to
estimate the X, Y, and Z components of the unit vector on the left, whereas we can
easily determine the two coordinates corresponding to a point on the celestial sphere
from the figure on the right. Perhaps more important, thi celestial sphere allows us
easily to represent a large collection of points or the trace of a moving vector by simply
drawing a line on the sphere. We will use the celestial sphere throughout most of this
chapter, because it gives us more physical insight and more abilityio convey precise
information in an illustration.

or very far, such as the surface of the E
the observer from illustrations after thr
observer is at the center of the sohere.
observer-centered celestial sphere, we
sphere itself, ignoring gntirely thq unit'

f = Sun Angle
4 = Nadir Angle

Fig. 5-3. Use of Celestial Sphere to Repr.
the triangle are arc lengths. The ar

Points on the celestial sphere represe:
the Sun, the Moon, or a spacecraft axis
called the antipode, or antipoint, and fr,
the direction opposite the Sun, and is cal
to the center of the Earth. The direction
the sphere may represent either direction
with no object associated with them, su
Earth (the celestial pole) or parallel to th

' A great circle on the celestial sphere i
equal hemispheres. Any other circle on l
a great circle is called an arc or arc segmr
in plane geometry. Thus, the shortest pat
isthe great circle arc connecting the starr
other determine a unique great circle arc
' Given 3 points on the sky, we can cor
11, and B on Fig. 5-3) to construct a sphe
vertices of the spherical triangle arc cal
lengths of arc segments and size of rotatic
ever, as illustrated in Fig. 5-4, these are
length represents the side of the spherica

A. Unit Vector in 3-D Space B. Point on Unit Sphere

5.1 Introduction to Geometry on the Celestial Sphere

vastly different. But the concept of watching and computing the position and motion
of things on the unit celestial sphere remains a very valuable contribution of classical
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or very far, such as the surface of the Earth, the Sun, or stars. Although we will drop
the observer from illustrations after the first few figures, we always assume that the
observer is at the center of the sphere. Having become familiar with the idea of the
observer-centered celestial sphere, we can easily work with points and lines on the
sphere itself, ignoring entirely the unit vectors which they represent

d = Sun Angle
4 = Nadir Angle

Fig. 5-3. Use of Celestial Sphere to Represent Direction of Objects in Space. The sides of
the triangle are arc lengiths. The angles of the triangle are rotation angles.

Points on the celestial sphere represent directions in space, such as the direction to
the Sun, the Moon, or a spacecraft axis. The direction opposite n:given direction is
called the antipode, or anipoint, and frequently has a "-1" superscript. Thus, S-I is
the direCtion opposite the Sun, and is called the anlisolar point. Nadir is the direction
to the center of the Earth. The direction opposite nadir is called the zenith. Points on
the sphere may represent either directions to real objects or simply directions in space
with no object associated with them, such as the direction parallel to the axis of the
Earth (the celestial pole) or parallel to the +Z-axis of a spacecraft coordinate system.

A great circle on the celestial sphere is any circle which divides the sphere into two
equal hemispheres. Any other circle on the sphere is called a small circle. Any par't of
a great circle is called an arc ot arc segment andis equivalent to a straight line segment
in plane geometry. Thus, the shortest path connecting two stars on the celestial sphere
is the great circle arc connecting the stars. Two points which are not antipoints gf each
other determine a unique great circle arc on the celestial sphere.

Given 3 points on the sky, we can connect them with great circle arc segments (t4,

n, and F on Fig' 5-3) to construct a spherical tiangle. The angles L 4 and @ at the
vertices of the spherical triangle are called rotation angles or dihedral angles. T\e
lengths of arc segments and size of rotation angles are both measured in degrees. How-
ever, as illustrated in Fig. 5-4, these are distinctly different measurements. The arc
length represents the side of the spherical triangle, and is equal to the angular separa-
tton between 2 points seen on the sky. The rotation angle, which is always measured
about apoint on the sphere, represents ttre angle in a spherical triangle, and is equal to
the dihedral angle between 2 planes. For example, assume that we see the Earth,
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Moon, and Sun on the spacecraft sky. The arc length between the Sun and the Moon
is the angular separation between tlem us -eus*"d by the observer- The rotation
angle about the Earth between the Sun and the Moon is Lq""r t" irr" 

""gle 
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" 
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lists the properties of these two basic measuremenr rypes.
As shown in Fig. 5-5, the +X-axis is normally toward the reference point on thq

Fig.5-4. Distincilon between Arc Length and Rotation Angre Measurements.

coordinates.

r = cos (Az) cos (E/)

) = sin (Az) cos (E/)

z = sin (E/)
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"q"uioi. 
ir,"-;;-r;r;r"d;;:co-elevation is the arc length fromthe pole to the point in questron. sffi ;;;.h;; Iconstant elevation are called parallels.-Because a parallel of constant 

"1"".,;;;;;;; 
j

a great circle (except at the equator), the arc length ilong u purutt.i*iti nott"rh;.,u-;'ias the.arclengrh separation between two pointslAs Tab"le s-s ,ho*r, ;";;;;i##.'j rt
coordinate systems in common use haveipecial names for the azim'th #;il;;; f

The following equatiohs transform the azimuth, Az, andelevation, Er, to the.orrr.lsponding unit vector coordinates (x, y, z): 
-e' !v u'v -""'ll

l {

(s - la ) ,

(5-rb)

(5-1c)

Solid Geometry
Equivalent

How Measured
in 3-D Space

How Measured
on Sphere

Unit of Measure

Component in
Spheical Tiangte

Unit Vector Equivatent

Examples

How Commonty
Expressed
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Fig. 5'5. Definition of a Spherica,r coordinate system on the Unit spher.e. The point p is atan azimuth of 50 deg and erevation of es deg, nermaily *ritteria" 1ib;, ssti 
'' '- -'

similarly, to tansform from unit vectors to the corresponding spherical coordi-nates, use
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Rotatipn Angle Measurement,

. B, fromA to A about6

Angle Measuremenis.

between the Sun and the Moon
by the observer. The rotation

is equal to the angle between 2
and the observer, Earth, and

important in mission geomehry
between them. Table 5-2

types.
the reference point on the

Pole. The great circles through
meridians. The meridian through

of that point. A ztmuth is the
measured along the equator. The
rpd counterclockwise about tho
. The second coordi-nate which

,c

the elevation or latitude comDo-
the equator. The co-latindi or
int in question. Small circles at a

I of constant elevation is not
aparallel will not be the same

able 5-3 shows, several spherical
Les for the azimuth and elevation

and elevation, El, to the corre-

(5-la)

(s-1b)

(5-1c)
Az= atan2 (y/x)

E/ = asin (e)
(5-2a)

(s-2b)

TABLE 5-2. Properties of Arc Length and Rotation Angre Measurements.

Solid Geometry
Equivalent

How Measured
in 3-D Space

How Measured
on Sphere

Unit of Measure

Component in
Spherical Tiangle

Unit Vector Equivalent

Exanples

How Commonly
Expressed

Plane angle

Between 2 lines

Between 2 points

Degrees or radians

Side

erc cos 1A.t;

Nadir angle
Sun angle

"Angle from A to B"
or "Arc length
between A and B"

Dihedral angle

Between 2 planes

About a point or between 2 great circles

Degrees or radians

Angle

Arc tan [6.(A.6lrftA. g -tc. AXc.rillt
Azimuth difference
Rotation about an axis

"Rotation angle from A to B about C"



Coordinate System
Azimuth

Coordinate
Elevation

Coordinate (Z-axis) Applications

Celestial Coordinates

Earthlixed

Spacecraft-fixed

Local Horizontal

Ecliptic Coordinates

Flight ascension

Longitude

Azimuth or clock
angle

Azimuth

Celestial longitude

Declination

Latitude

Elevation

Elevation-

Celestial latitude

Inertial measurements,
Astronomy

Earth applications

Spacecraft measurements,
attitude analysis

Directions relative to
central observer

Planetary motion

t02 Space Mission Geometry

TABLE 5-3. Coordinate Names in Common Spherical Systems.

- Also used are zenith angle = angle trom point directly overhead to point in question = 90 deg
minus elevation angle; and nadir angle = angle at the observer from the center of Earth lo
point in question = 90 deg plus elevation angle.

where atan2 is the software function with output defined over 0 deg to 360 deg and the
asin function is evaluated over -90 deg to +90 deg.

Spherical geometry is distinctly different from plane geometry in several ways.
Most fundamental is that parallel lines do not exist in spherical geometry. This can be
seen by thinking of 2 meridians which are both perpbndicular to the equator of a
coordinate system, but which ultimately meet at the pole. All pairs of great circles
either lie on top ofeach other or intersect at 2 points 180 deg apart.

Another concept in spherical geometry that is different than plane geometry is
illustrated in Fig. 5-6, in which we have constructed a spherical triangle using the
equator and two lines of longitude. The intersection of the longitude lines with the
equator are both right angles, such that the sum of the angles of the triangle exceed
180 deg by an amount equal to the angle at the pole. The sum of the angles of any
spherical triangle is always larger than 180 deg. The amount by which this sum
exceeds 180 deg is called the spherical excess and is directly proportional to the area
of the spherical triangle. Thus, small triangles on the sphere have a spherical excess
near zero, and are very similar to plane triangles. Large spherical triangles, however,
are very different as in Fig. 5-6 with 2 right angles.

A radian is the angle subtended if I take a string equal in length to the radius of a
circle, and stretch it along the circumferenee. Similarly, if I take an area equal to the
square of the radius, and stretch it out on the surface of a sphere (which requires some
distortion, since the surface ofthe sphere cannot fit on a flat sheet), the resulting area
is called a steradian. Since the area of a sphere is 4nfl, there are 4ru steradians in a full
sphere, and2n steradians in a hemisphere. These units are convenient for area prob-
lems, because in any spherical triangle, the spherical excess, expressed in radians, is
equal to the area of the triangle expressed in steradians. In general, the area, A, of any
spherical polygon (a figure with sides which are great circle arcs) expressed in stera-
dians is given by:

A = 2  -  ( n - 2 ) n

where n is the number of sides. and .X is the sum of the
radians.

(s 3)

rotation angles expressed
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Fig.5-6. The Sum of the Angtes in a Sphr
The amount by which the sum exce
proportional to the triangle area.

Figure 5-7 shows a variety of spherica
are great circle arcs. Figure 5-7A is a nei
angles is approximately 180 deg and plan
5-7B is called a right spherical triangleb
plane right triangles have particularly siml
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ilrovide simple, straightforward solutions
rneasurements.
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, Appendix D. Between them, right and qua
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1;' larger than 90 deg. Clearly, this cannot ex
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i' which all three angles and all three sides ar
;i surface of the celestial sphere, and has an

either by examination or from the spherir
!i: i'ery large spherical triangle. Note that th:
;i ance to the small triangle in 5-7A. This is t
;;i Os. a small triangle with three angles of ap1
i,Sith three angles of approximately 120 de1
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;'yhich covers all of the surface of the sphe
l and C. In this large spherical triangle, the
j.Can be used in very convenient fashions as
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ians. In general, the area,A, ofany

t circle arcs) expressed in stera-
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A. Nearly Plane Triangle B. Bight Spherical Triangle C, Quadrantal Spherical Triangle

D. Obtuse lsosceles Trlangle E. Equilateral Right Triangle F. Very Large Spherlcal Trlangle

Fig. 5-7. Types of Spherical Triangles. See text for discussion.

In plane geometry, we can make triangles larger or smaller and maintain the same
relative proportions. In spherical geometry, this is not the case. A spherical triangle is
uniquely specified by either 3 sides or 3 rotation angles. Additional details on ele-
mentary spherical geometry are in Appendix D, which includes references to several
standard books.

Because spherical triangles approach plane triangles in the limit of small size and
because most analysts are much more familiar with plane geometry, they tend to use
plane geometry approximations even when it is entirely inappropriate. An example
would be a geometry problem dealing with the surface of the Earth as seen from
nearby space. Figure 5-8 shows the differences between plane geometry and spherical
geometry, using the example of a right spherical triangle with one 45-deg rotation
angle. Here both the length of the hypotenuse and the other rotation angle are a func-
tion of the size of the triangle. For a spacecraft in geosynchronous orbit, the apparent
Earth radius is 8.7 deg and, from the figure, the differences between plane and spher-
ical geometry will be of the order of 0.1 deg. If this amount does not matter for a
particular problem, then the plane geometry approximation is fine. Otherwise, we
should use spherical geometry. In low-Earth orbit, the angular radius of the Earth is
60 deg to 70 deg, so plane geometry techniques give not only incorrect numerical
answers but results which are conceptually wrong. Thus, we should avoid plane
geometry approximations for problems involving spacecraft in low-Earth orbits or
nearly any type ofprecision pointing.

we will illustrate computations on the celestial sphere with two examples-the
duration of eclipses in a circular low-Earth orbit, and the angle between any spacecraft
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Flg. 5-8. Succession of Right Spherical
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45 deg

Side X Side Y Angle A
(des) (des) (des)

1 1.00 45.01
10 9.85 45.86
30 26.6 52.02
60 41 69
90 45 90
120 41 -  111
150 27 128
170 10 134

Fig.5-8. succession of Bight spherical rriangles with one 45 deg Rotation Angle. As
spherical triangles become larger, they become less and less similar to plane triangles.
In the plane geometry approximation y = x and. / = 45 deg. On the sphere tan y =
sin x tan 45 deg and cos.A = cos x sin 45 deg.

face and the Sun. We can use the latter either to calculate Sun interference or for
thermal analysis. In both cases, once we choose the correct coordinate sysrem, we can
easily develop exact fonnulas using spherical rcshniques.

Exatnple l. Analyzing Eclipsesfor a l^ow-Earth Orbit

The first example is a satellite in a circular low-Earth orbit at altitude 11= 1,000 km
and inclination i =32 deg. We wish to determine the eclipse fraction for any date and
also the maximum and minimum eclipses over a year. Figure 5-9 shilws four different

the orbit and do a large number of trials to sample various eclipse durations throughout
the year.

Figure 5-9B provides more information by plotting the system on the unit celestial
sphere centered on the spacecraft. It shows the celestial equator, the orbit plane, and
the ecliptic, which is the path of the Sun over the year. The light dashed circles are the
outline of the disk of the Earth as seen by the spacecraft as the Earth's center moves
along the spacecraft orbit path. An eclipse will occur whenever the disk of the Earth
crosses in front ofthe Sun. The circle centered on the orbit pole is tangent to the disk
of the Earth throughout the orbit. Any object within this circle can be seen at all times
and will not be eclipsed by the Earth. The ecliptic does not pass through this circle of
no eclipse. Consequently, for the illustrated orbit, eelipses will occur at all times of the
year with no eclipse-free season. That is, no time exjsts when an eclipse does not occur
during some part of the orbit. (For the tirne being, we are ignoring the rotation of the
satellite's orbit due to various pernrbing forces. This orbit rotation may make the
associated arithmetic more complex; it does not change the basic argument.) Although

105
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or smaller and maintain the same
the case. A spherical triangle is

angles. Additional details on ele-
ich includes references to several

in the limit of small size and
plane geometry, they tend to usq
iiely inappropriate. An example'

of the Earth as seen from
plane geometry and spherical

iangle with one 45-deg rotation
other rotation angle are a func-
ynchronous orbit, the apparent
nces between plane and spher-

is amount does not matter for a
rimation is fine. Otherwise. we

angLlar radius of the Earth is
ve not only incorrect numerical
. Thus, we should avoid plane

in low-Earttr orbits or

sphere with fwo examples-the
the angle between any spacecraft



106 Introduction to GeomSpace Mission Geometry

Direction of
Satellite Motion

A. lsometric Vlew

C. Spacecraft-centered Celestial Sphere
(Earth-referenced)

Fig. 5-9. Alternative View of Satellite Geometry for a 1,000-km, 32-deg Inclination Orbit. .,

cirbit [see Eq. (7-7) for the orbit period].
out the year, it will move slowly up and

;, above or below the orbit plane, pj, goe
i plane to 55 deg below the plane. (55 r

32 deg and the angle between the ecli
,, inspection, the rhaximum eclipse occuri '

, 120 deg of azimuth or 35 min for this' minimum eclipse occurs when the Sun
covers approximately 60 deg of azimut
with a minimum eclipse duration of abor

.i can also see by inspection that eclipses.
i' fhe Sun is quite close to its extreme rang

fill be close to the maximum. Consequi
for analysis purposes, we should take i v
one midway between the maximum and

The geometry of Fig. 5-9C allows us
given Sun angle conditions. Specificaf,
triangle (that is, having one side = 90 de
at which the Sun is on the Earth's horizo
be the angle of the Sun above the orbit
conesponding to the eclipse duration. Fr
dix D) we find immediately that

rhe duration 
", *" J;r"t ::H;:1

Ts=  P  (4

where P is the orbit period from Eq. (7-1

_ F9r 9ur example, p = 60 deg, p5 har
iD = lI3 deg and T6 133 min as expecte
any Sun geometry involving circular orbi
are not precisely circular. By adjusting p
to determine the time the Sun will be a cr
Earth's horizon. This example shows hr
formulas by using global geometry to ani

Example 2. Sun Angle Geometry

We can extend the straightforward r
detefmine the angle of the Sun relative t,
spacecraft goes around in its orbit. This
possible Sun interference in the fields of

1: We assume the spacecraft is flying in r
bpacecraft with one axis pointed toward n
The ,computational geometry is in Fig.
Fig.5-9. In this coordinate system, fiie
spacecraft face is represented by a point, I
spacecraft coordinates, as does the orien
moves once per orbit along a small circle ,
fixed for a single orbit. yis the angle fron

we have gained some additional insight from this figure, it would still be awkward to
compute the eclipse duration for any particular geometry.

Figure 5-9C illustrates the same geometry in a celestial coordinate system centered
on the spacecraft, in which the orbit plane is the equator and we hold ihe direction to
the Earth fixed along the +X-axis. In this coordinate frame the Earth's disk is the fixed
shaded circle. Because one axis is always facing the Earth, this coordinate frame
rotates once per orbit in inertial space about the orbit pole. Thus any objects approxi-
mately fixed in inertial space, such as the stars, Sun, or Moon, wiil appear to rotate
once per orbit about the orbit pole. The heavy, solid line shows a typlcit parh of the
lun p 9ne-o1bit- Again, an eclipse will occur whenever the path of the Sun gbes behind
the disk of the Earth. we now have enough insight to understand what iJhappening
throughout the year and to develop straightforward formulas for the eclipse iiactioi
under any conditions.

In any one orbit, the Sun will move along a small circle path and the duration of the
eclipse will be the fraction of the small circle behind the disk of the Earth. For the orbit
illustrated, the eclipse covers 113 deg of azimuth. Thus, the eclipse will last for
1 I 3 deg/360 deg = 32Eo of the orbit period or about 33 min for the 105 min. 1 .000 km

(inertial coordinates)

D. Eclipse Geometry Computations
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B. Spacecraft-centared Celestial Sphere
(inertial coordinates)

1,000-km, 32-deg Inclinaiion Orbit.

it would still be awkward tq

coordinate system centered
and we hold the direction to

frame the Earth's disk is the fixed
the Earth, this coordinate frame

pole. Thus any objects approxi-
or Moon, will appear to rotate

line shows a typical path of the
the path of the Sun goes behind
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cos (@ / 2) = cos p / sin pg'- cos p /cos pg

The duration of the eclipse in a circular orbit, TB, is then

Tz = P (A R60 deg)

r07

orbit [see Eq. (7-7) for rhe orbit period]. As the sun moves along the ecliptic through-
out the year, it will move slowly gp and down on the globe plot. The angie of the Sun
above or below the orbit plane, B5, goes from a maximumbf 55 deg above the orbit
plane to 55 deg below the plane. (55 deg is the sum of the assumid inclination of
32 deg .and the angle between the ecliptic and the Earth's equator of 23 deg). By
inspection, the maximum eclipse occurs when the sun is in the orbit plane. It ioveri
120 deg of azimuth or 35 min for this orbit. Again by inspection, *. ,"e that the
minimum eclipse occurs when the sun is at the upper br lower limit of its range. It
covers approximately 60 deg of azimuth. Thus an eclipse will occur on every 6rbit,
with a minimum eclipse duration of abouthalf the maximum, or 12 min. Howeier. we
can also see by inspection that eclipses near minimum duration will occur onlv when
the Sun is quite close to.its extreme range lirnit. Most of the .:me, 

the eclipse duration
will be close to the maximum.-consequently, if we wish to assume * un&ag" eclipse
for analysis Pu{poses, we should take a value close to the maximum eclipse ritherthan
one midway between the maximum and minimum values.
. The geometry of Fig. 5-gcallows us easily. to compute the eclipse fraction for any

given sun angle conditions. specifically, Fig. 5-9D shows a qiadrantal spheicil
tia1?.le- (that is, having one side = 90 deg) between the orbit pole, nadir, and the point
at which the Sun is on the-Earth's horizon. Let p be the angular radius of the Earth, ps
be the angle of the Sun,above the orbit plane, and iD 12 be har of the rotation angli
corresponding to the eclipse duration. From the rules for quadrantal triangles (Appen-
dix D) we find immediately that

(5-4a)

(54b)

to understand what is happening
formulas for the eclipse fraction

where P is the orbit period from Eq. (7-Z).

, F91 _oo,r example, p = 60 deg, Fs has been chosen to be 25 deg, and, therefore,
Q= 173 deg and rt=33 min as expected. Eq. (5-a) provides the eJlipse fraction for
any Sun geometry involving circular orbits and an appioximate check for orbits which
are_not precisely circqlar. By adjusting p appropriately, we can use the same equation
to determine the time the Sun will be a certain number of degrees aboye or belbw the
Earth's horizon. This example shows how we develop pnyiical insight and simple
formulas by using global geometry ro analyze mission geonietry problEms.

Example 2. Sun Angle Geometry
we can extend the straighrforward computations of the preceding example to

determine the angle of the Sun relative to any arbihary face on the spicecraft as the
spacecraft goes around in.its orbit. This helps us analyze therrral effects and assess
possible sun interference in the fields of view of various instruments.

We assume the spacecraft is flying in a raditional orientation for Earth-referenced

circle path and the duration of the
the disk of the Earth. For the orbit
. Thus, the eclipse will last for
33 min for the 105 min, 1,000 km

D. Eclipse Geometry Computations
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is the azimuthal difference between the Sun and N. It varies uniformly once per orbit
from 0 to 360 deg. If / is the incident energy on the face with area A, K is the solar
constant in the vicinity of the Earth = 1,367 Wlm2, and pis the angle between the Sun
and the normal, N, to the face, then at any given moment when the Sun is shining on
the face:

1= AK cos F (5:5)

and, from the law of cosines for sides,

cos p= cos I cos p5' + sin y sin ps' cos (AAe) (5-6)

By inspection, the maximum and minimum angles between the Sun and N are:

F^* = Fs' + T and frmin =lfls'- yl (5-7)

B5' and y are both constants for a given orbit and spacecraft face, whereas Mz
changes throughout the orbit.

Direction Normal
to Face

Orbit Plane

Fig. 5-10. Geometry for Computation ot Sun Angle on an Arbitrary Spacecraft Face. N is
the unit vector or direction normal to the face. As the spacecraft moves in its orbit, the
apparent position of the Sun moves along the dashed line and the arc length B
between the Sun and the normal to the face undergoes a sinusoidal oscillation.

Equations (5-5) to (5-7) apply to either circular or elliptical orbits. If the orbit is
circular with period P and angular frequency @ = 2n/P, then Eqs. (5-5) and (5-6) can
be integrated directly to determine the total energy, E, incident on the face between
azimuths Azland Az2:

EAzlto Az2= (AK/a) l(Mzz- Mzr) cos y cos p(

+ (sin Mz2 - sin AAzl) sin y sin Bj I

In Eq. (5-8), the 0 azimuth is in the direction of N, and the angles are in radians. In a
full orbit the Sun will shine on the face except for two periods: (A) during eclipse and
(B) when P> 90 deg and, therefore, the Sun is on the "back side" of the face. From
Eq. (5-4a) the conditions for eclipse are

Azeclipse= Az}t arc cos (cos p/sin B5i ) (s-e)

5.1 Introduction to Geor

where Azg is the azimuth of nadir rela
triangle with p - 90 deg to determine
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Example 3. Solar Radiation Intensity

We can continue to extend our example
any spacecraft face over an orbit. This is g

Iou'

where, as before, A is the area of the face an
of the Earth. F is the time average fraction
Sun and must lie between 0 and l. If the z
angle, p, between the unit vector, S , in the
to the face remains constant over an orbit. _

F = N . S = c o s 0

which gives the same result as using Eq. (5
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where A4g is the azimuth of nadir relative to N. For condition (B) we use a quadrantal
triangle with p = 90 deg to determine

Azbork = a arc cos [-1l(tan y tM p! )] (5-10)

Exatnple 3. Solar Radintion Intensity
we can continue to extend our example to look at the average solar radiation input, /-r, on

any spacecraft face over an orbit. This is given by

Ior r=  AK F (5-l 1)

where, as before, A is the area of the face and K = 1,367 Wm2 is the solar constant in the vicinity
of the Earth. F is the time average fraction of the surface area projected in the direction of the
Sun and must lie between 0 and 1. If the attitude of the spacecraft is inertially fixed, then the
angle, B, between the unit vector, S , in the direction of thi Sun and the unit victor, I(i, normal
to the face remains constant over an orbit. If there is no eclipse during a given orbiE then

F = N'S =cosB (inertiallyfixed,noeclipse) (s-12)

N. It varies uniformly once per orbit,;
the face with area A, K is the solar
, and p is the angle between the Sun
moment when the Sun is shining on

(s-s)

Pr' cos (&42)

between the Sun and N are:
= | 9s'- Tl (5-7)

and spacecraft face, whereas M4

Plane Parallel
lo Face

Orbit Plane

an Arbitrary Spacecraft Face. N is
As the spacecraft moves in its orbit, the
the dashed line and the arc length p

a sinusoidal oscillation.

or elliptical orbits. If the orbit is
/P, then Eqs. (5-5) and (5-6) can
E, incident on the face befween

) cos y cos pf

l) sin f sin p5l l (s-8)

and the angles are in radians. In a
vo periods: (A) during eclipse and
the 'iback side" of the face. From

ptsin B{ ) (s-e)

.  0 .  . .  d n

F = J- 
J"osf a(Mz)= 

* J[*" cospj +sin7 sinpg cos(M z)fa1ux1
-0r -Sn

The problem now reduces to derermining whether conditions (A) or (B) or both will
occur and the relative order of the azimuth limits.

As an example, consider Figs: 5-9 and 5-10, for which p = 60 deg, a = 0.00i0
radlsec, and p5 - 25 deg. we assume the spacecraft face has an area of 0.5 m2 with its
normal vector at an azimuth of -75 deg from nadir (Azg= 7 5 deg) and an elevation of
35 deg above the orbit plane (y= 55 deg). From Eqs. (5-8) and (5-9), the aziputh limirs
Tj: lzrcaiu, 

= 18.5 deg, Azorrl;ore =.131.5 deF, 4\mar= 109.0 deg, and Azzback=
251.0 deg. Therefore, the total enbrgy input on the faieFover one otbit is Uetw6eiline
azimuths of Azr=25l.0degandAzr- 18.5 deg.

which gives the same result as using Eq. (5-5) directly.

F = cos y cos p! (nadir fixed, full sunlight, no eclipse)

It ly - Fs | > 90 deg, then the surface will always be shaded and, of course:

F = 0 (nadir frxed, continuous shade)
If neither of the above conditions hold, then the face will be shaded part of the time and in
sunlight part of the time. In this case, we integrate the instantaneous fraction of the surface area
projected in the direction of the Sun by the instantaneous Mz, starting zad 6ading when p, the
Sun angle, is 90 deg. Dividing by 2n gives the average F over one orbit:

(5--13a)

(5-l3b)

(5-13c)

/5-1 4\

- (@ee cos ycos p( + sin @ee sin Tsin F's) ln
(nadir fixed, partial shade, no eclipse)

where @9g is expressed in radians and

cos @e6 = -l / (tan y ta'' Pi)
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The quantity @99 is the value of AAz atwlich F=90 del, i.e., when the transition occurs
between shade and sunlight.

The nadir-oriented satellite above is spinning at one rotation per orbit in inertial space. Thus,
all of the above formulas can be applied to spinning spacecraft with the interpretatibn that loun
is the average solar radiation input over one spin period, yis the angle from the spin axis to iliB
face in question, and B5'is the angle from the spin axis to the Sun.

In practice there are two principal corrections to the above formulas:
. F is reduced by eclipses
' The effective F is increased by reflected or emitted radiation from the Earth

- For either an inertially fixed spacecraft or a spinning spacecraft, the effect ofeclipses is sim-
ply to reduce F by the fraction of the orbit over which the spacecraft is in eclipse:

P'= Fe (l - @/ 360 deg) (5-15)

47 5 W lm2 for reflected solar radiation (albedo)

260 W /m2 for emitted IR radiation (thernnl rad.iationl

Section I l'5 provides additional details on how to compute thermal inputs to the spacecraft.

where S, is the noneclipse value of F determined from Eqs. (5-12) or (5- 13) and @is the eclipse
fraction from Eq. (5-4).

be reduced to 0. For conditions in between these two extremes, F will be between 0 and its non-
eclipse value. specific values will need to be evaluated numerically using Eqs. (5-a) and (5-g).

The heat input from both reflected and emitted radiation from thoEarthlncreases the effective
value of F. It is significantly more complex to compute than the effect of eclipses because of the
extended size of the disk of the Earth and the variability in the intensity of ieflected radiation.
However, reasonable upper limits for radiation from the Earth are:

5.2 Earth Geometr
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5.2 Earth Geometry Viewed from Space
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To begin, we determine p, the angular radius of the spherical Earth as seen from the
spagecraft, and 19, the angular radius measured at the center of the Earth of the region
seen by the spacecraft (see Fig. 5-l 1). Because we have assumed a spherical Earth, the
line from the spacecraft to the Earth's horizon is perpendicular to the Ear,th's radius,
and therefore

s inp=cos , l ,6  = RE

65 deg Md y- 55 deg. In this case;'
109.1 deg. This means that the Sun will,

deg, i.e., when the

Sun is within 109. I deg of the azi
that, without eclipses, the average solar

rotation per orbit in inertial space.

m were continuously shining normal to
m2, then ttre average solar input over art R E + H

and
p + 1 o - - 9 0 d e g

where Ru is the radius of the Earth and.I/ is the altitude of the satellite.

(s-16)

(5-17)
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itted radiation from the Earth

spacecraft, the effect of eclipses is sim-
spacecraft is in eclipse.:

:ecraft with the interpretation that loun
yis the angle from the spin axis to the

deg)

. (5-12) or (5-13) and @is the eclipse'

fs6arr.qs the solar input depends
spacecraft face being evaluated. Let
ar radius of the Earth. If the face in

to the center of the Earth) that 4 - p
For this condition, any eclipses

ively, consider what happens when
of the orbit when the Sun shines on

d @9q the azimpttr defined above at
) the larger of lAery + @e61, then the

to shine on the face. In this case F will
, Fwill be between 0 and its non-

merically using Eqs. (5-4) and (5-8).,
from the Earth increases the effecti

the effect of eclipses because of the,
in the intensity of reflected radiation.'

Earth are:

pute thermal inputs to the spacecraft.

from Space

is to determine the relative
from the spacecraft. One example

to determine its coordinates in
the intercept point on the surface

coordinates.

Fig. 5-11. Relationship Between Geometry as Viewed from the Spacecraft and lrom the
Center ot the Earth. See also Fig. 5-12.

Thus, the Earth forrrs a small circle of mdius p on the spacecraft sky, and the
spacecraft sees the area within a small circle of radius ,1.9 on the surface of the Eartir.
The distance, D,n ,to the horizon is given by (see Fig.5-13 below):

4^= l(h + A2 - R"21ttz = Rt tan tro (5-18)

The spherical-Earth approximation is adequate for most mission geometry appli-
cations. However, for precise work, we must apply a colrection for oblateness, as
explained in detail by Liu [1978] or Collins U9921. The Earth's oblateness has two
distinct effects on the-shape of the Earth as seen from space. First, the Earth appears
somewhat oblate rather than round, and second, the center of the visible oblate Earth
is displaced from the true geometric center of the Earth. For all remaining computa-
tions in this section, we will use spherical coordinates both on the Earth and in the
spacecraft frame. Computationally, we can treat oblateness and surface irregularities
as simply the target's altitude above or below a purely spherical Earth. That the Earth's
real surface is both irregular and oblate is immaterial to the computation, and, there-
fore, the results are exact.
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we wish to find the angular relationships between a target, P, on the surface of the
Earth, and a spacecraft with subsatellite point, ssP, also on the surface of the Earth, as
shown in Fig. 5-12. we assume that the subsatellite point's latitude, Iotssp and longi-
tude, Longg5p, are known. Depending on the application, we wish to solve one of two
problems: ( 1 ) given the coordinates of a target on the Earth, find its coordinates viewed
by the spacecraft, or (2) given the coordinates of a direction relative to the spacecraft,
find the coordinates of the intercept on the surface of the Earth. In both cases, we de-
termine the relative angles between SSP and P on the Earth's surface and then trans-
form these angles into spacecraft coordinates.

Given the coordinates of the subsatellite point (Longsgp,Latssp) and target
Q.ongp, Latp), and defining A,L = | Longgsp - Longp l, we wish to find the azimuth,
@6, measured eastward from north, and angular distance, ,L, from the subsatellite point
to the target. (See Fig. 5-12.) These are given by

cos.tr. = sin lar55p sin Latp + cos l.d/Ss,pcos Latp cos AL (,tr < 180 deg) (5-19)

cos @6' = (sin Intp - cos ,L sin 1,ar55p )/(sin ,,1 cos lar55p ) (5-20)

where @s < 180 deg if P is east of SSP and @B > 180 deg if p is wesr of SSp.

Fig.5-13. Definit ion of Angular Relat ion!

Generally, then, the only problem
angle, q, measured at the spacecraft fro
the Earth central angle, 7, measured a
point to the target; and the grazing angl
the target between the spacecraft and t
angles and related distances. First, we f

s lnp -  co

which is the same as Eq. (5-16). Next, i

tann-

If 4 is known, we find e from

Fig. 5'12. Belationship Between Target and Subsatellite Point on the Earth's Surface.

Alternatively, given the position of the subsatellite point (Long sgp , Lat g5p) and the
position of the target relative to this point (Qr, l), we want to determine the geo-
graphic coordinates of the target (Longp, Intp):

cos l-atf = cos .tr sin l.ar55p + sin.l cos Ial55p cos @s (lati < 180 deg) (5-Zl)

cos AI = (cos.l.- sinl.ar55p sinl,atp) / (coslntggp coslntp) (5-ZZ)

w,here Int f = 90 deg - Iotp and P is east of ssp if @E < 180 deg and west of ssp if
@6 > 180 deg.

We now wish to transform the coordinates on the Earth's surface to coordinates as
seen from'the spacecraft. By symmetry, the azimuth of the target relative to north is
the same as viewed from either the spacecraft or the Earth. Thai is,

C O S  € =

Or, if e is known, we find 4 from

5 1 I l { = 1

Finally, the remaining angle and side ar

n + L +

D = R a (

Figure 5-14 summarizes the process of
and Earth coordinates.

As an example, consider a satellite at
angular radius of the Earth p = 59.8 dep
30.2 deg in Earth central angle from tl

@E ,p, = @E srryac"= Qp, (s-23)

True Outer Horizon
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Earth Geometry Viewed from Space

If ry is known, we find e from

Or, if s is known, we find 77 from

S r I l [ = c O S t S l n P

Finally, the remaining angle and side are obtained from

r : . + 7 + e = 9 0 d e g

D = Rt (sin.2ulsin 4)
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ite point's latitude, Iotssp and longi-.
lication, we wish to solve one of two,
the Earth, find its e oordinates viewed
a direction relative to the spacecraft,

Fig. 5-13. Definition of Angular Helationships Between Satellite, Targe! and Earth Genter.

Sin P = cos ,la =
R E + H

which is the same as Eq. (5-16). Next, if ,1. is known, we find 4 from

(s,-24)

(s-2s)

(5-26a)

(s-26b)

(s-21)

(s-28)
Figure 5-14 summarizes the process of transforming between spacecraft coordinates
and Earth coordinates.

As an example, consider a satelrite at an altitude of 1,000 km. From Eq. (5-16), the
angular radius of the Earth p = 59.8 deg. From Eqs. (5-17) and (5_1g), the horizon is
30.2 deg in Earth central angle from the subsateltite point andis ailaline-of-sight

True Outer Horizon



First, compute the angular radius of Earth, p

sinp = cos,ao = R6l (R6 + H) (5-24)

To iompute spacecraft viewing angles given the subsatellite point at (Longssp, Lafsgp) and
targetat (Longp,Latp),and AL= | Longssp- Longpl

cos i .=s in Latsspsin Lalp+cos LalsspcosLalpcosAL (1< 180deg) (5-19)

cos @s = (sin Lalp - cos ,1. sin Lafssp) / (sin .tr. cos Lafssp) (5-20)

tan r7 = sin p sin ,U1t - sin p cos ,11 (5-25)

To compute coordinates on the Earth given the subsatellite point at (Longggp, Latsgp)
and target direction (aDe,4):

cos€=s in4 /s inp  (5 -26a )

, t=9odeg  -n -€  F -27 )
cos Latp' = cos 2 sin Latssp + sin ,1, cos Lafssp cos @s (Latp' < 1 80 deg) (5-21)

cosAL=(cos.tr.-sinLafsspsin Latp)l(cosLatssp coslatp) (5-22)

Lt4 Space Mission Geometry

Fig. 5-14. Summary of the Process of Transforming Between Spacecraft Viewing Angles
and Earth Coordinates. Equation numbers are listed in the figure and variables are
as defined in Figs. 5-11 and 5-12.

distance of 3,709 km from the satellite. We will assume a ground station at Hawaii
(Latp - 22 deg, Longp = 200 deg) and a subsatellite point at lntggp - l0 deg, Longr*
= 185 deg. From Eqs. (5-19) and (5-20), the ground station is a distance A= 18.7 deg
from the subsatellite point, and has an azimuth relative to north = 48.3 deg. Using Eqs.
(5-25) and (5-28) to transform into spacecraft coordinates, we find that from the space-
craft the target is 56.8 deg up from nadir (4) at a line of sight distance, D,of 2,444km.
From Eq. (5-27), the elevation of the spacecraft as seen from the ground station is 14.5
deg. The substantial foreshortening at the horizon can be seen in that at e = 14.5 deg
we are nearly half way from the horizon to the subsatellite point (A= 18.1 deg vs. 30.2
deg at the horizon).

Using these equations, we can construct Fig. 5-15, which shows the Earth as seen
from 1,000 km over Mexico's Yucatan Peninsula in the Gulf of Mexico. The left side
shows the geometry as seen on the surface of the Earth. The right side shows the
geometry as seen by the spacecraft projected onto the spacecraft-centered celestial
sphere. As computed above, the maximum Earth central angle will be approximately
30 deg from this altitude such that the spacecraft can see from northwestern South
America to Maine on the East Coast of the U.S. and Los Angeles on the West Coast.
The angular radius ofthe Earth as seen from the spacecraft will be 90 - 30 = 60 deg as
shown in Fig. 5- 15B. Because the spacecraft is over 20 North latitude, the direction to
nadir in spacecraft coordinates will be 20 deg south of the celestial equator. (The
direction from the spacecraft to the Earth's center is exactly opposite the direction
from the Earth's center to the spacecraft.)

Even after staring at it a bit, the view from the spacecraft in Fig. 5-l5B looks
strange. First, recall that we are looking at the spacecraft-centered celestial sphere
from the outside. The spacecraft is at the center ofthe sphere. Therefore, the view for
us is reversed from right-to-left as seen by the spacecraft so that the Atlantic is on the
left and the Pacific on the right. Nonetheless, there still appear to be distortions in the
view. Mexico has an odd shape and South America has almost disappeared. All of this

Earth Geomet
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(5_24)

point at (Longssp, Lafssp) and

rlp cos AL (,1 < 1 80 deg) (S- 1 9)

coslatssp) (S-20)

(5-25)

point at (Longsp, Latssp)

(5_26a)

(s-27)
cos @s (Latp' < 180 deg) (S-21)

coslatp ) (S-22)

Earth Geometry Viewed from Space 1ls

Between Spacecrafl Viewing Angtes
are listed in the figure and variables are:

assume a ground station at Hawaii

from the ground'station is.14.5
can be seen in:-that at e = 14.5 dee ,
atell i te point (.,1= 18.7 deg vs. 30.i '

15" which shows the Earth as seen]
n the Gulf of Mexico. The left side-j

Earth. The right side shows the
the spacecraft-centered celestial
hal angle will be approximately

can see from northwestern South
Los Angeles on the West Coast.

will be 90 - 30 = 60 des as
20 North latitude, the direction to

of the celestial equator. (The
is exactly opposite the direction

spacecraft in Fig. 5-158 looks
aft-centered celestial sDhere

the sphere. Therefore, the view for
so that the Atlantic is on the

still appear to be distortions in the
has almost disappeared. All of this

A. Geometry on the Earth's Surtace
(SSP=Su!5319;1;1t P.;t,1

B. Geometry Seen on the Spacecraft Centered
Celestial Sphere

A'. Region on the Earth Seen by the 35 mm
Camera Frame Shown in (B')

B'. Field of View ot a 35 mm Camera with a
Normal Lens Looking Along the East Coast
of the US

8". Enlargement of the 35 mm Frame Showing
the Region from Georgia to Massachusetts

Fig. 5-15. Y!"*ins Geom.etry for a satellite at 1 ,ooo km over the yucatan peninsula at90 deg w rongitude and 20 deg N ratitude. see text toioiscus"ion. [copyright by, Microcosm; repreduced by permGsion,l

is due to the very strong foreshortening at the edge of the Earth's disk. Notice forexample that Jacksonville, FL; is about halfway irom the subsatellite point to the
horizon' This means that only 1/4th of the ar"u s""o by the spacecraft is closer to thesubsatellite point than Jacksonville. Nonetheless, u, ,""o trom ttre ferspective of thespacecraft, Jacksonville is 54 deg from nadir, i.e.,9Tvo of the way to tnJnoazon witrr
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The rectangle in the upper left of Fig. 5-l5B is the field of view of a 35 mm camera
with a 50 mm focal length lens (a normal lens that is neither wide angle nor telephoto).
The cameraperson on our spacecraft has photographed Florida and the eastern sea-
board of the US to approximately Maine The region seen on the Earth is shown in Fig.
5-l5A and 5-158' and an enlargement of a portion of the photo from Georgia to
Maine is shown in Fig. 5- 15B'i Note the dramatic foreshortening as Long Island and
Cape Cod become little more than horizontal lines, even though they are some distance
from the horizon. This distortion does not come from the plotting style, but is what the
spacecraft sees. We see the same effect standing on a hilltop or a mountain. (In a sense,
the spacecraft is simply a very tall mountain.) Most of our angular field of view is
taken up by the field or mountain top we are standing on. For our satellite, most of
what is seen is the Yucatan and Gulf of Mexico directly below. There is lots of real
estate at the horizon, but it appears very compressed. From the spacecraft, I can point
an antenna at Long Island, but I can not map it. We must keep this picture in mind
whenever we assess a spacecraft's fields of view or measurement needs.

Thus far we have considered spacecraft geometry only from the point of view of a
spacecraft fixed over one point on the Earth. In fact, of course, the spacecraft is travel-
ing at high velocity. Figure 5-16A shows the path of the subsatellite point over the
Earth's surface, called the satellite's ground trace or ground track.Locally,the ground
trace is very nearly the arc of a great circle. However, because of the Earth's rotation,
the spacecraft moves over the Earth's surface in a spiral pattern with a displacement
at successive equator crossings directly proportional to the orbit period. For a satellite
in a circular orbit at inclination i, the subsatellite latitude, 5r, and longitude, L", relative
to the ascending node are

Apparent Motion of Satellil

A. Satellite Ground Track.

Fig. 5-16. Path of a Satellite Over the Ea
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sin 65 = sin I sin (a.r r)

tan (L5 + a6t) = cos i tan (a; t)

(s-2e)
(s-30)

where /  is  the t ime s ince the sate l l i te  crossed the equator  nor thbound,
at=0.004 118 07 deg/s is the rotational velocity of the Earth on its axis, and a.r is the
satellite's angular velocity. For a satellite in a circular orbit, ro in deg/s is related to the
period, P, in minutes by

a = 6 1 P - ( 0 . 0 7 1 d e g / s (5-3 1)

where 0.071 degls is the maximum angular velocity of a spacecraft in a circular orbit.
Similarly, the ground track velocity, V' is

Vc = 2n REI P < 7.905 km/s r5-??\

where R6' = 6,378 km is the equatorial radius of the Earth. For additional information
on the satellite ground trace and coverage, taking into account the rotation of the Earth,
see Chap. 8 of Wertz [2001].

Fig. 5-168 shows the swath coverage for a satellite in low-Earth orbit. The swath
is the area on the surface of the Earth around the ground trace that the satellite can
observe as it passes overhead. From the formulas for stationary geometry in
Eqs. (5-24) to (5-27), we can compute the width of the swath in terms of the Earth
central angle, ,1,. Neglecting the Earth's rotation, the area coverage rate, ACR, of a
spacecraft will be

ACR = 2n (sin Lourr, * sin h;nnr)lP (5-33)



Apparent Motion of Satellites for an Observer on the Earth

Ground Track
(€=90 deg)

Outer Horizon
= 0 deg)

A. Satellite Ground Track. B. Swath Coverage tor Satellite Ground Track
in (A), for Several Grazing Angles, 6.

Fig' 5'16. Path of a Satellite Over the Earth's Surface. A swath which goes from horizon to
horizon will cover a very large area, although we will see most of this area at very
shallow elevation angles near the horizon.

whete Torr"ris the effective outer horizon, ).;nnrris the inner horizon, the area on the
Earth's surface is in steradians, and P is the orbital period ofthe satellite. The plus sign
applies to horizons on opposite sides of the ground trace and the minus sign to both
horizons on one side, that is, when the spacecraft looks exclusively left orright. For a
swath of width 2,1" symmetric about the ground trace, this reduces to

ACR = (4n/P) sin ). (5-?4\

Alternatively, this can be expressed in terms of the limitin g grazingangle (or elevation
angle), e, and angular radius of the Earth, p, as

ACR = @n/P) cos (e + arc sin (cos e sin p)) (s-3s)
Because the curvature of the Earth's surface strongly affects the ACR, Eqs. (5-33)

to (5-35) are not equal to the length of the arc between the effective horizons times
either the velocity ofthe spacecraft or the velocity ofthe subsatellite point.

5.3 Apparent Motion of Satellites for an Observer on the Earth
Even for satelliies in perfectly circular orbits, the apparent motion of a satellite

tial sphere.
Because the apparent satellite path is not a simple geometrical figure, it is best

computed using a simulation program. Available commercial programs include
satellite Tool Kit (1990), orbit view and orbit workbench (1991), orbit II plus
(1991), and MicToGLOBE (1990), which generated the figures in this chapter. These
programs also work with elliptical orbits, so they are convenient-along with the
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,tm'4nin

6= 0 deg

€min= 5 deg

Fig.5-17. Geometry of Satellite Ground Track Relative to an Observer on the Earth's
Surface.

* See Chap. 9 of Wertz [2001] for a more accurate approximation which takes the Earth's rota-
tion into account.
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particular pass will depend greatly on the individual geometrical conditions. Approx-
imate analytic formulas are provided by wertz [1981, 2001]. For mission design, the
circular orbit formulas provided below for satellites in low-Earth orbit and geo-
synchronous orbit work well.

5.3.1 Satellites in Circular Low-Earth Orbit
We assume a satellite is in a circular low-Earth orbit passing near a target or ground

station. We also assume that the orbit is low enough that we can ignore the Earth's
rotation in the relatively brief period for which the satellite passes overhead.* We wish
to determine the characteristics of the apparent satellite motion as seen from the
ground station. Throughout this section we use the notation adopted in Sec. 5.2.
Figure 5-17 shows the geometry. The small circle centered on the ground station
represents the subsatellite points at which the spacecraft elevation, €, seen by the
ground station is greater than some minimum e^in.The nature of the communication
or observation will determine the value of €^in. For communications, the satellite
typically must be more than 5 deg above the horizon, so E^in= 5 deg. The size of this
circle of accessibility strongly depends on the value of enr;,r,as emphasized in the dis-
cussion of Fig. 5- 15. In Fig. 5-17 we have assumed a satellite altirude of 1,000 km. The
dashed circle sunounding the ground station is at €*;n= 0 deg (that is, the satellite's
true outer horizon), and the solid circle represents rrrjn = 5 deg. In practice we typically
select a specific value of errinand use that number. However, you should remarn aware
that many of the computed parameters are extremely sensitive to this value.
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' G.iveh a value of .t^1n, we can define the maximum- Earth centrar angre, r^*, the
naximum nadir angle, ?l*ay, rne&sured at the satellite from nadir to the giound'iiiiion,
and the maxim.um range, Dro, at which the satellite will still be ii view. These
parameters as determined by applying Eqs. (5-26a) to (5_2g) are given by:

sin 4^* = sin p cos tmin

L^* = 90 deg- Emin-1nax

D -o_ s in)"^*
-mar 't l ] -

sln 4mar
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(s-37)

(5-38)

(s-3e)
(540)

sin p = sin /atrl sin i (s-42)
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'Enir ' \ ru

Eru,4*in

6= 0 deg

tnit= 5 dbg

to an Observer on the Earth's

which takes the Earth's rota-

la tnn6= 90dee- i

longosls = Lno4"-90 deg

A satellite passes directly over a target or ground station (identified by the subscript
gs) on the Earth's surface if and only if

sin (longrr- Lnode) = tan lat* I tan i (5-4 l )

Again, the two valid solutions correspond to the northbound and southbound passes.
Figure 5-17 defines theparameters of thesatellite'spass overhead interms of,1.,,2,

the minimum Earth central angle between the satellite;s ground track and the ground
station. This is 90 deg minus the angular distance measured at the center of thJ Earth



5.3120 Space Mission Geometry

from the ground station to the instantaneous orbit pole at the tirne of contact. If we
know the latitude and longitude of the orbit pole and ground station, gs, then the value
of )"r;,, is

sin )"r1n = sin latpotesin /at s + cos latpote cos latgscos (A/ong) (5-43)

where L,long is the longitude difference between gs and the orbit pole. At the point of
closest approach, we can cofflpute the minimum nadir angle, f21;1, ffraximum elevation
angle, E.*, and minimum range, Dmi, as

t&n \rr;,=
sin p sin,t (s-44)

(s-4s)

(s-46)

I - sin p cos 2,ri,,

e,ro, = 90 deg- )",n1n- lntin

D^i,r= RE

At the point of closest approach, the satellite is moving perpendicular to the line of
sight to the ground station. Thus, the maxintum angular rate of the satellite as seen
from the ground statlon,Qn r", will be

5.3 Apparent Motion of Satel

Table 5-4 summarizes the computi
a worked example. Note that as indicr
for example, we assume a mountain-to
in view increases by l1%o to 14.27 mit
tracks for satellites in a 1,000 km orbi

TABLE 5-4. Summary of Computations
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ground station al latgs = 22 '
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cos (A@ i2) = (tar

r= (P/ 180 deg)
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the apparent motion from there. The ,
Earth's surface will be much more com
to the Earth's center. (See Wertz [2001]
the variations can be computed for any

6o , *= *=
zn(n, + n)

PD
m I n

where V5il is the orbital velocity of the satellite, and P is the orbit period.
Finally, it is convenient to compute the total azimuth range, A$, which the satellite

covers as seen by the ground station, Ilte total time in view, T, and the azirnuth, Qcente,
at the center of the viewing arc at which the elevation angle is a maximum:

(s-47)

(5-48)

(5-4e)

(s-50)

(s-s r )

Ld tan L
C O S *  =  .  - t ' t t t t

z lan Lnrur

(  p  \  / ^ ^ ^ '  \

r =l --:- lur" .o, I 
cos4,',' 

I
\ I uu deg , I cos ̂,,i,, J

where the arc cos is in degrees. [r"u,", is related ro Qpotu,the azimuth to the direction
to the projection of the orbit pole onto the ground by'

avmax

fir"rtrr= 180 deg- Qrop

cos Qoo1, = (sin latpote - sin )"n,i,, sin /atgr) I (cos ),rr1,, cos /atgs)

where Qrop < I 80 deg ifthe orbit pole is east ofthe ground station and $rup > I 80 deg
if the orbit pole is west of the ground station. The maximum time in view, T^n', occurs
when the satellite passes overhead and Lrriu= 0. Eq. (5-a9) then reduces to:

T,nor= P (L,ro., / 180 deg) (s-s2)
lf satellite passes are approximately evenly distributed in off-ground track angle, then
the average pass duration is about 80o/o of Tro, and 86% or more of the passes will be
longer than half Tn,o,r.

Earth Angular Radius, p

Period, P

Max Nadir Angle, 4r*

Max Earth
Central Angle, ,1.",

Max Distance, Dr",

Min Earth
Central Angle, 2r,

Min Nadir Angle, q^6

Max Elevation
Angle, emax

Min Distance, Dr;n

Max Angular Rate,

Azimuth Range, Ad

Time in View, f

s in  p=  Rr11P,

P = 1.658 669

sin 4rr, = 5ip ,

Tmax =9Odeg

Dmax = Re (sin '

sin L^in = sin /al
+ cos /a

lan 1716 = (sin p
Tmin)

€max = 90 deg -

Dmin = Re(sin 7,
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' 
Table 5-4 summarizes the computations for ground station coverage and provides

a worked example. Note that as indicated above, zis particularly sensitiue to e^in.rf.,

5.3.2 Satellites in Geosynchronous Orbit and Above

An important special case of the satellite motion as seen froni the Earth's surface
occurs for geostationary satellites, which hover approximately oyer one location on
the Earth's equator. This will occur at an altitude of 35,786 km, for which the satellite
period is 1,436 min, equaling the Earth's sidereal rota[ion period relative to the fixed
stars. Chapter 6 describes the long-term drift of geostationary satellites. We describe
here the apparent daily motion of these satellites as seen by an observer on the Earth.

For.convenience, we assume the observer is at the center of the Earth and compute
the apparent motion from there. The detailed motion seen from a location on the
Earth's surface will be much more complex because the observer is displaced relative
to the Earth's center. (See wertz t20011.) But the general results will be the same, and
the- variations can be computed for any particular location.

r21.

t pole at the time of contact. If
ground station, gs, then the va

cos latgs cos (Llong)

gs and the orbit pole. At the point
ir angle, 1min,rrrdximum elevati

sin l.
cos)"r6

- 4niit

(s-46

moving perpendicular to the line
rate of the satellite as seenl

Rr+  H
D .

mtn
(s-47\

P is the orbit oeriod.
range, AQ, which the satellitti

rfor example, we assume a mou4tain-top ground station with €^in= 2 deg, then thJiime
in view increases by l5vo to 14.27 min. Figure 5-18 shows samples of several ground
tracks for satellites in a 1,000 km orbit.

. TABLE 5-4. Summary of Computations for Ground Station Pass Parameters. We assume
thefol lowingparameters:orbitpoleat ldtpob=61.Sdeg, longool"=100deg; Hawaii
ground station at latss = 22 deg, longo"'= 200 deg; minimuin allowable elevation
angle Erin = 5 deg. The result is a typi6at pass time-in-view of about 12 min.

in view, Z, and the azimuth, Qr"u,rr)
ion angle is a maximum:

emax I
TI

mtn )

(5-48)

(5-4e)

) Qpote, the azimuth to the direction
by

(5-s0)

(s-5 I )(cos )"^io cos /a1"r)

ground station and. Qoo1"> 180 deg
uimum time in view,Tnro* occurs

(5-49) then reduces to:

r5-5? \

in off-ground track angle, then
86%o or more of the passes wili be

Parameter Formula
Eq.
No. Example

Earth Angular Radius, p

Period, P

Max Nadir Angle, 4^u

Max Earth
Central Angle,,l,,o

Max Distance, D,nr,

Min Earth
Central Angle, ,tr ,

Min Nadir Angle, 4.7,

Max Elevation
Angle, 6max

Min Distance, D,n;n

Max Angular Rate, 0na:r

Azimuth Range, Ad

Time in View, f

l s in  p  =  Rr l  (Rr  +  H\
I
P = 1.658 669 x 10-+ x (6,378.14 + 11stz

sin 4^", = sin p cos tm,n

Lma, = 90 deg - Emin - 1max

D^u = RE $in Lru / sin 4o,u)

sin Arln = sin latpob sin /at*
+ cos latp,e cos /atss cos (A/ong)

lan 416- (sin p sin 7ri) / (1 - sinpcos
Anin)

Emax = 90 deg - l^in - 4^i,

5-38

5-4ij

5-44

5-45

5-46

5-47

5-48

5-49

p = 59.8 deg

P= 105 min

lmax = 59.4 deg

Tmax = 25.6 deg

Dmax= 3,202km

)"rin= 14.7 deg

\nin= 53.2 deg

€max=22.'l deg

Drin=2,021 km

= 12.6
deg/min

Ad =  113.6  deg

f = 12.36 min

A
"max
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)'^,, = o deg

l^,n= 5 deg

),^,;14.7 deg

A. Geometry on the Globe B. Geometry on the
Ground-Station-Centered Celestial Sphere

Fig.5-18. Motion of a Satellite at 1,000 km as Seen on the Earth and by an Observer on
the Surface of the Earth. See text for formulas.

Orbit inclination and eccentricity are the principal causes of the apparent daily
motion of a geosynchronous satellite. These two effects yield different-shaped appar-
ent orbits, which can cause confusion if the source of the apparent motion is not clearly
identified. As Fig. 5-194. shows, the inclination of the orbit produces a figure eight
centered on the equator, as seen by an observer at the Earth's center. The half-height,
h;n , and half-width, win , of the figure eight due to an inclination, l, are given by

h i r r=  l i (s-s3)

(5-s4)

Development of Map
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Fig. 5-19. Apparent Daily Motion of a Sat,
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where the approximation in the second formula applies to small l. The source of this
figure eight or analemma is the motion of the satellite along its inclined orbit, which
will alternately fall behind and tlren catch up to the uniform rotation of the Earth on
its axis.

The second factor which causes a nonuniform apparent motion is a nonzero eccen-
tricity of the satellite orbit. An eccentricity, e; causes an East-West oscillation, wecc, of
magnitude

1 '  -
tanwin, = 

i (Jr*t  
-J*t t)  =nn2| l2)

wecc =-[t**" 
),= 

t(t ts aee)" (5-5s)

In general, the inclination and eccentricity motions are superimposed, resulting in
two possible shapes for the motion of the geosynchronous satellite as seen from the
Earth. If the nonzero inclination effect dominates, then the satellite appears to move in
a figure eight. If the eccentricity effect is larger than the inclination effect, then the
apparent motion is a single open oval, as shown in Fig. 5-198.

For satellites above geosynchronous orbit, the rotation of the Earth on its axis
dominates the apparent motion of the satellite. Consequently, it is most convenient in
this case to plot the motion of the satellite relative to the background of the fixed stars,

Zenith

Horizon
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Fig. 5-19. Apparent Daily Motion of a Satellite in Geosynchronous Orbit.

ln this coordinate frame. we can handle the motion relative to the fixed inertial back-
ground just the same as we do the apparcnt motion of the Moon or planets. Many
introductory texts on celestial mechanics treat this issue. See, for example, Roy

[1991], Green [1985], or Smart [L977], or Wertz [2001].

5.4 Development of Mapping and Pointing Budgets

Nearly all spacecraft missions involve sensing or interaction with the world around
them, so a spacecraft needs io know or control its orientation. We may conveniently
divide this problem of orientation into two.areas of pointing and mapping . Pointing
means orienting the spacecraft, camera, sensor, or antenna to a target having a specific
geographic position or inertial direction. Mapping is determining the geographic
position of the look point of a camera, sensor, or intenna. Satellites used only for
communications will generally require only pointing. Satellites having some type of
viewing instrument, such as weather, ground surveillance, or Earth resources satel-
lites, will ordinarily require both pointing ("point the instrument at New Yorki') and
mapping ("determine the geographic location of the tall building in pixel 2073").

The goal of this section is to develop budgets for pointing and mapping. A budget
lists all tlle sources of pointing and mapping errors and how much they contribute to
the overall pointing and mappi4g accuracy. This accuracy budget frequently drives
both the cost and performance of a space mission. If components in the budget are left
out or incorrectly assessed, the satellite may not be able to meet its performance
objectives. More commonly, people who define the system requirements make the
budgets for pointing and mapping too stringent and, therefore, unnecessarily drive
up the cost of the mission. As a result, we must understand from the start the compo-
nents of mapping and pointing budgets and how they affect overall accuracy. In this
section we will emphasize Earth-oriented missions, but'the same basic rules apply to
inertially-oriented missions.

The components of the pointing and mapping budgets are shown in Fig. 5-20 and
defined in Table 5-5. Basic pointing and mapping errors are associated with spacecraft
navigation---that is, knowledge of its position and attitude in space. But even if the

h = 4

zw*l l-- o.os oeg

A. i= 2 deg
€ = 0

=tnz(t tz)
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TABLE 5-5. Sources of Pointing and Mag

SPACECRAFT POSITION ERRORS:

In- or along-lrack Displa<

Cross-track Displar

Radial Displa<

SENSING AXIS ORIENTATION ERRORS {

geographic location of the target. Errors in the target altitude, discussed below, can be

i t 
"y "omponent 

of pointing and mapping budgets. The instrument-mounting error

repr;sents ihe misalignment between the pointed antenna or instrument and the sensor

oir"nrorr used to delermine the attitude. This enor is extremely difficult to remove.

Because we cannot determine it from the attitude data alone, we must view it as a crit-

ical parameter and keep it small while integrating the spacecraft'

Fig.5-20. Definition of Pointing and Mapping Error Components'
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TABLE 5-5. Sources ol Pointing and Mapping Errors.

SPACECRAFT POSITION ERRORS:

Ll In- or along-track Displacement along the spacecraft,s velocity vecror

SENSING AXIS ORIENTATION ERRORS (ln polar coordinates about nadir):

AC Cross-track

AFs Radial

L4 Elevation

LO Azimuth

Displacement normal to the spacecraft's orbit plane

Displacement toward the center of the Earth (nadlr)

Error in angle from nadir to sensing axis

Error in rOtation of the sensing axis about nadir

Sensing axis orientation errors include errors in (1) attitude determination, (2) instrument
mounting, and (3) stability for mapping or control tor pointing.

OTHER ERRORS:

LRr 'Target altitude

LT Clock error

Uncertainty in the altitude of the observed bbject

Uncertainty in the real observation time (results in
uncertainty in the rotational position of the Earth)

In practice we can seldom follow the above process. For example, we cannot
improve accuracy continuously. Rather, we must often accept large steps in both
performance and cost as we change methods or techniques. Similarly, we seldom
know precisely how much money or what level of perforrnance to budget. In practice
the mission designer strives to balance the components, often by relying on experience
and intuition as much as analysis. But the overall goal remains correct. We should try
to balance the error budget so that incrementally improving any of th_e components
results in approximately comparable cost.

A practical method of creating an error budget is as follows. Wb begin by writing
down all of the components of the pointing and mapping budgets from Table 5-5. We
assume that these components are unrelated to each other, being prepared to combine
them later by taking the root sum square of the individual elements. (We will have to
examine this assumption in light of the eventual rnission design and adjust it to take
into account how the error components truly combine.) The next step is to spread the
budget equally among all components. Thus, if all seven error sources listed in
Table 5-5 are relevant to the problem, we will initially assign an accuracy requirement
for each equal to the total accuracy divided by Jl. This provides a starting point for
allocating errors. Our next step is to look at normal spacecraft operations and divide
the error sources into three categories:

(A) Those allowing very little adjustment

(B) Those easily meeting the enor allocation established for them, and

(C) Those allowing increased accuracy at increased cost

Determining the spacecraft position using ground radar is a normal operation, and
the ground station provides a fixed level of accuracy. We cannot adjust this error
source without much higher cost, so we assign it to category (A) and accept its corre-
sponding level of accuracy. A typical example of category @) is the observation time
for which an accuracy of, tens of milliseconds is reasonable with modern spacecraft
clocks. Therefore,-we will assign an appropriately small number (say l0 rns) to the
accuracy associated with the timing error. Attitude determination ordinarily falls into
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TABLE 5-6. Mapping and Pointing Error Formulas. e is the grazing angle and /at is the latitude
of the target,{is the target azimuth relative to the ground track, l"is the Earth central
angle from the target to the satellite, D is the distance from the satellite to the target,
F7 is the distance from thg Earth's center to the target (typically - R6 the Earth's
radius), and Fs is the distance Jrom the Earth's center to the satellite. See Fig. 5-20.

category (C). Here we might have a gravity gradient-stabilized system accurate to a
few degrees with no attitude determination cost at all, an horizon sensor system accu-
rate to 0.05-{. 10 deg, or a much more expensive star sensor systern accurate to better
than 0.01 deg (see Sec.  I  l . l ) .

This process allows us to balance cost between the appropriate components and to
go back to the mission definition and adjust the real requirements. For example,''
achieving a mapping accuracy of 100 rn on the ground might triple the cost of the space
mission by requiring highly accurate attitude determination, a new system for:
determining the orbit, and a detailed list of target altitudes. Reducing the accuracy
requirement to 500 nT might lower the cost enough to make the mission possible within'
the established budget constraints. This is an example of trading on mission require.'
ments, described in Chaps. 2 to 4. Requirements trading is extretnely important to a:
cost-effective mission, but we often ornit this in the nonnal process of defining
mission requirements

To carry out this trade process, we need to know how an error in each ofthe corn-,
ponents described in Table 5-5 relates to the overall mapping and pointing errors.

the resulting pointing and mapping ac
information which we must transform
ments for a given mission. The general tr
below. Representative mapping and pr

i11 they involve combining several terms. A s

[i*i:t:i"^"irl'^'^:P':l':",1n91:,ro:l'u,"

r;r given in Table 5-7

TABLE 5-7. Representative Mapping and
for corresponding plots.

Source

Error
in

Source

Mappir

€=  10  de

Attitude Errors:
Azimuth
Nadir Angle

Position Errors:
ln-Track
Cross-Track
Radial

Other Errors:
Target Altitude
S/C Clock

Root Sum Square

0.06 deg
0.03 deg

0.2 km
0.2 km
0.1 km

1 k m
0.5 sec

2.46
8.33

0 .17
0 .16
0.49

5.67
0.23
10.39

Q efinin g Mapp ing Re quir e me nts

The errors associated with mapping d'we 
choose to work. Working in a very

i. provides very poor coverage but excell
Fig. 5-21). On the other hand, working ne
but poor mapping accuracy. Thus, we mu
coverage. The mapping accuracy for a pa
elevation angle at the edge of the coverz
accuracy will be much better looking stra

j,, closest to the horizon. To assess satellitr
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, . angles out to a limiting spacecraft elevatio
ii' Accuracy characteristics as a function r
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Table 5-6 gives formulas relating the er
the overall error. Here the notation ust
mission conditions, these formulas relat

is based on the equations in Table 5-6.
i The total mapping error is the root r
Generally, uncertainty in target altitude ar

ii'to errors in mapping accuracy. In most car

Error Source

Error
Magnitude

(units)

Magnitude of
Mapping Error

(km)

Magnitude of
Pointing Error

(rad)
Direction of

Error

Attitude
Errors:(1)

Azimuth
Nadir Angle

Position Errors:
ln-Track

Cross-Track

Radial

Other Errors:
Target Altitude

S/C Clock

Ad(rad)

A4 (rad)

a/ (km)

AC (km)

ARs(km)

aRl (km)

Ar(s)

A@Dsin 4
A4  D /s in

Ll (Rr/Rs) cos H(2)

aC (F1lFel cos G (s)

AHs sin 4 / sin e

LRT l tan e

Af V" cos (/at,) (+)

Adsin
A4

(LI lD) sin YlFl

(aC lD) sin Y6$l

(LRslD) sin 4

LT (Ve I D)cos(lat)
' s in  J  (z )

Azimuthal

Toward nadir

Parallel to
ground track

Perpendicular
to ground track

Toward nadir

Toward nadir

Parallel to
Earth's equator

Noles:
(1) Includes attitude determination error, instrument mounting error, stability over exposure time (mapping

only), and control error (pointing only). The formulas given assume that the attitude is measured with
respect to lhe Earth

(2) sin H = sin ,l sin @.
(3) sin G = sin ,l cos 4
(41 Ve = 464 m/s (Earth rotation velocity at the equato0

(5) cos Y/= cos { sin 4.

(6) cos Yc = sin d sin ry
(7) cos J = cos dE cos €, where dE = azimulh relative to East.



Development of Mapping and Pointing Budgets

Table 5-6 gives formulas relating the errors in each of the seven basic components to
the overall error. Here the notation used is the same as in Fig. 5-20. For any given
mission conditions, these formulas relate the errors in the fundamental components to
the resulting pointing and mapping accuracies. Table 5-6 provides basic algebraic
information which we must transform into specific mapping and pointing require-
ments for a given mission..The general process of deriving these requirements is given
below. Representative mapping and pointing budgets based on these forrnulas are
given in Table 5-7

fABLE 5-7. Representative Mapping and Pointing Error Budgets. See Figs. 5-21 a d 5-22
for corresponding plots.

Defining Mapping Re quirements

The errors associated with mapping depend strongly on how close to the horizon
we choose to work. Working in a very small region directly under the spacecraft
provides very poor coverage but excellent mapping accuacy and resolution (see
Fig. 5-21). On the other hand, working near the horizon provides very broad coverage
but pbor mapping accuracy. Thus, we must trade resolution and mapping accuracy for
coverage. The mapping accuracy for a particular mission depends on the spacecraft's
elevation angle at the edge of the coverage region. In almost all cases the mapping
accuracy will be much better looking straight down, and the limiting accuracy will be
closest to the horizon. To assess satellite coverage, we look at the satellite's swath
width. That is, we assume the spacecraft can work directly below itself and at all
angles out to a limiting spacecraft elevation angle as seen from a target on the ground.

Accuracy characteristics as A function of elevation angle are more complex because
they involve combining several terms. A sample plot of mapping error as a function of
the spacecraft's elevation angle for a satellite at 1,000 km is in Fig.5-22. This figure
is based on the equations in Table 5-6.

The total mapping error is the root sum square of the individual components.
Generally, uncertainfy in target altitude and in attitude determination contribute most
to errors in mapping accuracy. In most cases improving other factors will have only a

LN

is the grazing angle and /atis the latitude,
to the ground track, ,l.is the Earth

distancefrom the satellite to the
to the target (typically - r9s, the

center to the satellite. See Fio.

-stabilized system accurate to a
l, an horizon sensor system accu-

sensor system accurate to better

appropriate components and to
real requirements. For example,

might triple the cost of the space
ination, a new system for

altitudes. Reducing the accuracy
make the mission possible within
le of trading on mission require-
ing is extremely important to a

the normal process of defining

how an error in each of the com-
I mapping and pointing errors.

A/sin 4
A4

(al/D) sin Y1F)

(LC /D)sin Yc$l

(LR5lD)sin 4

LT (Ve t D\ cos(lat)
'sin J (7)

Azimuthal

Toward nadir

Parallel to
ground track

Perpendicular
to ground track

Toward nadir

Toward nadir ,

Parallel to
Earth's equator

stability over exposure time (mapping
assume thal the attitude is measured with

Source

Error
in

Source

Error Budgets

Mapping Error (km) Pointing Error (deg)

€= 10 deg t= 30 deg t= 10 deg 6 = 3 0 d e g

Attitude Errors:

Azimuth
Nadir Angle

Position Enorc:

ln-Track
Cross.Track
Radial

Other Errors:
Target Altitude
S/C Clock

Boot Sum Square

0.06 deg

0.03 deg

0.2 km

0.2 km

0.1 km

1 k m

0.5 sec

2.46

8.33

0 . 1 7

0 . 1 6

0.49

5.67

0.23

{ e e

1.78

0 .17
0 .17
0.15

't.73

0.23

0.051
0.030

0.002
0.004
0.002

0.005

0.045
0.030

0.005
0.007
0.003

0.008
10.39 2.84 0.060 0.055
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Fig.5'21. swath width vs. spacecraft Elevation Angle lor a spacecraft at Various
Altitudes. Note that the swath width increases dramatically at small elevation angles.

second-order effect. Consequently, determining target altitude and spacecraft attitude
are high priorities in assessing a mission's mapping performance and cost.

The uncertainty in target altitude typically contributes most to determining a
geographic location on the Earth. The oblateness of the Earth has the largest effect on
target altitude. It causes a variation in distance from the center of the Earth of
approxirnately 25 km between the poles and the equator. But we can account for this
factor analytically at very low cost, so it does not usually add to the error. The next
plateau is for airplanes, clouds, or other atmospheric features. The uncertainty in target
altitude at this level will typically be l0 km or larger unless we have some a priori
estimate of the altitude. For features on the Earth's surface, the uncertainty in target
altitude reduces to approximately I km, unless data analysis includes a detailed map
of target altitudes. Figure 5-22 incorporates this I km error in target altitude as the
dorninant source of error. Thus, for example, for FireSat to have a mapping error of
less than I km would require one of two arrangements. The spacecraft could work only
very near nadir and therefore have very poor coverage. Alternatively, it could include,
the elevation ofthe target region as a part ofdata reduction, therefore requiring the use'
of a very large data base and making the data processing more complex.

The second principal contributor to mapping error is the uniertainty in attitude
determination, which varies widely over the following cost plateaus:

90

Fig.5-22.
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Spacecraft Elevation Seen from Ground (deg)

Mapping,Error as a Function of Elevation Angle lor a spacecraft at 1,000 km
Altitude. Magnitudes of assumed error sources are marked.
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using these general limits in a model such as that of Fig. 5-22 allows us to assess
accuracies as a function ofcost and coverage.

D eftning P oi nting Req uirem e nts

._ Unlike mapping, pointing depends only weakly on the spacecraft's elevation angle.
(see Fig. 5-23.) Thus, for missions which require only pointing, working in a reg'ion
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FSS Mapping Enor

0.2 km In-Track,
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o oS Nadir Error

I+
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near the horizon is almost as easy as pointing to a target or ground antenna at nadir. In

this case the working limit on the spacecraft's elevation angle depends on other

factors, such as the transmission of the atmosphere for a selected wavelength or pos-

sible obstruction by local geography. For example, ground stations ordinarily limit

their elevation to approximately 5 deg above the horizon because of the reduced atmo-

the field of view with a 6o probability, or virtual certainty. For example, if the FireSat

sensor has a 1 deg square field of view, an overall pointing requirement of 0.25 deg

will assure that the target will be within the field of view.

In pointing we may also want to eliminate overlapping coverage. For example, if

we wiih to dke a series of pictures, we must overlap the pictures by more than the

eter will only slightly improve overall coverage. On the other hand, a pointing error

worse than 2O7o of the field-of-view size can require substantial overlap, thus greatly

diminishing the overall system's coverage and resource utilization.

References

Collins, Steve. 1992. "Geocentric Nadir and Range from Horizon Sensor Observations
of the oblate Earth." AIAA Paper No. 92-176 presented at the AAS/AISS Space-
flight Mechanics Meeting. Colorado Springs, CO, Feb. 24-26.

Green, R.M. 1985. Spherical Astronomy. Cambridge: Cambridge University Press.

Liu, K. i978. "Earth Oblateness Modeling," in Spacecraft Attitude Determination and
Control, ed. James R. Werrz. 98-106. Holland: D. Reidel Publishing company.

Roy, A.E. 1991. Orbital Motion (3rd Edition). New York: John Wiley and Sons. i
Smart, W.M. 1977. Textbook on spherical Astronomy (6th Edition). cambridge: cam-

bridge University Press.

Wertz, James R. 1981. "Global Geometry Techniques for Mission Analysis," in Proc.
Int. Symp. Spacecrafi Ftight Dynamics, Darmstadt, FRG, May 18-22 (ESA SP-
160, Aug. 1981).

2001. Mission Geometry; Orbit and Constellation Design and Management.

Torrance, CA: Microcosm Press and Dordrecht, The Netherlands: Kluwer *
Academic Publishers.

Introducti

Daryl

6.r

6.2

Keple
SateIl
Motio
Grout
Orbit;

Orbit
Third-
Pertui
Earth;
Pertur

Orbit I
Copla;
Chang

Launcl

Orbit I

6 .3

6.4

6.5

Astrodynamics is the study of a sa
space. The satellite's ephemeris is a
first section below explains the tern
tions necessary to calculate orbital
how to predict the future position ar
a simple, but accurate, model treatir
The next section discusses how forr
affect the orbit of a satellite. The thir
change the satellite's orbit. The fina
and methods for maintainine satellitr

Several textbooks ut" uuiilubl" in
ics. Some of the most popular are I
Danby [1962], Escobat [1965], Kr
Chobotov [l996], Wiesel [1996], anc
ly on spacecraft astrodynamics.



target or gound antenna at nadir. In
elevation angle depends on other.

for a selected wavelensth or
, ground stations ordinarily limit
zon because of the reduced atrno-

ft's housekeeping
or antenna toward a ground target.

ing and orbit maneuvers ordi-
Consequently, for most missions,
more important. Here again

Chapter 6

fntroduction to Astrodynamics

. Daryl G. Boden, United States Naval Academy

6.1 Keplerian Orbits
Satellite Equations of Motion; Constants of
M otio n ; C las s ic al O rbital Elenents ; S at e liit e
Ground, Tracl<s: Time of Flight in an Elliptical
Orbit; Orbit Determination

6.2 Orbit Perturbatrons
Thi rd- B ody P e rturb atio ns ;
Penurbations Becawe of a Nonspherical
Earth; Perturbations from Atmospheic Drag;
P erturbations from Solar Radiatioi

6.3 Orbit Maneuvering
Coplanar Orbit Trarcfers; Orbit plane
Chang e s ; O rbit Rendent o us

6.4 Launch Windows

6.5 Orbit Maintenance

Astrodymmics is the study of a satellite's trajectory or orbir, that is, its path through
space. The satellite's ephemeris is a table listing its position as a functionbf time. Ttre
first section below explains the terms used to des"ribe satellite orbits, provides equa-
tions necessary to calculate orbital elements from position and velocity, and shows
how to predict the future position and velocity of a iatellite. We base this method on
a simple, but accurate, model treating the Earth and the satellite as spherical masses.
The next section discusses how forces other than the Newtonian grivitational force
affect the orbit of a satellite. The third section explains maneuverinfstrategies used to
change the satellite's orbit. The final two sections discuss the avai'iable launch rimes
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r32 Introduction to Astrodynamics

6.1 Keplerian Orbits

Explaining the motion of celestial bodies, especially the planets, has challenged
observers for many centuries. The parly Greeks attempted to describe the motion of
celestial bodies about the Earth in terms of circular motion. In 1543, Nicolaus Coper-
nicus proposed a heliocentric (Sun-centered) system with the planets following circu-
lar orbits. Finally, with the help of Tycho Brahels observational data, Johannes Kepler
described elliptical planetary orbits about the Sun. Later, lsaac Neu'ton provided a
mathematical solution for this system based on an inverse-square gravitational force.

Kepler spent several years reconciling the differences between Tycho Brahe's care-
ful observations of the planets and their predicted motion based on previous theories.
Having found that the data matched a geometric solution of elliptical orbits, he
published his first two laws of planetary motion in 1609 and his third law in 1619.
i(epler's three laws of planetary motion (which also apply to satellites orbiting the

Earth) are:

. First Lsw: The orbit of each planet is an ellipse, with the Sun at one focus'

. Second Lsw: The line joining the planet to the Sun sweeps out equal areas in
equal times.

. Third Lsn; The square of the period of a planet is proportional to the cube of
its mean distance from the Sun.

6.1.1 Satell i te Equations of Motion

Figure 6-l depicts the key parameters of an eltiptical orbit. The eccentt'icity, e, of

tbe el-lipse (not shown in the figure) is equal to cla and is a measure of the deviation of

the ellipse from a circle.
Isaai Newton explained mathernatically why the planets (and satellites) follow

elliptical orbits. Newton's Second Law of Motior, applied to a constant mass system

and', combined with his law of Llniversal Gravitation,provides the mathematical basis

for analyzing satellite orbits. Newton's law of gravitation states that any two bodies

attract each other with a force proportional to the product of their masses and inversely

proportional to the square of the distance between them. The equation for the magni-

tude ofthe force caused by gravity is

F = -GMm/ 12
= -pm/ r2 (6-7)

where F is the magnitude of the force caused by gravity, G is the universal constant of

gravitation, M is the mass of the Earth, m is the mass of the satellite, r is the distance

from the center of the Earth to the satellite, and p = GM is the Earth's gravitational

constant (= 398,600.5 km3sr).
Combining Newton's second law with his law of gravitation, we obtain an equation

for the'acceleration vector ofthe satellite:

i + ( p r - 3 ) r  =  0 (6-2)

This equation, called the two-body equation of motion, is the relative equation of

rnotion of a satellite position vector as the satellite orbits the Earth. In deriving it, we

assumed that gravity is the only force, the Earth is spherically symlnetric, the Earth's

mass is rnuch greater than the satellite's mass, and the Earth and the satellite are the

only two bodies in the system.
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i za

oosition vector of the satellite relative to Earth's center

velocity vector of the satellite relative to Earth's center

flight-path-angle, the angle between the velocity vector and a line
perpendicular to the position vector

semimajor axis of the ellipse

semiminor axis of the ellipse

the distance from the center of the orbit to one of the locii

the polar angle of the ellipse, also called the lrue anomaly, rneasured in the
direction of motion from the direction of perigee to the position vector

radius of apogee, the distance from Earth's center to the farthest point on the
ellipse
radius of perigee, the distance from Earth's center to the point of closest
approach to the Earth
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Fig.6-1. Geometry of an Ellipse and Orbital Parameters.

A solution to the two-body equation of motion for a satellite orbiting Earth is the
polar equation of a conic section.It gives the magnitude of the position vector in terms
of the location in the orbit.

r = a(l - 410 + e cos v) (6-3)

where zi is the semimajor dxis, e is the eccentricity, aud v is the polar angle or true
*"itlrryr* 

sectionis a curve formed by the intersection of a plane passing through a
right circular cone. As Fig. 6.2 shows, the angular orientation of the plane relative to
the cone determines whether the conic section is a circle, ellipse, parabola, ot hyper-
bola. We can define all conic sections in terms of the eccentricity, e, in Eq. (6-3)

above. The lype of conic section is also related to the semimajor axis, a, and the
specific mechanical energy, €. Table 6-l shows the relationships between energy'
eccentricity, and semimajor axis and the type of conic section.

'*1.
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Fig. 6-2. Geometric Origin ol Conic Sections. Satellite orbits can be any of four conic
sections: a circle, an ellipse, a parabola, or a hyperbola

TABLE 6-1. Conic Sections: See text for discussron.

6.1.2 Constants of Motion

Using the two-body equation of motion, we can derive several constants of rnotion
of a satellite orbit. The first is

€ = V 2  / 2 - p / 1 , = - S t l ( 2 a )
(5-4)

6.1 Kepler

We also know that for a circle the
constant. Rearranging the energy equat
circular orbit.

= 1p I  r) t t

=7 .905 3

= 631.34i

where l(,,. is the circular velocity in km/
orbit's radius in km.

l Frorn Table 6-1, the energy of a parat
is one with the minimum energy needed I
Thus, we can calculate the velocity requ
r, by setting energy equal to zero in Eq. r

V".,. = (2p/r)l

= l l . l79

=892.86

where I/u'. is the escape velocity in km/s
Another constant of motion associate

momentum, h, which is the satellite's tota
can find it from the cross product ofthe

h = r  x v

We find that from Kepler's second
magnitude and direction for the two-l
defined by the position and velocity vec'

6.1.3 Classical Orbital Elements
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\
Hyperoola l)

4,,

- Parabola

where € is the total specific mechanical energ), or mechanical energy per unit mass,
for the system and is the sgn of$e kinetic eni.gy per unit uturr undiotential energy
per unit mass. we refer to Eq. (6-a) as the energg equation. Because ihe forces in the
sys,tem are conservative, the energy is a constant. The term for potential energy, -p/r,

!e!n9s the potential energy to be zero at infinity and negative at any radius t"rr t'ttun
infinity. Using this definition, the specific mechanical energy of elliptical orbits will
always be negative. As the energy increases (approaches ,"ro;, the eliipse gets larger,
1nd !h9 elliptical trajecrory_ approaches a piiabolic trajeciory. r'rom itre 

"n"igyEq' (6-4), we find that a satellite moves fastest at perigee of the orbit and slowest at
apogee.

Conic Energy, 6 Semimajor Axis, a Eccentricity, e
Circle

Ellipse

Parabola

Hyperbola

< 0

< 0

0

> 0

= radius

> 0

< 0

0
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for a circle the semimajor axis equals the radius, which is
the energy equation, we find the velocity of a satellite in a

%, ,= ( l t / r ) t / 2 (6-5)
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We also know that
t. Rearranging

r orbit.

Ellipse

- Parabola

orbitscan be any of four conicl
hyperbola.

derive several constants of motion

1t / (2a)
{r--4)

mechanical energy per unit mass,
per unit mass and potential energy

equation. Because the forces in the
term for potential energy, -f.,
negative at any radius less than

ical energy of elliptical orbits will
;bes zero), the ellipse gets larger,
ic trajectory. From the energy

perigee of the orbit and slowest at

\ .
, l \

=7.905 366 (RE /r)tn

= $Jl.J!$l y-trz

where 4ir is the circular velocity in km/s, R6 is the Earth's radius in km, and r is the
orbit's radius in km.

From Table 6-1, the energy ofa parabolic hajectory is zero. A paraboric trajectory
is one with the rninimum energy needed to escape the gravitational attraction of Earth.
Thus, we can calculate the velocity required to escape from the Earth atany distance,
r, by setting energy equal to zero in Eq. (6-a) and solving for velocity.

' A sfficientllt inertial coordinate fi'ame is a coordinate frame that we can consider to be non-
accelerating for the particular application. The GCI frame is sufficiently inertial when
considering Earth-orbiting satellites, but is inadequate for interplanetary travel because ofits
rotational acceleration around the Sun.

V"r" = (21t/r)ttz 6-6)
= 11.179 88 (Rt / r | rz

= $)) .$$l l  y- t tz

where Y"r" is the escape velocity in km/s, and r is in km.
Another constant of motion associated with a satellite orbit is the specific angular

mornentum, h, which is the satellite's total angular momentum divided bv its mass. we
can find it from the cross product of the posit-ion and velociry vectors.

h = r  x v (6-7)

We f,rnd that from Kepler's second law, the angular momentum is constant in
magnitude and direction for the rwo-body problem. Therefore, the orbital plane
defined by the position and velocity vectors must remain fixed in inertial space.

6.13, Classical Orhital Elements
When solving the two-body equations of motion, we need six constants of

integration (initial conditions). for the solution. Theoretically, we could find the three
components of position and velocity at any time in terms of the position and velocity
at any other time. Alternatively, we can completely describe the orbit with five
constants and one quantity which varies with time. These quantities, called classical
orbital elements, are defined below and are shown in Fie. 6-3. The coordinate frame
shown in the figure is the geocenrric inertial frame,* or 6CI, defined in Chap. 5 (see
Table 5-l). Its origin is at the center of,the Earth, with the X-axis in the equatorial
plane and pointing to tJre vernal equinox. Also, the Z-axis is parallel to the Earth's spin
axis (the North Pole), and the Y-axis completes the right.hand set in the equatorial
plane. The classical orbital elements are:

a: semimajor axrs: describes the size of the ellipse (see Fig. 6-l).

ei eccentricity: describes the shape ofthe ellipse (seeFig.6-l).
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inclination: the angle between the angular momentum vector and the unit
vector in the Z-direction.

d2: right ascension of the ascending node; the angle from the vemal equinox to
the ascending node. The alcending node is the point where the satellite passes
through the equatorial plane moving from south to north. Right ascension is
measured as a right-handed rotation about the pole, Z.

@: argunxent of perigee: the angle from the ascending node to the eccentricity
vector measured in the direction of the satellite's motion. The eccentricity
vector points from the center of the Earth to perigee with a magnitude equal
to the eccentricity of the orbit.

vi true anomaly: the angle from the eccentricity vector to the satellite position
vector, measured in the direction of satellite motion. Alternately, we could
vse time since perigee passage, T.
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Vernal
Equinox
Direction

Line of Nodes

n

Periapsis

Given these definitions, we can solve for the elements if we know the satellite's
position and velocity vectors. Equations (6-4) and (6-7) allow us to solve for the
energy and the angular momentum vector. An equation for the nodal vector, n, in the
direction of the ascendins node is

Definition of the Keplerian Orbital Elements of a Satellite in an Elliptic Orbit. We
define elements relative to the GCI coordinate frame.

s = ( l / p ) { ( V z  -  p l r ) r  - ( r . v ) v }

(6-8)

(6-e)
Table 6-2lists equations to derive the classical orbital elements and related param-

eters for an elliptical orbit.
Equatorial (l = 0) and circular (e = 0) orbits demand ahernate orbital elements to

solve the equations in Table 6-2. These are shown in Fig. 6-3. For equatorial orbits, a
single angle, II, can replace the right ascension of the ascending node and argument
ofperigee. Called thelongitude ofperigee, this angle is the algebraic sum ofOand a;.
As i approaches 0, 11 approaches the angle from the X-axis to perigee. For circular

n = Z x h

We can calculate the eccentricity vector from the following equation:
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TABLE 6-2. computing the Classic orbital Elements. For the right ascension of the ascend-ing node, argument of perigee, and true anomaly, if tie quantities in parentheses
are positive, use the angle calculated. lf the quantities are negative, the correct
value is 360 deg minus the angle calculated.

orbits (e -* 0); asingle angle, u = a * v, can replace the argument of perigee and true
anomaly. This angle istbe argument of latitude and, when e = 0, equals the angle from
the nodal vector to the satellite position vector. Finally, if the orbit ii circular aid equa-
tori-al, then a single angle, /, or true longitude, specifies the angle between the X-ixis
and the satellite position vector.

6.1.4 Satellite Ground Tracks

. As defined in Chap. 5, a satellite's ground track is the trace of the points formed by
the intersection of the satellite's position vectorwith the Earth's surfaie. ln this section
we will evaluate grgund tracks using a flat map of the Earth. chapters 5 and 7 give
another approach ofdisplaying thern on a global representation.

. ,tlthgugh ground tracks are generated from the orbital elements, we can gaiu
insight by determining the orbital elements frory a given ground track. Figure?-4
shows ground tracks for satellites with different oibitai altitudes and, thereforJ, diff"t-
ent orbital periods. The time it takes Earth to rotate through the difference in longitude
between two successive ascending nodes equals the orbitis period. For direct o"$i5,in
which the satellite moves eastward, we measure the change positive to the east. For
retrograde orbits, in which the satellite moves westward, positive is measured to the
west." With these definitions, the period, P, in minutes is

(5-10)

.This convenient empirical definition does nor app$ for near polar orbits. More formally, a
prograde or direct orbit has i < 90 deg. A retrograde orbit haj i > 90 deg. A polar orbit-has
i = 90 deg.

Symbol Name Equation eu"dr"nEhIk
a semimajor axis a = -pl (2s) = (ro + r) | Z
e eccentr ic i ty  e=le l  = l - ( re/a)=Ve/ay '_1

i inclination i = cos-1(hr/ h)
O right ascension of, Q=sss-r(n*l n) (ny> O)

the ascending node

a argument of perigee r = sss-t[(n.e)/(n;e1] (ee r O)
v t rueanomaly u=ss5-r [ (e. r ) / (e. r ) l  ( r .v>0)
rp radius ol perigee rr= a (1 -e)

rA radius ot apogee r1= a(1 + e)

Period P=2n(a3lp)1t2
= 84.489 (al Rrlan^6
= 0.000 165 87 aspmin, a in km

ao orbital frequency ao= fiil q\tr2
= 631 .348 16 a-42 rad/s. a in km



r38 Introduction to Astrodynamics

(For a more precise rotation rate forthe Earth, use 3.988 min/deg instead of 4.0 in
these equations.) where AI is the change in longitude in degrees that the satellite goes
through between successive ascending nodes. The difference in longitude between
two successive ascending nodes for,a direct orbit will always be less than 360 deg, and
in fact will be negative for orbits at altitudes higher than geosynchronous altitude. For
retrograde orbits, the difference in longitude between two successive ascending nodes
(positive change is measured to the west) is always greatet'than 360 deg.

Longitude

Fig.6-4. Orbital Ground Tracks ol Circular Orbits of Different Periods. (A) At = 335',
P= 100 min;  (B)  AL= 260' ,  P= 398 min;  (C)  At  = 180' ,  P =718min;  (D)  LL= 28,
P = 1,324 min;  and (E)  At  = 0" ,  P = 1,436 min.

Once we know the period, we can determine the semirnajor axis by using the
equation for the period ofan elliptical orbit:

o = y1p l2n)zv)t/3

= 33t.24915 P2l3 km

(6-11)

where the period is in minutes.
Figure 6-4 shows one revolution each for the ground tracks of several orbits with

an increasing semimajor axis. The period of a geosynchronous orbit, E, is 1,436 min,
matclring the Earth's rotational motion.

We can determine the orbit's inclination by the ground track's maximurn latitude.
For direct orbits the inclination equals the ground track's maximum latitude, and for
retrograde orbits the inclination equals 180 deg minus the ground track's maximum
latitude.

The orbit is circular if a ground track is syrnmetrical about both the equatol and a
line of longitude extending downward from the ground track's maximum latitLrde. All
the orbits in Fig. 6-4 are circular.

Figure 6-5 shows examples of ground tracks for the following typical orbits:

A: Shuttle parking orbit, a = 6,700 km, e = 0, i = 28.4 deg;

B: Low-altitude retrograde orbit, a = 6,700 km, e = 0, i = 98.0 deg;

6.1 Keple

C: GPS orbit, a = 26,600 km, e = (

D: Molniya orbits, a = 26,600 km,
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C: GPS orbit, a = 26,600 km, e = 0, i = 55.0 deg; and
D; Molniya orbits, a = 26,600 krn, e = 0.7 5, i = 63.4 deg, a = 27 0 deg.

Longitude

Fig.6-5. Typical Ground rracks. (A) shuttre parking, (B) Low-altitude retrograde, (c) Gps,
and (D) Molniya orbits. See text for orbital elements.

6.1.5 Time of Flight in an Elliptical Orbit

In analyzing Brahe's observational data, Kepler was able to solve the problem of
relating position in the orbit to the elapsed time, / - /0, or conversely, how long it takes
t9 e9 from one point to another in an orbit. To solve this, Kepler introduced tle quan-
tity M, called the mean anemaly,which is the fraction of an orbit period which has
elap_sed since perigee, expressed as an angle. The mean anomaly equils the true anom-
aly for a circular orbit. By definition,

M - M r = n ( ! - t o ) (6-72)
where M, is the mean anomaly at time t, and. n is the mean motion, or average angular
velocity, determined from the semimajor axis of the orbit:

n = Qtl at)trz

= 36,173.585 a-3/2 degs
- = 8,681,660.4 a-3/2 rev/day

= 3 .125 297 7 x 1gs o-3t2 deg/day

(6-13)
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Variable

n

E

M

t  - t o

v

Name

mean motion

eccentric anomalY

mean anomaly

time of flight

true anomaly

Equatlon

,  n  = (p las ln
= 631.348 16 a-sz rad/s

cos E= (e + cos v)/(1 + e cos v)

M  = E - e s i n ( E )
M = Mo+ n (t- to)

t - h = ( M  - M ) l n

v = M + 2e sin M + 1.25e2 sin(zM)

(a in km)

(Min rad)
(Min rad)

(f - to in sec)

(approx.)
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TABLE 6-3. Time of Flight in an Elliptic orbit. All angular quantities are in radians.
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As an example, we find the time it takes a satellite to go from perigee to an angle
90 deg from perigee, for an orbit with a semimajor axis of 7,000 km and an eccentricity
of 0.1. For this example

v o  = 4 - M 0 = 0 . 0 r a d  t o

v = 1.5708 rad E

M = l .37 l l  rad

f = 1,271.88 s

Finding the position in an orbit after a specified period is more complex. For this
problem, we calculate the mean anomaly, M, using time of flight and the mean motion
using Eq. (6-12). Next, we determine the true anomaly, v, using the series expansion
shown in Table 6-3, a good approximation for small eccentricity (the error is of the
order e3).If we need greater accuracy, we must solve the equation in Table 6-3 relating
mean anomaly to eccentric anomaly. Because this is a transcendental function, we
must use an iterative solution to find the eccentric anomaly, after which we can calcu-
late the true anomaly directly.

6.1.6 Orbit Determination

Up to this point, we have assumed that we know both the position and velocity of
the satellite in inertial space or the classical orbital elements. But we often cannot
directly observe the satellite's inertial position and velocity. Instead, we commonly
receive data from radar, telemetry, optics, or GPS. Radar and telemetry data consists
of range, azimuth, elevation, and possibly the rates of change of one or more of these
quantities, relative to a site attached to the rotating Earth. GPS receivers give GCI
latitude, longitude, and altitude. Optical data consists of right ascension and declina-
tion relative to the celestial sphere. In any case, we must combine and convert this data j
to inertial position and velocity before determining the orbital elements. Bate, Mueller, *
and White t197ll and Escobal t19651 cover methods for combining data, so I will not
cover them here.

The type of data we use for orbit determination depends on the orbit selected,
accuracy requirements, and weight restrictions on the spacecraft. Because radar and
optical systems collect data passivel), they require no additional spacecraft weight,
but they are also the least accurate methods of orbit determination. Conversely, GPS

Orbit period

,,Fig.6.6. Secular and periodic Variat ior
.i represent linear variations in the e
: than the orbital period, and long-pe
. period.

i When we consider perturbing forces,
i To predict the orbit we must determine t
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data is more accurate but also requires a receiver and processor, which add weight. we
can also use GPS for semiautonomous orbit determination beqause it requires no
ground support. An alternative method for fully autonomous navigation is given by
Tai and Noerdlinger [1989] (See Sec. 11.2.)

6.2 OrbitPerturbations

The Keplerian orbit discussed above provides an excellent reference, but other
forces act on the satellite to perturb it away from the nominal orbit. We can classify
these perturbations, or variations in the orbital elements, based on how they affect the
Keplerian elements.

Figure 6-6 illustrates a typical variation in one of the orbital elements because of a
perturbing force. Secular variations represent a linear variation in the element. Short-
period variations are periodic in the element with a period less than or equal to the
orbital period. Long-period variations have a period.greater than the orbital period.
Because secular variations have long-term effects on orbit prediction (the orbital ele-
ments affected continue to increase or decrease), I will discuss thern in detail. If the
satellite mission demands that we precisely determine the orbit, we must include the
periodic variations as well. Battin [999], Danby $9621, and Escobal [1965] describe
methods of determining and predicting orbits for pernrbed Keplerian motion.

Secular

Orbit Period 'l'ime

Fig.6-6. Secular and Periodis Variations of an Orbital Element. Secular 
.variations

represent linear variations in the elemenl, short-period variations have a period less
than the orbital period, and long-period variations have a period longer than the orbital
period.

When we consider perhrbing forces, the classical orbital elements vary with time.
To predict the orbit we must determine this time variation using techniques of either
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Q uoo, = -0'003 38 (cos i ) i n

Qsuu = -0'001 54 (cosi) / n

. Argument of perigee:

Orbit

a slight pear shape, and flattening at t
by taking the gradient ofthe gravitatio
of the geopotential function is:

they allow us to better understand how perturbations affect a large class of orbits. We

can also obtain solutions much faster than with special perturbations.
The primary forces which pefturb a satellite orbit arise from third bodies such as

the Sun and the Moon, the nonspherical mass distribution of the Earth, atmospheric

drag, and solar radiation pressure. We describe each of these below.

6.2.1 Third-Body Perturbations

argument of perigee are important, especially for high-altirude orbits-

ior nearly cirJular orbiti, e2 is almbst zero and the resulting error is of the order e2.

In this case, the equations for the secular rates ofchange resulting from the Sun and

Moon are:
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(6- r s)

(6- 16)

(6- l 7)

where I is the orbital inclination, n is the number of orbit revolutions per day, and Q

and a.r are in deg/day. These equations are only approxitnate; they neglect the varia:

tion caused by the changing orientation of the orbital plane with respect to both the;

Moon's orbital plane and the ecliptic plane.

6.2.2 Perturbations Because of a Nonspherical Earth

When developing the two-body equations of motion, we assumed the Earth has i

spherically symmetric mass distribution. In fact, the Earth has a bulge at the equator,
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a slight pear shape, and flattening at the poles. We can find a satellite's acceleration
by taking the gradient of the gravitational potential function, @. one widely used form
ofthe geopotential function is:

(6-18)

where p =fMis Earth's gravitational constant, R" is Earth's equatorial radius, po are
Leggndre polynomials, z is geocentric latitude, and { are dimensionless geopotential
coefficients of which the first thiee are:

Iz= 0'001 082 63

Jr = -0'000 002 54
'  Ja.= -0.000 001 6 l

Thil ,form of the geopotential function depends on latitude, and we call the geo-
potential coefficients, I, , zonal cofficients. other, more general expressions foithe
geopotential include sectoral and tesseral terms in the expansion . T\e sectoral terms
divide the Earth into slices and depend only on longitude. The tesseral terms in the
expansion represent sections that depend on longitude and latitude. They divide the
Earth into a checkerboard pattern ofregions that alternately add to and subtract frorn
the two-body potential. A geopotential model consists of a matrix of coefficients in the
spherical harmonic expansion. The widely used Goddard Earth Model l0B, or
GEMIOB, is called a '21 x21 model" because it consists of a 2r x 21 matrix of co-
efficients. In order to achieve high accuracy mapping of the ocean surface and wave
properties, theToPEX mission required creating a 100 x 100 geopotential model.

The potential generated by the nonspherical Earth causes periodic variations in all
of the orbital elements. The dominant effects, however, are secular variations in right
ascension of the ascending node and argument of perigee because of the Earth's
oblateness, represented by the J, term in the geopotential expansion. The rates of
change of O and rr; due to J, are
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where n is mean motion in deg/day, R" is Earth's equatorial radius, a is semimajor axis
in km, e is eccentricity, I is inclination, and O and al are in deg/day. Table 6-4
compares the rates of change of right ascension of the ascending node and digument
of perigee resulting from the Earth's oblateness, the sun, and the Moon. For satellites
in GEo and below, the J, perrurbations dominate; for satellites above GEo the sun
and Moon perturbations dominate.

Molniya orbits are highly eccentric (e = 0.75) with approximately 12 hour periods
(2 revolutions/day). Orbit designers choose the orbital inclination so the rate ofchange
of perigee, Eq. (6-20), is zero. This condition occurs at inclinations of 63.4 deg and
I16.6 deg. For these orbits we typically place perigee in the Southern Hemisphere, so

(6-1e)

(6-20)
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TABLE 6-4. Secular Variations in Right Ascenslon of the Ascending Node and Argument
of Perigee. Note that these secular variations form the basis for Sun-synchronous
and Molniya orbits. For Sun-synchronous orbits the nodal precession rate is set to
0.986 deg/day to match the general motion of the Sun.

the satellite remains above the Northern Hemisphere near apogee for approximately
11 hours/orbit. Mission planners choose perigee altitude to meet the satellite's mission
constraints. Typical perigee altitudes vary from 200 to 1,000 km. We can calculate the
eccentricity and apogee altitude using the semimajor axis, perigee altitude, and equa-
tions from Table 6-2.

In a Sun-synchronous orbit, the satellite orbital plane remains approximately fixed
with respect to the Sun. We do this by matching the secular variation in the right
ascension of the ascending node (Eq. 6-19) to the Earth's rotation rate around the Sun,
A nodal precession rate of 0.9856 deg/day will match the Earth's average rotation rate
about the Sun. Because this rotation is positive, Sun-synchronous orbits must be
retrograde. For a given semimajor axis, a, and eccentricity, we can use Eq. (6-19) to
find the inclination for the orbit to be Sun-svnchronous.

6.2.3 Perturbations From Atmospheric Drag

The principal nongravitational force acting on satellites in low-Earth orbit is
atmospheric drag. Drag acts in the opposite direction of the velocity vector and
removes energy from the orbit. This energy reduction causes the orbit to get smaller,

Orbit

leading to further increases in drag. E
small that the satellite reenters the atm

The equation for acceleration due t<

ap = -(ll2)tr

where p is atmospheric density, I is th
lite's mass, V is the satellite's velocity
drag coefficient x 2.2 (See Table 8-3 ir

We can approximate the changes in
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column 25, Inside Rear Cover), and {
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6.2.4 Perturbations from Solar Radi,

Solar radiation pressure causes perior
€ffect is strongest for satellites with lor
with large frontal areas such as Echo. T
arising from solar radiation pressure is

an-  -4 '5 x  l0 '

where A is the satellite cross-sectional ar,
mass in kg, and r is a reflection facto
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teading to further increases in drag. Eventually, the altitude of the orbit becomes so
small that the satellite reenters the atmosphere.

The equation for acceleration due to drag on a satellite is:

ae = -(l l2)p (Co Al m)Vz (6-27)

where p is atmospheric densiry, I is the satellite's cross-sectional area, rn is the satel-
lite's mass, Z is the satellite's velocity with respect to the atmosphere, and C, is the
drag coefficient = 2-2 (See Table 8-3 in Sec. 8. I .3 for an extended discussion of Cp ).

We can approximate the changes in semimajor axis and eccentricity per rdvolution,
and the lifetime of a satellite, using the following equations:

Le,u,= 1n (CpA/m)d pp exp (-:c) flo+ 2ell (6-22)

L€,", = -2n (C e A / m)a p, exp (-c) t1r + e (lo +l)/21 (6 23)

where p, is atmospheric density at perigee, c = ae / H, H is density scale height (see
column 25, Inside Rear Cover), and d are Modified Bessel Functions* of order i and
argument c. We model the term m / (CrA),or ballistic coeflicient, as a constant for
most satellites, although it can vary by a factor_of l0 depending on the satellite's
orientation (see Table 8-3).

For near circular orbits, we can use the above equations to derive the much simpler
expressions:
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form the basis for Sun-synchronou5

orbits the nodal precession rate is set to;
of the Sun.

La,",,= -2n (CpAlm)pa2

LP,"u= 4nz (Cp A / m)pa2 I V

LV,"u= x (CrAlm)pa V

Le,."u = 0

where P is orbital period and Z is satellite velocity.
A rough.estimate of the satellite's lifetime,I, due to drag is

L=-H/L4." ,

(6-24)

(6-25)
(6-26)

(6-27)

(6-28)

)re near apogee for approximately .
tude to meet the satellite's missioril'

where, as above, .Fl is atrnospheric density scale height given in column 25 of the Earth
Satellite Parameter tables in the back of this book. We can obtain a substantially more
accurate estimate (although still very approximate) by integrating Eq. (6-24), taking
into account the changes in atmospheric density with both altitude and solar activity
level. We did this for representative values of the ballistic coefficient in Fig. 8-4 in
S e c . 8 . l .

6.2.4 Perturbations from Solar Radiation

Solar radiation pressure causes periodic variations in all ofthe orbital elementS, Its
effect is strongest for satellites with low ballistic coefficients, that is, Iight vehicles
with large frontal areas such as Echo. The magnirude of the acceleration, a*, in m./s?
arising from solar radiation pressure is

a ^ =  - 4 . 5  x  1 0 { ( l  + r ) A l m (6-29)

where I is the satellite cross-sectional area exposed to the Sun in m2 , z is the satellite
mass in kg, and r is a reflection factor. (r = 0 for absorption; r = I for specular
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reflection at normal incidence; and r = 0.4 for diffuse reflection.) Below 800 lon
altitude, acceleration frorn drag is greater than that from solar radiation pressure;
above 800 km, acceleration from solar radiation pressure is greater.

6.3 Orbit Maneuvering

At some point during the lifetime of most satellites, we must change one or more
of the orbital elements. For example, we may need to transfer it from an initial parking
orbit to the final mission orbit, rendezvous with or intercept another satellite, or correct
the orbital elements to adjust for the perturbations discussed in the previous section.
Most frequently, we must change the orbital altitude, plane, or both. To change the
orbit of a satellite, we have to change the satellite's velocity vector in magnitude or
direction using a thruster. Most propulsion systems operate for only a short time com-
pared to the orbital period, so we can treat the maneuver as an impulsive change in the
velocity while the position remains fixed. For this reason, any maneuver changing the
orbit of a satellite must occur at a point where the old orbit intersects the new orbit. If
the two orbits do not intersect, we must use an intermediate orbit that intersects both.
In this case, the total maneuver requires at least two propulsive burns.

In general, the change in the velocity vector to go from one orbit to another is
given by

AV = V"rr, -Ycun^e* (6-30)

We can find the current and needed velocity vectors from the orbital elements,
keeping in mind that the position vector does not change significantly during impul-
sive burns.

6.3.1 Coplanar Orbit Transfers

The most common type of in-plane maneuver changes the size and energy of the
orbit, usually from a low-altitude parking orbit to a higher-altitude missicn orbit such
as a geosynchronous orbit. Because the initial and final orbits do not intersect (see
Fig. 6-7), the maneuver requires a transfer orbit. Figure 6-7 represents a Hohmann*
Transfer Orbit. In this case, the transfer orbit's ellipse is tangent to both the initial and
final circular orbits at the transfer orbit's perigee and apogee, respectively. The orbits
are tangential, so the velocity vectors are collinear at the intersection points, and the i
Hohmann Transfer represents the most fuel-efficient transfer between two circular,
coplanar orbits. When transfening frorn a smaller orbit to alarger orbit, the propulsion
system must apply velocity change in the direction of motion; when transferring from
alarger orbit to a smaller, the velocity change is opposite to the direction of motion.

The total velocity change required for the transfer is the sum ofthe velocity changes
at perigee and apogee ofthe transfer ellipse. Because the velocity vectors are collinear
at these points, the velocity changes are just the differences in magnitudes of the
velocities in each orbit. We can find these differences from the energy equation, if we
know the size of each orbit. If we know the initial and final orbits (r, and rr), we
calculate the semimajor axis of the transfer ellipse, a,,, and the total velocity change

. Walter Hohmann, a German engineer and architect, wrote The Attainability oJ'Cele.stial Bodies
[925], consisting of a mathematical discussion of the conditions for leaving and returning
to Earth.

Final Orbit

Initial Orbit

I

Fig.6-7. Hohmann Transfer. The Hohmi
two circular, co-planar orbits.
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Orbit Maneuvering
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Fig. 6-7. Hohmann Transfer. The Hohmann Transfer ellipse provides orbit transfer between
two circular; co-planar orbits.

(the sum of the velocity changes required at points A and B) using the following
algorithm. An example transferring from an initial circular orbit of 6,567 km to a final
circular orbit of42,l 60 km illustrates this technique.
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Altematively, we can write the total LV required for a two-burn transfer between circular
orbits at radii r, andru:

LVrornt = LVe + LVs (6-31)

=.[i
(6-32\

(6-33)
(6-34)

(6-3s)

6-36)

where fi = 63 I .348 I when A Z is in km/s and all of the semimajor axes are in km. As in step I
above, d,_,= (rn + rs ) I 2.

The above expression applies to any coplanar Hohmann transfer. In the case ofsmall transfers
(that is, r, close to r;/, we can approxirnate this conveniently in two fonns:

where

LV =V ,n  -V ,u

LV =0.5 (Lr / r)Vo,u

Lr = rB -rA

f  - f A  =  f B Vnro =V1,a xVlg

Fig. 6-8. Transfer Orbit Using One-Tang

TABLE 6-5. Computations for One-Tangr
ple. Given: rA, rB, and ab<

Quantity

eccentricity e

true anomaly at second burn v '
flight-path angle at second burn Q '
initial velocity Vt
velocity on transfer orbit at initial orbit Vtx

initial velocity change A I
final velocity VrE

velocity on transfer orbit at final orbit vE

final velocity change At,
total velocity change AV
eccentric anomaly at B E
time of flight TO

Table 6-6 compares the total veloci
Hohmann transfer and a one-tangent bun
geosynchronous orbit.

. Another option for changing the size
burn, which results in a spiiatiransfer.'
this type of orbit transfer by

L V = l V 2  _ V

where the velocities are the circular v

and

To make the orbit change, we divide the AZinto two small bums are of approximately equal
magnitude.

The result in Eq. (6-33) is more unusual than it might seem at first. Assume that a satellite is
in a circular orbit with velocity (r. In two burns we increase the velocity by an amount L,V. The
result is that the satellite is higher and traveling slowerthan originally by the amount AZ. We
can best clarifli this result by an example. Consider a satellite initialty in a circular orbit at
400kmsuchthatry =6,778kmand V,o=7,700 m/s.Wewil lapplyatotal L,Vof20rn/s1=9.26o7o
of V,n) in two burns of l0 m/s each. From Eq. (6-3a) the total Ar will be 0.52o/o of 6,'778 km or
35 km. Thus, the hnal orbit will be circular at an altitude of 6,813 km. Immediately following
the lirst burn of l0 m/s the spacecraft will be at perigee ofthe transfer orbit with a velocity of
7,710 mls. When the spacecraft reaches apogee at 6,813 km it will have slowed according to
Kepler's second law by 052%to7,670 m/s. We then apply the second burn of l0 m/s to circu-
larize the orbit at 7,680 m/s which is 20 m./s slower than its original velocity. We have added
energy to the spacecraft which has raised the orbit and resulted in a lower kinetic energy but
sufficiently more potential energy to make up for both the reduced speed and the added AIl.

Sometimes, we may need to transfer a satellite between orbits in less time than that .
required to complete the Hohmann transfer. Figure 6-8 shows a faster transfer called
the one-tangent burn. In this instance the transfer orbit is tangential to the initial orbit.
It intersects the final orbit at an angle equal to the flight-path angle ofthe transfer orbit
at the point of intersection. An infinite number of transfer orbits are tangential to the
initial orbit and intersect the final orbit at some angle. Thus, we may choose the trans-
fer orbit by specifoing the size ofthe transfer orbit, the angular change ofthe transfer,
or the time required to complete the transfer. We can then define the transfer orbit and
calculate the required velocities.

For example, we may specify the size of the transfer orbit, choosing any semimajor
axis that is greater than the semimajor axis of the Hohmann transfer ellipse. Once we
know the semimajor axis of the ellipse (a,,,), we can calculate the eccentricity, angular
distance traveled in the transfer, the velocity change required for the transfer, and the
time required to complete the transfer using the equations in Table 6-5.
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Fig. 6-8. Transler Orbit Using One-Tangent Burn between Two Circular, Coplanar Orbits.

TABLE 6€. Computatlons for One-langent Bum OrbitTransfer. SeeValladotlggfl,fora<arn-
ple. Given: rp rp, atld d6,

_- Table 6-6 compares the total velocity change required and rims-sf-flight for a
Hohmann transfer and a one-tangent bum transfer from a low alti-tude parkinE orbit to
geosynchronous orbit.

Another option for changing the size of the orbit is to use a constant low-thrust
burn, which results in a spiral transfer. we can approximate the velociry change for
this type oforbit transfer by

LV=\V2 -V]l G3n
where the velocities are the circular velocities of the two orbits. Followins the
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Quantity Equation

eccentricity e = 1 - r A / a a

true anomaly at second burn Y= cos-t[(ar(1 - sz).| rs - 1) / e]

flight-path angle at second burn 4, = tan-t [e sin V/ (1 + e cosrr)]

initial velocity V6=631.J!$l qttz.

velocity on transfer orbit at initial orbit Va,q = 631.3481 12 | rn- 1/ 4yn
initial velocity change LVl= lV6a- Vy,l

final velocity vE=631.3481 r6-1P

velocity on transfer orbit at final orbit /aa = 631.3481 12 | rs - 1l aoyn

linal velocity change LVu=[V,f + Vb.i2-zVEVbBcos Qluz
total velocity change L,Vr= LYo* 6r"
eccentric anomaly at B E= tan-r[(l - e2)1t2 sinV/ (e + cosv)]

time of flight IOF = g.gg1 583 913 aaw (E - e sinE), E in rads



150 Introduction to Astrodynamics

TABLE 6-6. Comparison of Coplanar Orbit Transfers from LEO to Geosynchronous Orbit.

Variable

rA

rB

Qtt

LVr

TOF

Hohmann Transler

6,970 km

42,200 km

24,385 km

3.935 km/s

5.256 hr

One-Tangent-Burn

6,570 km

42,200km

28,633 km

4.699 km/s

3.457 hr

previous example, the total velocity change required to go from low-Earth orbit to
geosynchronous is 4.71 km/s using a spiral transfer. We obtain this by subtracting the
results of step 3 from the results of step 2 in the above example.

6.3.2 Orbit Plane Changes

To change the orientation of the satellite's orbital plane, typically the inclination,
we must change the direction of the velocity vector. This maneuver requires a
component of LVto be perpendicular to the orbital plane and, therefore, perpendicular
to the initial velocity vector. If the size of the orbit remains constant, we call the
maneuver a simple plane change (Fig. 6-9A). We can find the required change in I
velocity by using the law of cosines. For the case in which V, is equal to (, this ;
expression reduces to

Orbit

to combine the plane change with the
(Fig. 6-98). As we musr change borh
vector, we can find the required changr

trlt = (l/,2 +

where V, is the initial velocity, V,is t
required.

. For exarnple, we find the total chang
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V,=7.79krn/s
' AVn = 2'46 kmls

LVrornt= 4.29 kn/s
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A,V = 2Visin (g/2) (5-3S) I :
where ( is the velocity before and after the burn, and 0 is angle change required.

Fig.6-9. Vector Representation of Simple and Combined Changes in Orbital Plarie. For

r = 6,563 km V,= 7.79 ktn/s AV = 3.77 krn/s

From Eq. (6-38) we see that if the angular change equals 60 deg, the requ
change in velocity equals the current velocity. Plane changes are very expensive i
terms of the required velocity change and resulting fuel consumption. To minimi
this, we should change the plane at a point where the velocity of the satellite is
minimum: at apogee for an elliptical orbit. In some cases, it may even be cheaper
boost the satellite into a higher orbit, change the orbital plane at apogee, and return
satellite to its original orbit.
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vector, we can find the required change in velociry using the law of cosines:

Ll/ = (Vi2 * ry., 
- 2l/iV1 cosl)rtz (6-3e)

where v, is the initial velociry, z, is the final velocity , and 0 is the angie change
required.

For example, we find the total change in velocity to hansfer from a shuttle parking
orbit to a geosynchronous equatorial orbit as follows:
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from LEO to Geosynchronous
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nd I is angle change required.

vf

B. Combined Plane Change

Changes in Orbital Plarie. For
and final velocities are equal.

to tansfer from a low-altitude
o,rbit (i = 0) at the same altitude

A,V=3.77 km/s

equals 60 deg, the required
changes are very expensive in

fuel conSumption. To minimize
the velocity of the satellite is a
cases, it may even be cheaper to
tal plane at apogee, and return the

completing a Hohmann transfer followed by a simple plane change would require
a-velocity change of 5.44 km/s, so'the Hohmann tinsier with a combined piane
change at apogee of the transfer orbit represents a savings of Ll5 km/s. As *" see
from Eq. (6-39), a small plane change (g > 0) can be combined with an energy change
for almost no cost in AIl or propellant. consequently, in practice, we do-geosyi-
chronous transfer with a small plane change at perigee and most of the plane change
at apogee.

Another option is to complete the maneuver using three burns. The first bum is a
coplanar maneuver placing the satellite into a transfer-orbit with an apogee much
higher than the final orbit. When the satellite reaches apogee of the transf-e; orbit, it
does a combined plane change maneuver. This places the satellite in a second transfer
orbit which is coplanar with the final orbit and has a perigee altitude equal to the
altitude of the final orbit. Finally, when the satellite reaches perigee of the second
transfer orbit, another coplanar maneuver places the satellite inio thi final orbit. This
three-burn maneuver may save fuel, but the fuel ,savings comes at the expense of the
total time required to complete the maneuver.

6.3.3 Orbit Rendezvous

Orbital transfer becomes more complicated when the objective is to rendezvous
with or intercept another object in space: both the interceptor and target must arrive at
the rendezvous point at the same time. This precise timing demands a phasing orbit to
accomplish the maneuver. A phasing orbit is any orbit which results in the interceptor
achieving the desired geometry relative to the target to initiate a Hohmann transfer. If
the initial and final orbits are circular, coplanar, and ofdifferent sizes, then the phasing
grbit is simply the initial intercepror orbit (Fig. 6-10). The interceptor remaini in the
initial orbit until the relative motion between the interceptor and iarget results in the
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desired geometry. At that point, we inject the interceptor into a Hohmann transfer
orbit. The equation to solve for the wait time in the initial orbit is:

Wait Time = (Qi - 0, + Ztml /(cDiu, - @,s,) (6-40)

where @, is the phase angle (angular separation of target and interceptor) needed for
rendezvous, @, is the initial phase angle,k is the number ofrendezvous opportunities,
(for the first opportunity, fr = 0), ro,,,,is the angular velocity of the interceptor, and crr,*,
is the angular velocity of the target. We calculate the lead angle, dL, by rnultiplying
a,s,by the time of flight for the Hohmann transfer and @, is 180 deg rninus a..

Fig. 6-10. Geometry Depicting Rendezvous Between Two Circular, Coplanar Orbits. The
phase angle is the angular separation between the target and interceptor at the start
oJ the rendezvous and the lead angle is the distance the target travels lrom the start
until rendezvous occurs.

The total time to rendezvous equals the wait time from Eq. (6-40) plus the time of
flight of the Hohmann transfer orbit.

The denominator in Eq. (6-a0) represents the relative motion between the inter-
ceptor and target. As the size ofthe interceptor orbit approaches the size ofthe target
orbit, the relative motion approaches zero, and the wait tirne approaches infinity. If the
two orbits are exactly the same, then the interceptor must enter a new phasing orbit to
rendezvous with the target (Fig. 6-l l). For this situation, the rendezvous occurs at the
point where the interceptor enters the phasing orbit. The period of the phasing orbit
equals tlre time it takes the target to get to the rendezvous point. Once we know the
period, we can calculate the semimajor axis. The two orbits are tangential at their point
of intersection, so the velocity change is the difference in magnitudes of the two
velocities at the point of intersection of the two orbits. Because we know the size of
the orbits, and therefore, the energies, we can use the energy Eq. (6-a) to solve for the
current and needed velocities.

Frequently operators must adjust the lelative phasing for satellites in circular orbits.
They accomplish this by making the satellite drift relative to its initial position. The
drift rate in deg/orbit is given by

Fig.6-11. Rendezvous from Same Ort
the lnterceptor.

drift rate =

where Z is the nominal orbital velocih
or stop the drift.
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Once the two vehicles are close to eact
ing a set of relative motion equations t
contains an excellent discussion ofthe
as addressed by the Clohessy-lliltshirr

6.4 Laa

Similar to the rendezvous problem
the appropriate time to launch from tl
plane. Because the orbital plane is fix
time when the launch site on the surfac
As Fig. 6-12 shows, the launch time d,
tude and the satellite orbit's inclinatior

For a launch window to exist, the le
This requirement places restrictions c
given launch latitude, Z:

No launch windows exist if Z
retrograde orbits.

One launch window exists if Z

Two launch windows exist if I

The launch azimuth,B, is the angle r
vector. If a launch window exists, the
inclination, i, from a given launch latitu

A. Interceptor slightly behind larg
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Hohmann
initial orbit is:

/(q,,, - a,c,)

target and interceptor) needed
of rendezvous oppornrni

velocity ofthe interceptor, and
the lead angle, a7, by multi
and /, is 180 deg minus c..

Two Circular, Coplanar Orbits. The
the target and. interceptor at the

the target travels from the start

from Eq. (640) plus the time o

ative mstion befween the inter-
approaches the size ofthe target
t time approaches infiniry. If the

must enter a new phasing orbit to,'
tion, the rendezvous occurs at the,:
. The period of the phasing orbit

point. Once we know the
orbits are tangential at theirpoint

in ma.gnitudes of the two
Because we know the size of

energy Eq. rc-4) to solve for the

for satellites in circular orbits.
ive to its initial position. The

Fig.6'11. Rendezvous from same orbit showing the Target both Leading and rrailing
the Interceptor.

drift rate = 1,080 AVlV (G41)

One launch window exists if Z = i or L = 180 deg - i.
Two launch windows exist if Z < i or L < 180 des - i.

where Zis the nominal orbital velocity and AZis the velocity change required to start
or stop the drift.

6.4 Launch Windows '

For a launch window to exist, the launch site rnust pass through the orbital plane.
This requirement places restrictions on the orbital inclinalions]1., possible frorn a
given launch latitude, Z:

' No launch windows exist if L > i for direct orbit or z > lg0 deg - i for
retrograde orbits.

The launch azimuth, fl is the angle measured clockwise from north to the velociw
vector. If a launch window exists, then the launch azimuth required to achieve an
inclination, i, from a given launch latitude, I, is given by:

A. Interceptor slightly behind target: B. lnterceptorslightly ahead of target:
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Fig. 6-12.

where

and

Launch Wlndow Geometry for Launches near the Ascending Node (1) and
Descending Node (2). The angles shown are the orbital inclination (y', launch site
latitude (t), and launch azimuth (p).

Having calculated the launch azim
now calculate the velocity needed to a
to the required burnout velocity. To
with velocity components Vr, Vu, ltr:

Vs = -16o(

V, = trf,oco

V, = Voosir

where Voois the velocity at burnout (ur
prescribed altitude), / is the flight par
burnout, and V, is the velocity of the I

Vr= (464.5

Equations (6-45c) do not include I
cause of atmospheric drag and gravity-
vehicle. Also, in Eq. (6-45c) we assun
bumout are the same. Changes in thr
during powered flight will in-troduce s
conditions. We can calculate the veloci
if we know the semimajor axis and rad

6.5 Orbi
Once in their mission orbits. manv si

On the other hand, mission requiremer
to correct the orbital elements when pr
ticular cases of note are satellites with
equatorial satellites, placed at an assigr

Using two-body equations of moti,
repeating ground track if it has exactll
number of days. Its period, therefore, n

P = (ln sider

rvhere m and k are integers, and I sider
satellite orbiting the Earth exactly l6 tt
sernirnajor axis of 6,640 km.

Next we would modify the period r
i orbital plane caused by the Earth's oblar

right ascension of the ascending node,
elements. In this case the new period is:

Putw= Prwc

Because we base the nodal drift on tl
to find the new orbital period and semim
ple, assume a perigee altitude of 120 km
find that the cornpensated period is 88.2C

Several examples of spacecraft placr
shown in Table 6-1 .

F= Fr lT  =  Fr

s i n B r - c o s f / c o s l

tanv=ffi=[*)*'r,

(6-a2a)

(6-42b)

(6-42c)

where V, is the inertial velocity of the launch site given by Eq. (6-46) below,
Vq= 464.5m/s is theveloc i tyofEarth 'srotat ionat theequator ,andV6=7.8km/s is
the velocity of the satellite immediately after launch. pl is the inertial launch azimuth
and y is a small correction to account for the velocity contribution caused by Earth's
rotatiori. For launches to low-Earth orbit, y ranges from 0 for a due east launch to 3.0
deg for launch into a polar orbit. The approximationfor y in Eq. (6-42c) is accurate to
within 0.1 deg for low-Earth orbits. For launches near the ascending node, p is in the
first or fourth quadrant and the plus sign applies in Eq. (6-42a). For launches near the
descending node, p is in the second or third quadrant and the minus sign applies in
Eq. (6-42a).

Let 6, shown in Fig. 6-12, be the angle in the equatorial plane from the nearest node
to the longitude of the launch site. We can determine 6 from:

cos 6 = cos B/sin I (6-43)
where 6 is positive for direct orbits and negative for retrograde orbits. Finally, the local
sidereal time, LST, of launch is the angle from the vernal equinox to the longitude of
the launch site at the time of launch:

LST= Q+5 ( launchat theascendingnode)
= d2+ 180 deg - 6 (launch at the descending node)

where O is the right ascension of the ascending node of the resulting orbit.

(6-44)
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Having calculated the launch azimuth required to achieve the desired orbit, we can
now calculate the velocity needed to accelerate the payload from rest at the launch site
to the required burnout velocity. To do so, we use topocentric-horizon coordinates

with velocity components V5, Vs, V7'.

VL

vo

near the Ascending Node (1) and
are the orbital inclination (y', launch site

$-aza)

(642b)

(6-42c)

site given by Eq. (6-46) below,
at the equator, and.Vo = 7.8 krn/s is

py is the inertial launch azimuth
ity contribution caused by Earth's
from 0 for a due east launch to 3.0
for y in Fa. $-azc) is accurate to

near the ascending node, p is in the
Eq. (6-42a). For launches nearrthe

and the minus sign applies in

torialplane from the nearest node
6 from:

(6-43) ',,

retograde orbits. Finally, the local
vernal equinox to the longitude of :

at the ascending node)

at the descending node) (644)

of the resulting orbit.

)"o'o'

where Vuris the velocity at burnout (usually equal to the circular orbital velocity at the
prescribli altitude), / is the flight path angle at burnout, p, is the launch azimuth at
bu.nout, and Vlis the velocity of the launch site at a givbn latitude, Z, as given by:

Vr= (464.5 m/s) cos I (6-46)

Equations (6-45c) do not include losses in the velociry of the launch vehicle be-

cause of atmospheric drag and gravity----approximately 1,500 m/s for a typical launch

vehicle. Also, in Eq. (6-a5c) we assume that the azimuth at launch and the azimuth at

burnout are the same. Changes in the latitude and longitude of the launch vehicle

during powered flight will introduce small errors into the calculation of the burnout

conditions. We canialculate the velocity required at bumout from the energy equation

if we know the semimajor axis and radius of burnout of the orbit [Eq. (64)].

6.5 Orbit Maintenance

Once in theirmission orbits, many satellites need no additional orbital adjustments'

On the other hand, mission requirements may demand that we maneuver the satellite

to correct the orbital elements when perturbing forces.have changed them. Two par-

ticular cases of note are satellites with repeating ground tracks and geosynchronous

equatorial satellites, placed at an assigned longitude.
Using two-body iquations of motion, vr'e can show that a satellite will have a

repeatiig groundirork it it has exactly an integer number of revolutions per integer

number of days. Its period, therefore, must be:

P = (m sidereal days) / (ft revolutions) (647)

Vs = -fiocos @ cos Pu

Vt = Vrocos f sin Pt - VL

V, = V1;in $

Pr,ttw= Pr*o aoor * 8{2 b)6o,11,

(645a)

(6-45b)

(6-45c)

(6-48)

where rn and k are integers, and I sidereal day = 1,436.068 167 min. For example, a

satellite orbiting the Eanh exactly 16 times per day has a period of 89'75 min and a

semimajor axis of 6,640 km.
Nexi we would modif, the period of the satellite to account for the drift in the

orbital plane caused by thi Earth's oblateness (-ir). We_can calculate the change in the

right ascension ofthe ascending node, Ao, becluse ofJ2, from the nvo-body orbital

elements. In this case the new period is:

Because we base the nodal drift on the nvo-body orbital elements, we must lterate

to find the new orbital period and semimajor axis. Continuing with the previous exam-

ple, assume a perigee uttin a. of 120 km and an inclination of 45 deg. ln this case, we

hnd that the compensated period is 88.20 min and the new semimajor axis is 6,563 km'

Several 
""urnpl". 

of siacecraft placed in orbits with repeating ground tracks are

shown in Table 6-7.
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TABLE 6-7. Examples of Repeating Ground Tracks.

AV = 2V sin 0/2

, Orbit M

;, :r . ' ,, LV^OON = 107.67
11 r "  =36 .93  r

AVsYn,1 = 4O'17 c

= 14.45 n

i,r,g d ir the angle between the orbital
the orbital and ecliptic plane.

The transverse acceleration caused b
ic motion about either of two stable lor

of these two longitudes, resultir

iriods of up to 900 days. Suppose a m
:quired longitude, lp. The change in vel

AV= 1 .715 s

where'/, is the desired longitude, I, is the
l:, For example, we find the velocity ch
gitude is 60 deg west as

lD =-60 de

LV = L.715
i : i !' After the mission of the satellite is c

the orbit. We may allow low-altitude ort
a.yelo-aity ghange to speed up the prgces
into benign orbits to reduce the pro

rdifference in energy of the two orbits. G
kilometers is sufficient to prevent collis

lation, If we'ihoose to deorbit our sa'a,satellite 
in a circular orbit at initial alt

i altitude of the orbit for disposal, we mu

i,thgdisposal orbit'to decay andreturn th

in the period: _ t,especially at synchronous altitudes or wl
;Because coplanar velocity,qhanges are

AP = 3n La I (na)
,qo.rmally apply tangential changes in ve

6-4e)

. w9 9an_ys e Eq. (6-22) ro calculate the change in semimajor axis per revolution 
'

the orbit. Given the change in the size of the oibit, w..un uiro detennine trr" 
"na;i

If constraints exist for either the period or semimaior axis of the orota, *. iun ,tj]
Eqs. (6-22) a1{ (6-50) ro keep track of rhe period and semiinajor axisuntil ;;;;;ji;
correct the orbit. We can appiy a tangential velj,city change at perigee to adjust ihti-
semirnajor axis when rqquired, Again, we can tind ihe curient and n"eeded G;;iG
fromrlrg energy Eq. (6-a), because we know the size, 

"oa 
irt"."ior" irre Lnergy, orthg

two orbits' 
L-,:-,

- Geosynchronous equatorial orbits also require orbital maintenance maneuvers. Sat-i
ellites in these orbits drift when perturbations occur from the nonspheii""l i"nt i"afrom the third-body gravitational attraction of the Sun and Moon. Irriatchine the period .
of a geostationary orbit with the Earth's rotational velocity results in u r.rJnunr! rviif, "the Jz term in the geopotential. This r€sonance term results in a transve-ri;;;;;i;;;1:

*t,:11' : ;l :::::r 1r::: 
i 
i1rl 

e3 
f 
ane o f rae orb i t. rh i s c ause s the s ate l l i ie to ;;ift i,i :longitude (East-west drift). The Sun and the Moon cause out.of-prun" u"""[*tioni-

which make the satellite drift in latitude (North-South drift). ij
North-south stationkeeping is.necessary when mission iequirements limit inclina-

tion drift. If not corrected, the inclination of the orbit varies between 0 
""d 

it d;;;iih 
'

a period of approximately 55 years. The approximate equations to solve for the iro.rt-
case change in velocity are: , , .:) ,,i

LVdeorbit =

where R" is the radius of the Earth and r
It is not necessary to redpce periger

altitude would reduce the FireSat AI{

,1 ll lil
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Orbit Maintenance

LVuoou = 102.67 cos a sin a (mls/yr)

= 36.93 rrls per year, for i = 0
LVsu, = 40.77 cos 7 sin y(mls/yr)

r57

(5-51)

(6-s2)

ofperigee to rotate around thei
places limits on the altitude ovei I

= 14.45 nls/yr, for f = 0

where a is the angle between the orbital plane and the Moon's orbit, and yis the angle
between the orbital and ecliptic plane.

The transyerse acceleration caused by rqsonance with the J* termresults in peri-
odic motion about either of two stable longirudes at approximateiy 75 deg and 255 deg
East longitude. If we place a satellite at any other longitude, it will tend to-orbit the
closest of these two longitudes, resulting in East-West drift of up to 180 deg with
periods of up to 900 days. Suppose a mission for a geostationary satellite specifies a
required longitude, lp. The change in velocity required to compensate for the drift and
maintain the satellite in the vicinity of the specified longitude is:

LV = 1.715 sin (2 l/, - /, ) (G53)

where /, is the desired longitude, /, is the closest stable longitude, and AVis in m/slyr.
For example, we find the velocity change required for one year if the desired lon-

gitude is 60 deg west as

ID =-60 deg I, = 255 deg

LV = I.7I5 m/s/yr

After the mission of the satellite is complete, several options exist, depending on
the orbit. We may allow low-altitude orbits to decay and reenter the atrrosphere or use
a velocity change to speed up the process. We may also boost satellites at all altitudes
into benign orbits to reduce the probability of collision with active payloads,
especially at synchronous altitudes or when the satellite is part of a large constellation.
Because coplanar velocity changes are more efficient than plane changes, we would
normally apply tangential changes in velocity. Their magnitude would depend on the
difference in energy of the two orbits. Generally, a change in altihrde of a few hundred
kilometers is sufficient to prevent collisions within a constellation. If we increase the
altitude of the or-bit for disposal, we hust make sure atmospheric &ag does not cause
the disposal orbit to decay and return the spacecraft to the original altitude of the con-
stellation. If we choose to deorbit our satellite, the velocity change required to deorbit
a satellite in a circular orbit at initial altitude, I{, and velociry, V, is:

;. One possibility is to select theit
(63.4 deg for a direct orbit andt

igee is fixed. [fotherconstraints
orbit through orbital maneuvers.

the flight-path angle by an angle
so we can find the change in ve-'

(64e1
ti

ith repeating ground tracks is the
to atmospheric drag. Drag causes
smaller, the period also decreases,

. If we specif, some tolerance, i:
desired ground tracks, the satellite
orbit.
semimajor axis per revolution of

we can also determine the chanse

(6-s0)

jor axis of the orbit, we can use ,,:.i

semimajor axis until *e need to 
':;

-  - - - - - - - - - J  - -

change at perigee to adjust the 
"the current and needed velocities ,

and therefore the energy, ofthe

ital maintenance maneuvers. Sat-
from the nonspherical Earth and
and Moon: Matching the period
rcity results in a resonance with
results in a transverse accelera-

This causes the satellite to drift in
cause out-of-plane accelerations

drtft).
ssion requirements limit inclina-
varies betwOen 0 and l5 des with
equations to solve for the worst-

Lvd"o,bit="[r-ffi] ,u-ron

(6-s4b)

where Rr is the radius of the Earth and H, is the perigee altitude at the end of the burn.
It is not necessary to reduce perigee altitude to 0 km. Choosing a 50 km deorbit

altitude would reduce the FireSat LV4s6,6i1 to 183 rn/s. Note that we reduce only
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perigee in the deorbit'burn. Reducing perigee to 100 to 150 km could result in several
orbits over which apogee decreases before the spacecraft reenters and might not allow
adequate contrcl of the deorbit conditions.
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7.6

:Chapters 5 and 6 introduced the geometry and physics of spacecraft orbits, as well

formulas for computing orbit parameters. In contrast, this chapter deals with select-

or designing orbits to meet the largest number of mission requirements at the least

ble cost. The orbit selection Process is complex, involving hades between a

number of different parameters. The orbit typically defines the space mission lifetime,
:ost, environment, viewing geometry, and, frequently, the payload perforrnance. Most
r'ommonly, we must frade the velociry required to achieve the orbit as a measure of

it Ys. coverage perlormance.
Chapter 6 lists several references on asfiodynamics. Unfortunately, very few of

these references contain any discussion of the orbit selection or design process.

[1996] and Vallado [997] have some information. By far the most exten-
ve discussion of this topic is in Wertz [2001]. Soop [1994] contains an excellent

discussion of the design of geostationary orbits.
:' Ordinarily, spacecraft will be in various orbits during the space mission life. These
could include, for example, a parking orbit f.or spacecraft checkout or storage, a

mission phases to meet the needs of more complex missions.

159
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7.1 The Orbit Design Process

Orbit design has no absolute rules; the method described below and summarized in
Table 7-1 gives a starting point and,checklist for the process.

Effective orbit design requires clearly identifying the reasons for orbit selection,
reviewing these reasons regularly as mission requirements change or mission defini-
tion improves, and continuing toremain open to alternatives. Several different designs
may be credible. Thus, comrnunications,may work effectively through a single large
satellite in geosyncluonous orbit or a constellation of small satellites in low-Earth
orbit. We may need to keep both options for some time before selecting one.

Step 1. Establish Orbit Types 

-:

To design orbits we first divide the gpace mission into segments and classify each,
segment by its overall function. Each orbit segment has different selection criteria, sq
we evaluate it separately, placing it into one of the four basic types:

. Parking Orbit----a temporary orbit which provides a safe and conveniend
location for satellite checkout, storage between operations, or at end-of-life]
AIso used to match conditions between phases such as post-launch and preJ
orbit transfer.

. Transfer Orbit---used for getting from place to place. Examples: transfer orbit.
togeoSynchIonousaltitude;interplanetary'orbitto,Mars'

' S p ac e - r efe r e nc e d O rbit----an operational orbit whose principal characteristic i$
being somewhere in space (specific orbit parameters may not be critical)i
Examples: Lagrange point orbits for space sampling and observations;
for celestial observations or space manufacturing.

. Earth-referenced Orbit----an operational orbit which provides the necessa$l
coverage of the surface of the Earth or near-Earth space. Examples: geosyn-:
chronous satellites, low-Earth satellites for Earth resources, meteorology, or
communications. :

7.7

A Shuttle-launched communication,

spend the rest of its active life. At the er
I tionary ring to avoid a possible collisior

for a replacement. (See Sec. 21.2.) pr
disposal orbit above the geostationary
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satellites in geosyncbronous tpnsferl, ;

Step 2. Establish Orbit-Retate;m'Ji
For each mission segment, ws,'ds6f:.

include orbilal limits; individual requirt ,
, observatibns, or a range of vdues cons-tr..:
discusses in detail the requirements we r
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example, resolution or required. apertur
coverage, lifetime, and survivability dri.

Selecting ofparking, transfer, and sp:
: simpler, although it may be mathematica
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Step 3. Assess Specialized Orbits
In selecting the orbit for any mission I
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on the Earth's equator. We examine eacJ
teristics are worth its cost. This examinal
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:tlus often lead to very different solutionl
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, tt" principal advantage of a single s
,,!fe mission overhead. Thus, one satellit
;b'0nhol system, one telemetry system, t
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$itellite is lost, and more survivabiliry. 'l

$d'multiple conditions to carry out the r
for observations, varying geometries for I
all of the Earth for a communications cor
,,, To meet budget limits, we must often
more complex instruments against a con

TABLE 7-1. Summary of the Orbit Selection Process. See text for discussion of dach step.

Step Where Discussed

1. Establish orbit types,,

2. Determihe orbit-related mission requirements.

3. Assess applicability of specialized orbits.

4. Evaluate whether single satellite vs. constellation is needed.

5. Do mission orbit design trades
- Assume circular orbit (if applicable)
- Cbnduct altitude/inclination trade
- Evaluate use of 6ccentric orbits

6. Assess launch and retrieval or disposal options.

7. Evaluate constellation groMh and replenishment (if applicable).

8. Create AV budget.

9. Document orbit paramelers, selection criteria; and allowed ranges.
llerate as needed.

Sec.7 .1

Sec.7 .1

Secs. 7.4, 6.3

Secs. 7.1, 7.6

Secs. 7.4, 7.5

Sec.7 .4
Sec.7.4

Secs. 2.1 , 6.5,18.3,21 .2

Sec. 7.6

Sec.7 .3
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the besired conitraints on a mission, such as lifetime, thermal, or radiation environ-

ments, at the lowest possible propellant cost. Section 7.5 discusses the key mission

reouirements for these orbits.

Step 3. Assess Specialized Orbits

161
Design

Process

described below and summarized i
process.

See text for discussion of each step.

ing the reasons for orbit
change or mission

ives. Several different
effectively through a single

of small satellites in
time before selecting o,ne.

into segments and classifY
has different selection crite

four basic tYPes:

pllases such as Post-launch and

to place. ExamPles: transfer
orbit to Mars.

A Shuttle-launched communications satellite in geosynchronous orbit provides an

(Going above the geostationary ring rather than below aYolcls collrslons wltn olner

iatellites in geosynchronouS transfer.)

Step 2. Establish Orbit-Related Mission Requirements

For each mission segment, we define the orbit-related requirements. They may

include orbital limits, inaividual requirements such as the altitude needed for specffic

observations, or a range of values constraining any of the orbit parameters. Section 7'4

dir.u5"r in detail theiequirements we would follow in designing an operational orbit.

Oiaina6ty, these multipie requirements drive the orbit in different directions. For

example,'resolution or iequired apertrre tend to drive the orbit to low altitudes, but

,ou"*g", lifetime, and survivability drive the spacecraft to higher altitudes.
SelJcdng ofparking, transfer, and space-referenced orbits is normally conceptually

rpler, altf,ough it may be mathematically complex' Here the normal trade is meeting

In selecting the orbit for any mission phase, we must first deterrnine if a specialized

orbit applies.- Specialized oriitt te those with unique characteristics, such as the

ionary ring in which satellites can remain nearly stationary over a glven polnt

orbit whose principal characteris

bit parameters may not be criti

in tire Earth;s 
"qiutor. 

Wb examine each specinlized orbit to see if its unique charac-

teristics -" *orti its cost. This examination precedes the more detailed design trades,

because specialized orbits constrain parameters such as altitude or inclination, and

thus often lead to very different solutions for a given mission problem. Consequently,
we may need to carry more than one orbit into more detailed design trades.

Step 4. Choose Single Satellite or Constellation

all of the Earth for a communications constellation.
To meet budget limits, we must often trade a single large satellite with larger and

more complex instruments against a constellation of smaller, simpler satellites. This

sampling and observations;

orbit which Provides the

near-Earth sPace. ExamPles: geos

for Earth resources, meteorologY'

needed.

applicable).
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witb20Vo being typical for new missioni.

If the spacecraft will not reenter the atmosphere in a reasonable time, we must still
dispose ofit at the end ofits useful life so it ii not hazardous to other spacecraft. Thii

placed in an orbit of any given altitude. As we define the mission early on, we must
provide enough' launch margin to allow for later changes in launch vehicles or r
spacecraft weight. Naturally, new designs require more margin than existing ones,.

Earl7:l

autonomous navigation and control (See Sec. 11.7) should promote larger constella-
tions of small satellites in the future.

Step 5. Do Mission Orbit Design Trades

to time as mission requirements and conditions change. If a satellite constellation is
one of the altematives, then phasing the satellites within that constellatiqo is a kby
characteristic, as Sec. 7.6 describes

Note that constellations of satellites are normally at a cornrnon altitude and inclin-
ation because the orbit's drift characteristics depend largely on these parameters.
Satellites at different altitudes or inclinations will drift apart so that thiir relative
orientation will change with time. Thus, satellites at different altihrdes or inclinations
normally do not work well together as a constellation for extended times.

Step 6. Assess Launch and Retrieval or Disposal Options
Chapter 18 discusses satellitq launch systems in detail. The launch vehicle contrib-

utes strongly to mission costs, and ultimately will'limit the amount of mass that can be

only from low-Earth orbit. In the futur
far away as geosynckonous orbit an
Station for refurbishment, repair, dispc

Step 7. Evaluate Constellation Grow
An important characteristic of any s

and graceful degradation. A consteliat
satellites are in plpce causes many (
Constellations should be at least pan'.
Graceful degradation means that if one..
needed services at a reduced level ra,
discusses further the critical question c'l
plan for graceful degradation. ' , ,.i

. Although given little consideralion in the past, retrieval and disposal ofspacecraft
have become important to mission design (Sec. 21.2). Spacecraft that will reenter the
atmosphere must either do con-trolled reentry, burn up in the atmosphere, or break up
into harmless pieces. r

Step 8. Create AYBudget
To numerically evaluate the cost of ;

orbit, as described in Sec. 7.3. This ther
lant budget as described iu Sec. 10.3.

Step 9. Document and Iterate
A key component of orbit or cons

requirements used to define the orbit.
numerical values of the selected orbit r
from time to time as mission conditions r
requires many iterations, we must mal
possible and readdress orbit parameters
ineet all requirements

7.2 Ear

I Throughout this section we will use r'nstntm
which we want to compute coverage.

. Eanh coverage refers to the part o :
antenna can see at one instant or over ru
a particular location or region is frequen
ating coverage, two critical distinctions
instantaneous field of view, typically cal.":
rnsrumenf or antenna can see at any mo
ilrea on the ground that could potentially
craft or instrument. In. the case of a trul.
always be the same. For most operatione
. The second important distinction is br
instant vs. the rate at which new landcon
move. Both are important, and either cal
nous orbit, the instantaneous area is typic

problem is particularly acute in geosynchronous orbit where misiions
strongly for orbit slots.* As sec. 21.2 points out, a collision between two r
not only destroys them but also causes debris dangerous to their entire orbit iegime.'

A third option is satellite retrieval, done either to refurbish and reuse the sitellite
or to recover material (such as radioactive products) which would be dangerous if
entered the atmosphere uncontrolled. currently, the shuttle can retrieve space

" Cefola [1987] gives an excellent analysis of the requirements for removing satellites from
geosynchronous orbit.
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at the time of satellite design.,
electronics (Chap.22)

to construct constellations of
were not previouslY
constellations"is the

control. The introduction of
.7) should promote larger

how orbit parameters
in Sec. 7.4. As the table shows,
iest way to begin is bY
ination trades. (See Sec. 7.4 an["
a range of potential altitudes

more alternatives. Documenting,t
so we can revisit the trade from tir
change. If a satellite

within that constellation is a

ly at a common altitude and i
targely on these

will drift apart so that their
at different altitudes or inc
ion for extended times.

Options
in detail. The launch vehicle
limit the amount of mass that

define the mission earlY on, we
changes in launch vehicles;

more margin than existing

retrieval and disPosal of
21.2). Spacecraft that will reenteri

up in the atrnosPhere, or

in a reasonable time, we
hazardous to other sPacecraft.

orbit where missions
a collision between two

to their entire orbit
to refurbish and reuse the
) which would be dangerous if

, the Shuttle can retrieve sPace-1

for removing satellites

Earth Coverage

from low-Earth orbit. In the future, it would be desirable to retrieve satellites as
away as geosynchronous orbit and return them to either the Orbiter or Space

for refurbishment, repair, disposal, or reuse.

,Step 7. Evaluate Constellation Growth and Replenishment

An important characteristic of any satellite constellation is growth, replenishment,

'nd graceful degradation. A constellation that becomes operational only after many
ites are in place causes many economic, planning, and checkout problems.

Constellations should be at least partly serviceable with small satellite numbers.

Graceful degradationmeans that if one satellite fails, the remaining satellites provide

needed services at a reduced level rather than a total loss of service. Section 7.6

discusses further the critical question ofhow we build up a constellation and how to
plan for graceful degradation.

Step 8. Create AVBudget

To numerically evaluale the cost of an orbit, we must create a AV budget for the

:orbit, as described in Sec. 7.3. This then becomes the major component of the propel-

lant budget as described in Sec. 10.3.

9. Document and Iterate
' 

A key component of orbit or constellation design is documenting the mission

requirements used to define the orbit, the reasons for selecting the orbit; and the

no^.ri.ul values of the selected orbit parameters. This baseline can be reevaluated
from time to time as mission conditions change. Because mission design nearly always
requires many iteration-s, we must make the iteration activity as straightforward as

ible and readdress orbit parameters throughout the design process to ensure *ley

ineet all req uirements.

., 7.2 Earth Coverage

Earth coverage refers to the part of the Earth that a spacecraft instrument* or

antenna can see at one ixstant or over an extended period. The coverage available for

aparticular location or region is frequently a key element in mission design. In evalu-

ating coverage, two critical distinctions must be made. First, as Fig. 7-1 shows, the

instintaneous field of view, typically called the FOV or footpnzr, iS the actual area the

instrument or antenna can See at any moment. In contrast, the sccess area is the total

.area on the ground that could potentially be seen at any moment by turning the space-
craft or instrument. In the case of a truly omni-directional antenna, these two would
always be the same. For most operational instruments they are not.

The second important distinction is between the area which can be seen at any oue
instant vs. the rate at which new land comes into view as the spacecraft and instrument
move. Both are important, and either can be vital to mission success" ln geosynchro-
nous orbit, the instintaneous area is typically most important because the spacecraft is

* 
Throughout this section we will use instrument to tefer to any spacecraft sensor or antenna fot
which we want to compute coverage.
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Flg. 7-1. The lnstrument Footprint or FOVis the Instantaneous Reglon on the Ground'Be-
lng Covered. The instantaheous access area ib lhe total area in view.

nearly stationary relative to the Earth's surface. In low-Earth orbit, satellites are mov-
ing rapidly over the surface, so the rate at which new land appears is usually critical.

The two distinctions above lead to four key parameters for Earth coverage:

. Footprint Area (F1, also FOV area or instantaneous coverage area) = zvsa
that a specific instrument or antenna can see at.any instant

Instantaneous Access Area (IAA) = all the area that the instrument or antenn4
couldpotentially see at any instant if it were scanned through its normal range
of orientations.

Area Cwerage Rate (ACR) = the rate at which the instrument or antema is
sensing or accessing new land.

Area Access Rate (MR) = the rate at which new land is coming into the space-
craft's access area.

For an instrument Which covers all of the area available to it as the spacecraft moves
along, the coverage rate and access rate will be the same. For instniments operatihg
only part of the time or continuously selecting the region to be examined, the coverage
rate and access rate may be dramatically different. Generally the access area and-
access rates depend only on the orbit and limiting geometry of the system, so we can;
easily compute them with only aminimal knowledge of the detailed system design. On
the other hand, the actual area coverage rate during spacecraft operations may well
depend on the spacecraft control, power, and management systems, as well as the
details of mission operations.

Coverage assessment conveniently divides into two areas: first, an analytic assess-
ment to provide approximate formulas for coverage parameters as a function of
mission variables; second, nurnerical simulations to provide coverage Figures of Merit
for more detailed studies.

7.2

7.2.1 Analytic Approximations
' 
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Footprint
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Earth Coverage

72.1 Analytic Approximations
' In this section we present analytic approximations for various Eartir coverage
parirneters. All of the formulas here take into account the spherical surface of the
Earttr, Uut do not accouni for oblateness, or the rotation of the Earth underneath the
orbit. These effects, in addition to those of coverage by multiple satellites, are ofdi-
narily accounted for in numerical simulations as described in Sec.7.2.2.

All of the formulas here are derived directly from the single-satellite geometry
described in Sec. 5.2.kl particular, we will use the notation developed there and
summarized in Fig. 5-13 in Sec. 5.2. In this section we will parameterize coverage in
rcrrns of the Eanh central angle, )..' However, we can use Eqs. (5-24) to (5-28) to
transform each of the formulas below into one for either the spacecraft-centered nadir
ang\e,r7, or spacecraft elevation angle, e, seen from the ground.

As Fig. 7-1 shows, the instrument footprint is normally a beam with circular cross
section substantially smaller than the access area projected onto the Earth's surface.
The nomenclature and computational geometry for the footprint are in Fig. 7-2. (For
instruments which see very large portions of the Earth, we can use the access area
fonnulas below. For those which have noncircular cross sections, the logic here along
with the formulas of Sec. 5.2 allows us to develop mission-specific formulas for
footprint size and area.)

Earlh Genter

Flg.7-2. Computational Geometry for lnstrument Footprint. Note that t is typically mea-
sured at the toe because of performance budgeting. (See also Fig. 5-13.)

The length (also called the height) of the footprint, Lp, is given by

ii

Lr= Kr(Lro- Ar)

=D sin 0 /sin e

where the variables are defined nFig.7-2 and, for i. expressed in degrees,

Q-ra)
(7-1b)

* 
i, may be thought of either as an angle at the Earth's center or as a distance measwed along the
Earth's surface. We will use these two views interchangeably as convenient for the problem
at hand.

.-.;r
.:t' ll

t
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K t =  |

Kt= IlI.3l9 543

Kt= 60.107 7'447

for length in deg

for length in km

for length in nmi

Computing the instantaneous acces
potential coyerage area on the ground.
most common of these is Fig. 7-3A, u
hny point on the Earth within view for
corresponds to a small circle on the E
satellite point. Some instruments, such,
lite point. As Fig. 7-3B shows, these in
an inner horizon, ),i.

H i ,
: Fig.7-3. Typlcal Access Areas for Spacer

ir' For instruments with an access patte
access area, /AA, will be just the area of

IAA = Ka(1 - cos .1)

KA = 2n=6.283I85

Ke = 20,626.480 6

Ke = 2.556 041 87 x l

Ka = 7.452225 69 x'

Note: The linear approximation given in Eq. (7-1b) is computationally convenient
but can be very inaccurate, particularly near the horizon where e is small. (For a satel-
lite at an altitude of i,000 km with a 1 deg diameter beam, the error i:r Eq. (7-1b) is
4007o ate= l deg, lj%oate= 15 deg, andlVo at e= 60deg.) However, the alternative
computation of Eq. (7-1a) is much less convenient. To frnd the footprint length for a
given spacecraft elevation angle at the toe of the beam, e, we begin by computing 4
and l, at the toe, then subtract the beam width, 4 from 4 to determine 4 at the heel,
compute ),attheheel, and finally subtract to get the footprint length from Eq. (7-1a).
An albrnative that improves the approximation somewhat is to use the center rather
than the toe of the beam. Because the toe represents the worst-case link budget (see
Chap. 13), it is most often used for performance computations and, therefore, is
commonly used for geometry calculations as well.

The footprint width, lVp, is given by

WF= REsin-l (D sin 0/R5')

= D s i n 0

(7.2a)

(7-2b)

(74),

area
is the

where Rs. = 6,378.14 km is the radius of the Earth, 0 is the beam width, and D is the
distance from the spacecraft to the toe of the footprint.* Here the error in the approxi-
mation in Eq. (7-2b) is proportional to | - (W p/ sin VVo;t and is generally small relative
to other errors. Thus, Eq. (7 -2b) is adequate for most prac,tical applications.

Firrally, if we assume that the projection on the ground is an ellipse, then the foot-
print area, .8 , is given by

Po = (nl4)LpWp (7-3)

Assuming that ,Lp was computed by Eq. (7-1a), the error in ignoring the curvature of
the Earth in Eq. (7'3) is again proportional to | - (Wp / sin l4zp) and is negligible for
most applications.

The instantaneous area coverage rate f.or the beam is defined by

ACRin lonlon"oru = 4/T

where Z is the exposure time or dwell time f.or the instrument. The average
coverage rate, ACRor* will also be a function of the duty cycle, DC, which
fraction of the total time that the instrument is operating. and the averape ofraction of the total time that the instrument is operating, and the average overlap
between the footprint, O.r', which is the amount by which two successive footprints
cover the same area (typicilly about2O7o):

' In the case of a noncircular beam, Eq. (7-1) can be used with the beam width, 0, perpendicular
to the horizon and Eq. (7-2) can be used independently with the beam width parallel to
horizon.

t Here Wr should be expressed in radians as seen from the center of the Earth.
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Areas for Spacecraft Instruments. See Table 7-2 for formulas.
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Earth Coverage

Computing the access area, IAA, wtll depend on the shape of the

potential coverage area
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(7-6)

.556 041 87 x 108

Kt. = 7.452225 69 x LOt
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The instantaneous access areas or access lengths for the other patterns in Fig. 7-3
are given in Table 7-2, which also summarizes all of the coverage formulas for these
patterns. These access area formulas d,o take into accaunt the curved surface of the
Earth and are accurate for any access area size or satellite altitude to within very small
corrections for the Earth's oblateness.

TABLE 7-2. Coverage Formulas for Pafterns Shown in Fig. 7-3. See text for definition of
variables. In pailern D, the minus sign applies if ,lris on the same side of the ground
track as.l,. The approximation for footprint area is invalid when a=0. The ACR
formulas for patterns C and D assume that the instrument is side{ooking. P is the
orbit period.

We now wish to determine the length of time a particular point on'the Earth is
within the satellite access area'and the access area rate at which the land enters or
Ieaves the access area. Consider a satellite in a circular orbit at altitude.F1. The orbit
period, P, in minutes is given by

P = 1.658 669 x 10a x (6,378.14 + min

P = 4.180 432x 104 x (3,443.9 + m3n

(7-7)

We define ilte maximum Earth central angle, ).^o* as the radius of the access area
for the observation in question. Twice )rr* is called the swath width and is the width
of the coverage path across the Earth. As shown in Fig. 7-4, the coverage for any point
P on the surface of the Earth will be a function of ).,nroand of the off-track angle, ,1,
which is the perpendicular distance from P to the satellite ground track for the orbit
pass.being evaluated. The fraction of the orbit, Fy;"p, oylr which the point P is in view

Fview = Avl180 deg (7-8a)

Ear

Fig.7-4. Earth Coverage Geometry. .lis
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cos Ay
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for the other Patterns in Fig' 7-
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Earth Coverage L69

Fig.74. Earth coverage Geometry. )"i;s the otf ground track angle and 2 )'^uis the swath

width. P is the target or ground station.

where

r = P\,"n=[ra-.."J"* '(.:*r)

which is equivalent to Eq. (5-49). Note that here we use,tr rather than ).^;nfor the off

ground-nack angle and ttrai Av is one half of the trxe anomaly range (i.e., angle along

itre ground trackl) over which the point P is in view by the satellite. See Fig. 5-17 in

Sec. 5.3.1 for the geometry of this computation.
Finally, the arei accesi rate as the satellite sweeps-over the ground for the access

area ofFig. T-3A is

(7-8b)

(7-e)

(7-10)

Hinkm

Ilin nmi

Formulas for other patterns are in Table 7'2. Agun note that be9au19 of the curva-

tur; ;f th" Earth's sorfac", this area access rate is not equal to the diameter of the

Fig.7-4, the coverage for anY Po
).rrr*and of the off-track angle,

" As indicated previously, this estimate would be substantially improved if-the 10 deg elevation

angle was atihe centei Of'the beam. However, we would then need.to keep hack of beam-

ceiter parameters for the geometry and beam-edge parameiers for performance estimates'
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Eqs.(5-24), (5-26),and(5-27)wedetermine lro=3l.43degand,l,p7=28.24deg.The
footprint width from Eq. (7-2a) is 77 km. From Eq. (7-3) the footprint area is 2I,470
kmz. The accuracy of the area is proportional to I -(7116,378)lsin(7716,378)=
0.002Vo. The ground track velocity is the circumfe'rence of the Earth divided by the or-
bit period (from Eq. 7-7) = 49,975 krrllz7 min = 315.6 km/min = 5.26 km/s. Multi-
plying this by the footprint height of 355 km gives a crude estimate of the area
coverage rate of 1,867 km2/s. Using the more accurate formula in Table 7-2 Qattern
D) and the values of ,1, above, we obtain a more acourate value of ACR = 2.556 x 108
x (sin 31.43 deg = sin 28.24 deg | (127 x60) = 1,629 km2/s which implies afo error of
L5Vo in the less accurate approximation.

The above forrnulas are in terms of off-ground-track angle, which is computation-
ally convenient. But we often need to know the coverage as a function of latitude, ldt,
for a satellite in a circular orbit at inclination, i. We assume that the pattern of
Fig. 7-3A applies and that observaticjns can be made at any off-track angle less than or
equal to Lrr-, oo either side of the satellite ground hack. We also assume that Lat is
positive, that is, in the northern hemisphere. (The extensions are straightforward for
the southern hemisphere or nonsymmetric observations.) Depending on the latitude,
there will be either no coverage, a single long region of coverage, or two shorter
regions ofcoverage for each orbit as follows (See Fig. 7-5).

Fig.7-5. Slngle Orbit Coverage ls a Function of Latitude, Orbit Inclination, and Swath
Wldth. See text for formulas.

1 ' '7.2170

Latitude Range

I^at> 7rr,^+ i
i+ Ao, > Int> i- 1r*
i - 1r**> Lal > 0
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2 (h- 0i l t r80
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0

where the minus sign applies fot Q1 ar
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7.2.2 Numerical Simulations
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Earth Coverage

where the minus sign applies for @7 and the plus sign for Q2. Here p is one-half the

longitude range over which coverage occurs. The formula in the third column above

represents the fraction of all points at a given latitude in view of the satellite during

one orbit. This is approximately equal to the fraction of orbits that will cover a given

point at that latitude.
As an example of the above formula, consider a satellite in a62.5-deginclined orbit

which can see to an off-ground-track angle, 7,,r =20 deg. At a ground station latitude

of 50 deg, the percent coverage will be 49.37o. On any orbit, 49Vo of the points at a

htitude of 50 deg will be within view of the satellite at some time. Conversely, a grven
point at 50-deg latitude will be covered at some tipe on approximately 49Vo of the

iatellite orbits. Because there is only one coverage regiou, the covered orbits will

occur successively during the day. If the satellite orbit period is 2 hr, then our

hypothetical ground station at 50-deg latitude will typically see the satellite on 6

suicessive orbits followed by 6 orbits of no coverage. The number and duration of

coverage passes on a given day will depend on where the ground station is located with

rcspect to the orbit node.
As a final example, consider a satellite in a 1,000-km circular orbit at an inclination

of 55 deg. From Eq. (5-24), in Sec. 5.2, p = 59.82 deg and from Eq. (7-7) the orbit

period is 105 min. We assume that the satellite can make observations out to a space-

iraft elevation angle of 10 deg as seen by the target, corresponding to a nadir angle

lnu= 58.36 deg from Eq. (5-26) and maximum off-track angle, ).* = 21.64 deg

friffi fq. (5-27). From Eq. (7-10), the potential area search rate is 1.8 x 106 km2/min.

From Eq. (7-9) apoint 15 deg from the ground track will remain in view for 9.2 min.

Finally, irom Eqs. (7-i i), a satellite in such an orbit will see 45.7Vo of all points at a

latitude of 50 deg and 33.4Vo of all points at a latitude of 20 deg.

7.2.2 Numerical Simulations

The analytic formulas above provide an easy and rapid way to evaluate Earth

coverage, but this approach has several limitations. It does not take into account non-

circular orbits, the rotation of the Earth under the spacecraft, or possible overlapping
coverage of several satellites. Although we could extend the analytic expressions,
numerically simulating the coverage is a better approach for more complex situations.
Any modern office computer can do a simple simulation that takes these effects into
account with sufficient accuracy for preliminary mission analysis.

Analytic approximations also do not allow us to assess coverage statistics easily.
For example, while we can determine the coverage time for a given orbit pass, we
cannot easily compute how often we will see a given point or where regions of cover-
age or gaps between coverage will occur. We usually need these statistics for Earth
observation applications.

Numerical simulations of coverage can become extremely complex. They may
consider such activities as scheduling, power and eclipse conditions, and observability
of the target or ground station. Chapter 3 briefly describes an example. In the follow-
ing paragraphs we will consider two simple simulations of considerable use during
preliminary mission design.

The simplest "simulation" is a ground rack plot of the mission geometry, clearly
revealing how the coverage works and the possible coverage extremes. Figure 7-6
shows ground trace plots for our example satellite in a 1,000-km circular orbit with a
period P = 105 min, corresponding to approximately 14 orbits per day. The longitude
spacing, AL, betwesn successive node croSsings on the equator is

t7l

i- i,

\ ,

Percent
,Coverage

0 ,

f i /180
@t- o)tr8o

+ cos i sin /-at
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does not let us see the problem physically or admit the general analytic studies
stemming from the forrnulas of Sec. 7.2.1. Thus, the best choice is to evaluate cover-
age by combining analytic formulas, ground trace plots, and numerical simulations.

Although the technique for the numerical point coverage simulation is straight-
forward, the analyst must be aware of tkee potential piffalls. First, if we wani to

our second problem is to adjust for gaps where the simulation begins and ends.
otherwise, these gaps will make gap statistics unrealistic because true gaps and
coverage regions will not begin and end at the start and end points of the simulation.
The easiest solution is to run the simulation long enough that start and end data have
minimal impact on the statistics.

; Th: third, and perhaps most significanl problem is that we are trying to collect
statrstlcal data on a process for which statistical distributions .do not apply. Most
statistical measures, such as the mean, standard deviation, or the 90ttr- percentile
assume that the data being sampled has a Gaussian or random distribution. While the
distribution which we found by examining the ground track plot above was not
uniform, it was also not at all important for some activities. Our estimation of above 2
to 3 passes of 12 min each, twice per day, gives an average percent coverage on the
order of I ht/24 br = 4Va. But just collecting statistical data and concluding that the
percent coYerage is about 4Vo is remarkably uniformative. That could be the result of
I hr of continuous coverage and 23 hr of no coverage or 2.5 min of coverage every
hour. Similar problems plague all of the normal statistical measures applied to orbit
analysis. The important point is:

Statistical analysis of inherently nonstatkti.cal data, such as orbit
coverage, can lead to dramatically incorrect conclusions.

Simple techniques such as ground track analysis are imperative to understand and
validate the conclusions we reach.

1?2.3 Coverage Figures of Merit

. Percent Coverage

T)te percent coverage for any point on the grid is simply the number of times
that point was covered by one or more satellites divided by the total number
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of simulation time steps. It is numerically equal to the analytically computed

percent coverage in nq. (Z-tt). The advantage of percent covorage is that it

ihows directly how much of the time a given point or region on the ground is

covered. However, it does riot provide any information about the distribution

of gaps in that coverage.

Maximum Coverage Gap (= Maximum Response Time)

The maximum coverage gap is simply the longest of the coverage gaps

encountered for an individual point. When looking at statistics over more than

one point, we can either average the maximum gaps or take their maximum

valui. Thus the worldwidemectnmaximumgap would be the average value of

the maximum gap for all the individual points, and the worldwide maximum

gap would be the largest of any of the individual gaps. This statistic conveys

iome worst-case information, but it inconectly ranks constellations because a

single point or a small number of points determine the results. Thus, the

muiimutn coverage gap, or maximum response time,is a poor Figure of Merit.

, Mean Coverage Gap

by dividing the total gap length by the number of gaps. As noted ab,ove, what

happens ai the beginning and end of the simulation influences all statistics

relating to gap distribution.

. Time Average Gap

The time average gap is the mean gap duration ayeraged over time. Alterna.

tively, it is the average length of the gap we would find if we randomly

of the squares of the gaps by the duration of the simulation.

. Mean Response Time

The mean response time is the average time from when we receive a random

'.2 Earth (
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request to observe a point until we'can observe it. If a satellite is within view fi still easy to compute.
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of the point at a given time step, the response time at that step will be 0.* If the
point in question is in a coverage gap, then the response time would be the
time until the end of the coverage gap.In principle, response time should be
computed from a given time step to the end of a gap. But by syrnrnetry we
could also count the time from the beginning of the gap-a computationally
convenient method with the same results. Thus the respoise time counter will
be set to 0 if a point is covered at the current time step. we advance the
response time counter by one time step if the point is not now covered. The
mean response time will then be the average value of all response times for all
time steps. This Figure of Merit takes into account both coverage-and gap
statistics in trying to determine the whole system's responsiveness. As shown
below, the mean response time is the best coverage Figure of-Merit for
evaluating overall responsiveness.

p we would find if we
le average gaP, two counters
rd one for the sum of the squares
atellite covers a gi-ven point on
rter. Ifthe point is covered,
re sum ofthe squares counter,
. (Ifthe current gap length
e occurred in either counter.)
the simulation by dividing the
rf the sirnulation.

: from when we receive a
grve it. If a satellite is within

To illustrate the meaning and relative advantages of these Figures of Merit, Fig. 7-7
diagrams a simplified coverage simulation from three satellite systems: A, B, and c.
These could, for example, be three sample Firesat constellations. our goal is to see
events as quickly as possible, and therefore, minimize gaps. constellation B is
identical to A except for one added gap, which makes B clearly a wo$e solution than
A. C has the same overall percent coverage as A, but the gaps are redistributed to
create a rather long gap, making C the worst constellation for regular coverage.

Observation Gap

^ Best

t Second

" 
worst

' 
One advanta€e of response time as a Figure of Merit is that delays in processing or communi-
c.ations(for both data requests and responses) can be directly atiOeO fo the coverage response
time. This results in a total response-time, which measurei the total time from when-users
request data until they receive it. We can also evaluate minimum, mean, and maximum total
resPonse times which have much more operational meaning than simple gap statistics but are
still easy to compute.

Percent
Coverage

.Maximum
Gap

Mean
Gap

Time
Average Gap

llean
Response Time

A , OU z 1.33 0.6
B 50 z 1.25 0.7 0.6

nu 2.00 1 .0 0.7
Fig.7-7- Coverage Figures of Merit. See text for explanation.
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The table below Fig. 7-7 shows the numerical values of the Figures of Merit defined
above. The percent coverage correctly ranks constellation A better than B, but because
it does not take gap statistics into account it cannot distinguish between A and C.
Similarly, the maximum gap canir,ot distinguish between A and B, even though B is
clearly worse by having an additional gap. In this case the maximum gap tells us which
constellation is worst but cannot distinguish between two constellations which are
clearly different.

The mean gap statistic is even more misleading. By adding a short gap to constel-
lation B, the average length of the gaps has been decreased, and consequently, this
Figure of Merit ranks constellation B above constellation A. (This can happen in real
constellation statistics. By adding satellites we may eliminate some of the very small
gaps, thus increasing the average gap length, even though more satellites provide
more and better coverage.)

Finally, the time average gap and mean response time in the fourth and fifth
columns correctly rank the three constellations in order of preference by taking into
account both the percent coverage and gap statistics. Consequently, both of thesd are
better Figures of Merit than the other three. I believe the mean response time is the
stronger Figure of Merit because it provides a more useful measure of the end per-
formance of the system and because it can be easily extended to include delays due to
processing, communications, decision making, or the ihitiation of action. However,
because each of the Figures of Merit represent different characteristics we should
evaluate more than one. Specifically, I recommend evaluating mean response time,
percent coverage, and maximum gap, and qualitatively (not quantitatively) weighting
the results in that order, keeping strongly in mind the caveat at the end of Sec.7 .2.2.

7.3 The AV Budge(

To an orbit designer, a space mission is a series of different orbits. For example, a
satellite may be released in a low-Earth parking orbit, transferred to some mission i
orbit, go through a series of rephasings or alternative mission orbits, and then move to
some final orbit at the end of its useful life. Each of these orbit changes requires i
energy. The LV budger is traditionally used to account for this energy. It is the sum of'
the velocity changes required throughout the space mission life. In a broad sense the
AVbudget represents the cost for each mission orbit scenario. In designing orbits and
constellations, we must balance this cost against the utility achieved,
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Chapter 10 shows how to develop ri propulsion budget based on a given AVbudget.l :
For preliminary design, we can estimate the "cost" of the space mission by using the;i

Altitude Maintenance AVs for a Bi
for ballistic coefficient and atmosohe
inversely proportional to the ballistic
W(m2.Hz). Ap is an index of geomi

rocket equation to determine the total required spacecraft plus propellant mass, z?
rt4 * ntp, in terms of the dry mass of the spacecraft, m6,the total required AV, and thei;
propellant exhaust velocity, V6 :

(7 -r4
(extremely disturbed).

,<AVlvn)
mf = m7e

ii$.:The AV budget relates strongly to the p
This is equivalent to Eqs. (17-6) and (17-7) in Sec. 17.1, with Vo replaced by a space mission. Yet other conditions m

where the specffic impulse,Iro=Vo/g, and g is the acceleration of gravity at the Earth' to the nominal AV budget. For example, a
surface. Typical exhaust vel6cities are in the range of 2 to 4 km/s and up to 30 I,the A% we can obtain very large AVs fron:
for electric propulsion. We can see from Eq. (7-14) that Ayrequirements much sma Earth itself [Kaufman, Newman, and (

a spacecraft leaves the vicinity of scthan the exhaust velocity (a few hundred meters per second), will require a propel
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-Fig. 7-8. Altitude Maintenance AVs tor a Batlistic Goefficient of 100 kg/mz. See Sec. 8.1 .3
for ballistic coefficient and atrnosphere parameters. The Ay for atiitude maintenance is
inversely proportional to the ballistic coefficient. The F10.7 index is in units of 10-22
w/(mz'Hz). Ap is an index of geomagnetic activity ranging from 0 (very quiet) to 4oo
(extremely disturbed).

^ 
The AV budget relates strongly to the propulsion requirements and to the final cost

of a space mission. Yet other conditions ruy uury the piopellanr..quitl*"nts relativeto^the nominal AV budget. For example, atthough rociet propulsion usually provides
me a y' we can obtain very_large AVs from a flyby of the Moon, other planets, or eventhe Earth itself [Kaufman, Newman, and chromey , r966;Meissinger,'1970]. In a fly-by, a spacecraft leaves the vicinity of some cellstial Uody wittr"ttr" *1n" velocity

Ballistic Coefficient rnl$A = 100 kg/m2



TABLE 7-3. Creating a ay Budget. see also summary tables on inside back cover.

'Sec. 6.3.2 if plane change also required.

150 km,55 deg

700 km,55 deg

5 y r

Altitude maintenance

m l C 6 A = 2 5 k g / m 2

^*= 2.73x1O -1s

None

Positive reentry

156 m/s
153 m/s

19 m/s

N/A

N/A

None

None

198 m/s

526 m/s

Included in propellant
budget
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Sec. 2.3

Secs. 6.2.3, 6.5

Secs.
6 .2 .3 ,  8 .1 .3

Sec. 6.3

Secs. 6.5, 21 .2

Sec.6 .3 .1 '
Sec .6 .3 .1 -

Secs. 6.2.3, 7.3

Sec. 6.5

Sec. 6.5

Sec. 6.3.3

Sec. 6.3.2

Sec. 6.5

Sec. 10.3

Sec. 7.3

Sec. ,10.2

Table 8-3,
Fig.8-2, inside
rear endleaf

(o-sz), (o-gg)

(6-26), Fis.7-8

(6-51), (6-52)

(6-53)

(6-41)

(6-38), (6-3e)

(6-54)

Sum of
the above

Basic Data

lnitial Conditions

Mission Orbit(s)

Mission Duration (each Phase)

Orbit Maintenance Requiremenis

Drag Parameters

Orbit Maneuver Requirements

Final Conditions

Delta V Budget (m/s)

Orbit Transfer

1 st burn
2nd burn

Altitude Maintenance (LEO)

North/South Stationkeeping (G EO)

EasVWest Stationkeeping

Orbit Maneuvers

Rephasing, Rendezvous

Node or Plane Change

Spacecraft Disposal

Total AV

Other Conslderations

ACS & Other Requirements

AV Savings

Margin
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relative to the body as when it approached, but in a different direction. This phenom- ;
enon is like the elastic collision Litween a baseball and a bat, in which the velocity of j

the ball relative to the bat is nearly the same, but its velocity relative to the surrounding

craft launched from Earth.
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tables on inside back cover

different direction. This phenom-
a bat, in which the velocitv of
:ity relative to the surroun&ng

flybys to change direction, to l
exploration, or to reduce the

For example, one of the most

A second way to produce a large AV without burning propellant is to use the
atmosphere ofthe Earth or other planets to change the spaceciaft;s direction or reduce
its energy relative to the planet. The manned flight program has used this method from
the beginning to dissipate spacecraft energy for retum to the Earth's surface. Mars
Pathfinder used aerobraking for planetary exploration. It can also be used to produce
a_Tlgjor plane change through an aeroassist trajectory [Austin, cruz, and Rench,
i982; Mease, 19881.

The solar sail is a third way to avoid using propellant. The large, lightweight sail
uses solar radiation to slowly push a satellite the way the wind puiir"si sailboat. Of
course, the low-pressure sunlight produces very low acceleration.

The aerospace literature discusses many ilternatives for providing sfaceflight
energy. But experimental techniques (those other than rocket propulsion and atmo-
spheric braking) are risky and costly, so normal rockerpropulsion will ordinarily be
used to develop the needed A% if this is at all feasible.

The AV budget described in Table 7-3 measures the energy we must give to the
spacecraft's center of mass to meet mission conditions. When we transform this AII
budget into a propellant budget (Chap. l0), we must consider other characteristics.

predict. Consequently, we must either conservatively estimate the atrnospheric density
or incorporate AV margin for low-Earth satellites to compensate for atrnospheril
variations.

7.4 Selecting Orbits for Earth-Referenced Spacecraft
The first step in finding the appropriate orbit for an Earth-referenced mission is to

or not to use them before doing the more detailed design trades described below.

described in Sec. 7.6. In the case ofFiresat, continuous coverage is not required and

For an extended discussion see Cooley [1972] or Wertz [2001].

Sun is to use a flyby of Jupiter to
Earth associated with any space-

8-2, inside
endleaf

Fig. 7-8
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None

Positive reentry

Included in propellant
budget



Orbit Characteristic Application Where Discussed

Geosynchronous
(GEo)

Sun-synchronous

Molniya

Frozen Orbit

RepeatingGround
Track

Maintains nearly fixed
position over equator

Orbit rotates so as to
maintain approximately
constant orientation with
respect to Sun

Apogee/perigee do not rotate

Minimizes changes in orbit
parameters

Subsatellite trace repeats

Communications,
weather

Earth resources,
weather

High latitude
communications

Any orbit requiring
stable conditions

Any orbit where
constant viewing
angles are desirable

Sec.  6 .1 .4

Sec.6 .2 .2

Sec. 6.2.2

See Chobotov [1 996]

Sec. 6.5
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TABLE 7-4. Specialized Orbits Used for Earth-Referenced Missions. For nearly circular low-
Earth orbits, the eccentricity will undergo a low-amplitude oscillation. A frozen orbit
is one which has a small eccentricity (-0.001) which does not oscillate due to a
balancing of the J2 and Js perturbations.

the need for fine resolution on the ground for an IR detection system precluded a
geosynchronous orbit, so its mission characteristics are dramatically different. There
is no a priori way of knowing how these trades will conclude, so we may need to carry
more than one orbit into detailed design trades. In any case, we should reconsider
specialized orbits from time to time to see whether or not their benefits are indeed
worth their added constraints.

Orbit design is inherently iterative. We must evaluate the effects of orbit trades on
the mission as a whole. In selecting the orbit, we need to evaluate a single satellite vs.
a constellation, specialized orbits, and the choice of altitude and inclination. For
example, alternative solutions to a communications problem include a single large
satellite in geosynchronous equatorial orbit and a constellation of small satellites in
low-Earth orbit at high inclination.

The first step in designing mission orbits is to determine the effect of orbit param-
eters on key mission requirements. Table 7-5 summarizes the mission requirements
that ordinarily affect the orbit. The table shows that altitude is the most important of
orbit design parameter.

The easiest way to begin the orbit trade process is by assuming a circular orbit and
then conducting altitude and inclination trades as described below and summarized in
the table. This process establishes a range of altitudes and inclinations, from which we
can select one or more alternatives. Documenting the reasons for these results is
particularly important, so we can revisit the trade from time to time as mission require.
ments and conditions change.

Selecting the mission orbit is often highly complex, involving such choices as
availability of launch vehicle, coverage, payload performance, communication links,
and any political or technical constraints or restrictions. Thus, considerable effort may
go into the process outlined in Table 7-1. Figure 3-1 in Sec. 3.2.3 shows the results of
the altitude trade for the FireSat mission. Typically these trades do not result in
specific values for altitude or inclination, but a range of acceptable values and an
indication of those we would prefer. Ordinarily, low altitudes achieve better instru-
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lnternational allocation



Design

renced Missions. For nearly circular lory.
a low-amplitude oscillation. A frozen orbir

1) which does not oscillate due to a

IR detection system precluded a
are dramatically different. There

1817.4, Selecting Orbits for Earth-Referenced Spacecraft

TABLE 7-5. Principal Mission Requirements:Ihat Normally Affect Earth-Reterenced Orbit
Design.

I conclude, so we may need to carry
Io any case, we should reconsider

rs problem include a single large ,
constellation of small satellites in :_

or not their benefits are indeed,

uate the effects of orbit trades on il
to evaluate a single satellite vs.

of altitude and inclination, Fori

terrnine ttre effect of orbit parani'i
nrizes the mission requirements:
altitude is the most important of,

is by assuming a circular orbit and
ibed below and summarized in

and inclinations, from which we
the qeasons for these results is
time to time as mission require-

involving such choices as
cor,nmunication links,

rs. Thus, considerable effort may
in Sec. 3.2.3 shows the results oi

Often, a key factor in altitude selection is the satellite's radiation environment. As

these tades do not result in
ge of acceptable values and an

altitudes achieve better instru-

resources,

orbit requiring
conditions

are desirable

Coverage
Continuity
Frequency
Duration
Field of view (or swath width)
Ground track
Area coverage rate
Viewing angles
Earth locations of interest

Sensitivity or Performance
Exposure or dwell time
Resolution
Aperture

Environment and Survivability
Badiation environment
Lighting conditions
Hostile action

Launch Capability
Launch cost
On-orbit weight
Launch site limitationb

Ground Communications
Ground station locations
Use of relay satellites
Data timeliness

Orbit Lifetime

Legal or Political Constraints
Treaties
Launch safety r,estrictions
International allocation

Altitude
Inclination
Node (only relevant for some orbits)
Eccentricity

Altitude
(inclination usually secondary)

Altitude
Inclination

Altitude
Inclination
Eccentricity

Chaps. 9,13

Secs. 6.2.3, 8.1.5

Sec. 21.1



7.4r82 Orbit and Constellation Design

which are well above the Van Allen belts. Mid-range altitudes may have coverage
characteristics which make them particularly valuable for some missions. However,
the additional shielding or reduced life stemming from this region's increased
radiation environment also makes them more costly.

Having worked the problem assuming a circular orbit, we should also dssess the
potential advantages of using eccentric orbits. These orbits have a greater peak altitude
for a given amount of energy, lower perigee than is possible with a circular orbit, and
lower velocity at apogee, which makes more time available there. Unforfunately,
eccentric orbits also give us non-uniform coverage and variable range and speed.

Eccentric orbits have an additional difhculty because the oblateness of the Earth
causes perturbations which make perigee rotate rapidly. This rotation leads to rapid
changes in the apogee's position relative to the Earth's surface. Thus, with most orbits,
we cannot maintain apogee for long over a given latitude. As Sec. 6.2 describes, the
first-order rotation of perigee is proportional to (2 - 2.5 sin2i) which equals zero at an
inclination, i = 63.4 deg. At this critical inclination the perigee will not rotate, so we
can maintain both apogee and perigee over fixed latitudes. Because this orientation can
provide coverage at high northern latitudes, the Soviet Union has used such a Molniya
orbit for communications satellites for many years. Geosynchronous orbits do not
provide good coverage in high latitude regions.

Eccentric orbits help us sample eithe'r a range of altitudes or higher or lower
altitudes than would otherwise be possible. That is why scientific monitoring missions
often use high eccentricity orbits. As discussed in Sec. 7.6, Draim [1985, 1987a,
1987b1 has done an extensive evaluation of the use of elliptical orbits and concluded
that they can have significant advantages in optimizing coverage and reducing the
number of satellites required.

FireSat Mission Orbit. Our first step for the FireSat mission orbit is to look at thq
appropriateness of the specialized orbits from TableT-4. This is done for FireSat in
Table 7-6. As is frequently the case, the results provide two distinct regimes. One pos-
sibility is a single geosynchronous FireSat. In this case, coverage of North America
will be continuous but coverage will not be available for most of the rest of the world.
Resolution will probably be the driving requirement.

TABLE 7-6. FireSat Specialized Orbit Trade. The conclusion is that in low-Earth orbit we dq
not need a specialized orbit for FireSat. The frozen orbit can be used with any of thq
low-Earth orbit solutions. I

Orbit Advantages Disadvantages
Good for
FireSat

Geosynchronous

Sun-synchronous

Molniya

Frozen Orbit

Repeating Ground
Track

Continuous view of
continental U.S.

None

Good Alaska coverage
Acceptable view of
continental U.S.

Minimizes propellant usage

Repeating viewing angle
(marginal advantage)

High energy requirement
No world-wide coverage
Coverage of Alaska not good

High energy requirement

High energy requirement
Strongly varying range

None

Restricts choice of altitude
Some perturbations stronger

Yes

No

No, unlegs
Alaska is
critical

Yes

Probably not
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The alternative is a low-Earth orbit constellation. Resolution is less of a problem
than for geosynchronous. Coverage will not be continuous and will depend on the
number of satellites. None of the specialized low-Earth orbits is needed for FireSat. (A
frozen orbit can be used with essentially any low-Earth orbit.) Thus, for the low-Earth
constellation option, there will be a broad trade between coverage, launchabiliry,
altitude maintenance, and the radiation environment.

For low-Earth,orbit, cbverage will be theprincipal driving requirement. Figure 3-1
in Sec. 3.2.3 summarized the FireSat altitude trades and resulted in selecting an alti-
tude range of 600 to 800 km with a preliminary value of 700l.arl. This may beaffected
by further coverage, weight, and launch selection trades. FireSat will need to cover
high northern latitudes, but coverage of the polar regions is not needed. Thenifore, we
select a preliminary inclination of 55 deg which will provide coverage to about 65 deg
latitude. This will be refined by later performance hades, but is not likely to change by
much.

Zero eccentricity should be selected unless there is a compelling reason to do
otherwise. There is not in this case, so the FireSat orbit should be circular. Thus, the
preliminary FireSat low-Earth orbit constellation has a = 700 km, i = 55 deg, e = 0,
and the number of satellites selected to meet minimum coyerage requirements.

7.5 Selecting Transfer, Parking, and Space-Referenced Orbits

Selecting transfer, parking, and space-referenced orbits proceeds much the same as
for Earth-referenced'orbits, although their characteristics will be different. Table 7-7
summarizes the main requirements. We still look first at specialized orbits and then at
general orbit characteristics. Table 7-8 shows the most common specialized orbits.
The orbits described in this section may be either the end goal of the whole mission or
simply one portion, but the criteria for selection will be the same in either case.

TABLE 7-7. Principal Requirements that Normally Affect Design of Transfer, Parking, and.
Space-Beferenced Orbits.

Requirement Where Discussed

Accessibility (A V required)

Orbit decay rate and long-term stability

Ground station communications, especially for maneuvers

Radiation environment

Thermal environment (Sun angle and eclipse constraints)

Accessibility by Shuttle or transfer vehicles

Secs. 6.3, 7.3

Sec.6.2.3

Secs. 5.3,7.2

Sec.8 .1

Secs. 5.1, 10.3

Sec. 18.2

7.5.1 Selecting a Transfer Orbit

A transfer orbit must get the spacecraft where it wants to be. For transfer orbits
early in the mission, the launch vehicle or a separate upper stage was traditionally
tasked With doing the work as described in Chap. 18. Because of the continuing drive
to reduce cost, integral propulsion upper stages have become substantially more
common (see Chap. 17).

rE3
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of Alaska not good

requirement

requirement
varyrng range
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TABLE 7-8. Specialized Orbits Used for Transfer, Parking, or Space-Referenced Opera-
t ions.

Orbit Characterislic Application Section

Lunar or
Planetary Flyby

Aeroassist
Trajectory

Sun-synchronous

Lagrange Point
Orbit

Same relative velocity
approaching and leaving
flyby body

Use atmosphere for plane
change or braking

Orbit rotates so as to
maintain approximately
constant orientation with
respect to Sun

Maintains fixed position
relative to Earth/Moon
system or Earth/Sun system

Used to provide energy change
or plane change

Used for major energy savings for
plane change, altitude reduction
or reentry

Solar observations: missions
concerned about Sun
interference or uniform lighting

lnterplanetary monitoring;
potential space manufacturing

7.3

6.2.2

[Wertz,
2001 l

Two distinct changes can occur during transfer orbit: a change in the total energy
of the satellite, and a change in direction without changing the total energy. As
discussed in Sec. 6.1, the total energy of a Keplerian orbit depends only on the semi-
major axis. Consequently, only transfer orbits which change the mean altitude, such as
transfer from LEO to GEO, require adding energy to the satellite. Clearly, if we wish
to go to an orbit with a higher energy level then we must find some process to provide
the additional energy, such as rocket propulsion or a lunar or planetary flyby. If we
must remove energy from the orbit, we can frequently use atmospheric drag.

.A change in satellite direction without changing energy normally involves a plane
change (inclination or node), although we may also change the eccentricity without
changing the mean altitude. (Any small thrust perpendicular to the velocity cannot
change the orbit energy, or therefore, the mean altitude.) To change the satellite orbit
plane or eccentricity without changing the total energy, several options are available.

If we choose to change directions by using propulsion, then propellant require-
ments will typically be large; the AV required to change directions is directly
proportional to the spacecraft velocity, which is about 7 km/s in low-Earth orbit.
Fortunately, other techniques for changing the orbit plane require less energy. For
example, suppose we want to shift the node of an orbit to create a constellation with
nodes equally spaced around the Earth's equator or to replace a dead satellite. If the
constellation is at an altitude other than that of the replacement satellite, we can use
the node regression provided by normal orbit perturbations. The rate at which the node
of an orbit precesses varies substantially with altitude, as described in Sec. 6.2.
Specifically, if we have a final constellation at a high altitude, we can inject and leave
the replacement satellite at low altitude so that the node rotates differentially with
respect to the high-altitude constellation. When the satellite reaches the desired node,
an orbit transfer is made with no plane change, thus using much less energy. In this
case we are trading orbit transfer time for energy.

A second way to reduce the AV for large plane changes is to couple them with
altitude changes. The net required AV will be the vector sum of the two perpendicular
components changing the altitude and direction--substantially less than if the two
burns were done separately. I

i That is why most of the plane change
I' apogee rather than perigee.

il Ifthe required plane change is large,
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TABLE 7-9. Alternative Transfer Orbit Methods. (See Chap. 17 for discussions of hardware
alternatives.)

final orbit, as illustrated in Fig 7-9C. In this case the total efficiency will approximate
that of a two-burn Hohmann transfer, because all of the energy is being provided near
perigee or apogee, as it is for the Hohmann transfer. With a low-thrust chemical
transfer, we can deploy and check out a satellite in low-Earth orbit where we can still
recover it before transferring it to a high-energy orbit where we cannot. Low-thrust
transfer provides substantially lower acceleration and, therefore, a more benign
environment. Also, we are more likely to be able to recover a satellite if the propulsion
system fails. The principal disadvantage of low-thrust chemical transfer is that it is a
very nontraditional approach. Wertz, Mullikin, and Brodsky [1988] and Wertz [2001]
describe low-thrust chemical transfer further.

Another type of low-thrust transfer uses electric propulsion, with extremely low
acceleration levels-at levels of 0.001 g or less [Cornelisse, Schciyer, and Wakker,
19791. Transfer therefore will take several months, even when the motors are thrusting
continuously. Consequently, as Fig. 7-9D shows, electric propulsion transfer requires

7.5 Selecting Transfer, Parkit

spiralling out, with increased total AV(t
because of electric propulsion's high t
the total on-orbit mass and, therefore,
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Method
Typical
Accel.

Orbit
Type L V Advantages Disadvantages

Low Thrusl
Chemical

High Energy

Minimum
Energy,
High Thrust
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Electric
Propulsion

1 o g

1 t o 5 g

0.02 to
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0.0001 to
0.001 g

Elliptical &
hyperbolic

Hohmann
transfer

Hohmann
transfer
segments

Spiral
transfer

Table 6-5

Eq. (6-32)

Same as
Hohmann

Eq. (6-37)

. Bapid transfer

. Traditional

. High efficiency

. Rapid transfer

. Low radiation
exposure

. High etficiency

. Low engine weight

. Low orbit deployment
& check-out

. Better failure
recovery

. Can use spacecraft
subsystems

. Failure recovery
possible

. Can use very high /"0
englneS = major
weight reduction

. Low orbit deployment
and check-out

. Can have reusable
transfer vehicle

. Failure recovery
possible

. Uses more energy
than necessary +
Hohmann
disadvantages

. Rough environment

. Thermal problems

. Can't use S/C
subsystems

. Failure
unrecoverable

. Moderate radiation
exposure

. }-4 day transfer to
GEO

. 2 t o 6 m o n t h
transfer to GEO

. High radiation
exposure

. Needs autonomous
transfer for cost
efficiency
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Chap. 17 for discussions of hardware
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degrade the solar array and reduce mission life.
Flybys or gravity-assist trajectories can save much energy in orbit hansfers.

Because they must employ a swing-by of some celestial object, however, missions
near Earth do not ordinarily use them. Gravity-assist missions can use the Earth, but
the satellite must first recede to a relatively high altitude and then come back near the
Earth.* For a more extended discussion of gravity-assist missions, see Raufman,

circular parking orbit at the proper inclination and need to determine how to get to the
operational orbit of 700 km. For now, we assume some type of orbit transfer. when
the spacecraft weight becomes better known and a range of launch vehicles selected,
another fade will be done to determine whether it is more economical for the launch
vehicle to put FireSat directly into its operational orbit.

The FireSat orbit transfer AV from Table 7-3 is a modest 309 m/s. It is not worth
the added cost, solar array weight, or complexity for electric propulsion transfer. There
is no reason for a high-energy transfer. we are left to select between a Hohmann
transfer and a low-thrust chemical transfer. The Hohmann transfer is the traditiohal
approach.

Low-thrust chemical transfer provides a more benign transfer environrrent and the
potential for low-orbit deployment and checkout so that satellite recovery would be a
possibility. The propulsion system would be lighter weight and require less control
authoriry. We may be able to do the orbit transfer using just the mission orbit control
modes and hardware which could completely eliminate a whole set of components and
conftol logic.

For FireSat we will make a preliminary selection of low-thrust chemical transfer.
This is non-traditional, but probably substantially lower cost and lower risk. Later in
the mission design, the launch vehicle may eliminate this transfer orbit entirely.

7.5.2 Parking and Space-Referenced Orbits

ln parking or space-referenced orbits, the position of the spacecraft relative to the
Earth is unimportant except for blockage of communications or fields of view. Here
the goal is simply to be in space to observe celestial objects, sample the environment,
or use the vacuum or low-gravity of space. These orbits are used, for example, for
space manufacturing facilities, celestial observatories such as Space Telescope and
Chandra X-Ray observatory, or for testing various space applications and proi"ss"s.
Because we are not concerned with our orientation relative to the Earth, we select such
orbits to use minimum energy while maintaining the orbit altitude, and possibly, to
gain an unobstructed view of space. For example, Sun-synchronous orbits may be

L87
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[1988] and Wertz [2001]
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appropriate for maintaining a constant Sun angle with respect to a satellite instrument.
Another example is the parking or storage orbit: a low-Earth orbit high enough to re-
duce atmospheric drag, but low enough to be easy to reach. We may store satellites
(referred to as on-orbit spares) in these orbits for later transfer to other altitudes.

An interesting class of orbits which have been used for environmental monitoring
and proposed for space manufacturing are libration point orbits or Lagrange orbits,
named after the l8th century mathematician and astronomer, Joseph Lagrange. The
Lagrange points for two celestial bodies in mutual revolution, such as the Earth and
Moon or Earth and Sun, are five points such that an object placed at one of them will
remain there indefinitely. We can place satellites in "orbit" around the Lagrange points
with relatively small amounts of energy required to maintain these orbits. for more
details, see Wertz [2001].)

7.6 Constellation Design

In designing a constellation, we apply all of the criteria for designing a single-
satellite orbit. Thus, we need to consider whether each satellite is launchable,
survivable, and properly in view of ground stations or relay satellites. We also need to
consider the number of satellites, their relative positions, and how these positions
change with time, both in the course of an orbit and over the lifetime of the
constellation

Specifying a constellation by defining all of the orbit elements for each satellite is
complex, inconvenient, and overwhelming in its range of options. A reasonable way
to begin is by looking at constellations with all satellites in circular orbits at a common
altitude and inclination, as discussed in Sec. 7.4. This means that the period, angular
velocity, and node rotation rate will be the same for all of the satellites. This leads to
a series of trades on altitudb, inclination, and constellation pattern involving prin-
cipally the number of satellites, coverage, launch cost, and the envirenment (primarily
drag and radiation). We then examine the potential of elliptical orbits and the addition
of an equatorial ring. The principal parameters that will need to be defined are listed
in TableT-10. After exploring the consequences of some of the choices, we will
summarize the orbit design process in Sec. 1.6.2. A more detailed discussion is given
in Wertz [2001].

No absolute rules exist. A constellation of satellites in randomly spaced low-Earth
orbits is a serious possibility for a survivable communications system. The Soviet
Union has used a constellation of satellites in highly eccentric Molniya orbits for
decades. Various other missions may find satellite clusters useful. One of the most
interesting characteristics of the low-Earth orbit communications constellations is that
the constellation builders have invested billions of dollars and arrived at distinctly
different solutions. For example, a higher altitude means fewer satellites, but a much
more severe radiation environment (as discussed in Sec. 8.1), such that the cost of each
satellite will be higher and the life potentially shorter. Similarly, elliptical orbits allow
an additional degree of freedom which allows the constellation to be optimized for
multiple factors, but requires a more complex satellite operating over a range of
altitudes and velocities and passing through heavy radiation regimes. (See, for
example, Draim Ii985].) Because the constellation's size and structure strongly affect
a system's cost and performance, we must carefully assess altemate designs and doc-
ument the reasons for final choices. It is this list of reasons that allows the constellation
design process to continue.
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expensive than a six-satellite one, but this assumption may be wrong. The larger con-
stellation may be at a lower altitude or inclination and, therefore, cost less to launch or
have a less harsh radiation environment. Alternatively, we may be able to have a'
smaller constellation with elliptical orbits, for which increased spacecraft complexity
could offset the lower cost due to the number of satellites.

A principal characteristic of any satellite constellation is the number of orbit planes
in which the satellites reside. Symmetry in constellation structure requires an equal
number of satellites in each orbit plane. This means that an eight-satellite constellation
may have either one, two, four, or eight separate orbit planes. But because moving
satellites between planes uses much more propellant than moving them within a plane,
it is highly advantageous to place more satellites in a smaller number of planes.
Moving satellites within an orbit plane requires only a slight change in the satellite
altitude. This changes the period so we can slowly rephase the satellite within the con-
stellation, and then return it to the proper altitude to maintain its position relative to the
rest. Thus, we can rephase many times using relatively little propellant. If a satellite
fails or a new satellite is added to a given orbit plane, we can rephase the remaining
satellites so that they are uniformly spaced. The consequence of this is to provide a
significant premium to constellations which contain more satellites in a smaller
number of orbit planes.

The number of orbit planes relates strongly to a coverage issue often overlooked in
constellation design: the need to provide the constellationboth petformance plateaus
and graceful degradation. Ideally one would like to achieve some performance level
with the very first satellite launched and to raise that level of performance with each
succeeding satellite. Generally, however, performance tends to come in plateaus as we
put one more satellite into each orbit plane of the final constellation. If a constellation
has seven orbit planes, we will achieve some performance with the first satellite, but
the next major performance plateau may not come until one satellite is in each of the
seven planes. We would expect this constellation to have plateaus at one, seven, four-
teen, twenty-one, (and so on) satellites. Again, constellations with a small number of
orbit planes have a distinct advantage over many-plane ones. A single-plane constel-
lation produces performance plateaus with each added satellite, whereas one with two
planes would have plateaus at one, two, four, six, eight, (and so on) satellites. Thus,
more complex constellations will require more satellites for each perfonnance plateau.

Frequent performance plateaus have several advantages. First, because individual
satellites are extremely expensive, we may want to build and launch one or two
satellites to verify both the concept and the constellation's ultimate usefulness. If a
constellation is highly useful with just one or two satellites, it offers a major advantage
to the system developer.

Another advantage is that coverage requirements are rarely absolute. More cover-
age is better than less, but we may not know at the time the constellation is designed
how useful added coverage will be. For example, we may design the FireSat system
for 30-min revisits, then later revise the response strategy so 45-min revisits can
provide nearly equal performance. Communications constellations are normally
thought of as having a very rigid requirement of continuous global coverage. Even
here, however, they may want more coverage or greater redundancy over regions of
high population density.

A constellation ofone or two planes can be more responsive to changing user needs
than a system with multiple planes can. Because we often design constellations many
years before many launch, we may not be able to correctly balance performance vs.
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Fig.7-10. The "Street of Coverage" is a Swath Centered on the Ground Track for which
there is Continuous Coverage.

Fig. 7-1 1 . Coverage in Adiacent Planes. ll the planes are moving in the same direction, the
overlap pattern can be designed to provide maximum spacing between adjacenl
pranes.

If the satellites are moving in opposite directions, then the bulge and dip cannot be
made to line up continuously and, therefore,

Dmo:ro=2 Ar,r"", (movingoppositedirections) (1 -17)

This leads to a polar constellation often called Streets of Coverage, illustrated in
Fig.7-12, in which M planes of N satellites are u5ed to provide continuous global
coverage. At any given time, satellites over half the world are going northward and sat-
ellites over the other half are going southward. Within both regions, the orbit planes
are separated by Dnr*s. Between the two halves there is a seam in which the satellites
are going in opposite directions. Here the spacing between the planes must be reduced
to D^ g in order to maintain continuous coverage.

This pattern clearly shows another critical characteristic of constellations-coyer-
age does not vary continuously and smoothly with altitude. There are discrete
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Fig.7-12. 'Streets of Coverage" Constellation pattern. View.seen the north pole.
Northward portions of each orbit are drawn as solid lines and portions are

on the Ground Track lor
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jumps in coverage which depend primarily on )\.n'which, in turn, depends on the
niniTuq elevation angle, E^;n, and the altirude (see Eqs. 5-35 and 5-36). If we keep
E^;n{ued and lowelthe constellation altitude, then we will reach an altinde plateai
at which we will need to add another orbit plane, and N more satellites, to cover the
Earth. The kidium communications constellation was originally intended tohwe7i
satellites in a streets of coverage pattern. (The element iridium has an atomic number
of 77.)By slightly increasing the altitude and decreasing the minimum elevation angle,
the number of orbit planes was reduced by one, and the number of satellites required
for contiluous coverage was reduced to only 66. (unfortunately, dysprosium is not a
compelling constellation name.) :

As the altirude changes, the fundamental constellation design changes and; conse-
quently, the number of satellites and coverage characteristics change in steps. As a
result, we cannot provide a meaningful chart of, for example, number of satellites vs.
altitude without examining different constellation designs at different altitudes. While
Iil"-ply use this sort of chart to estimate constellation size, it would not provide
iealistic data for orbit design.

Requirements otherthan coverage can also be important ir constellation design, but
most are directly related to coverage issues. For example, we may need several satel-

one comrnon point on the ground), then the two satellites can see each other and we
can establish a cross-link. Thus, forming cross-links is equivalent to the problem of
multiple coverage.

. Even apparently simple design problems can be very difficult, with solutions
depending on various mission conditions. Perhaps the simplest constellation design
problem is the question "What is the minimum number of saleilites required to provile

- - - 1  " '
,

' seam
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continuous coverage of the Earth?" In the late 1960s, Easton and Brescia [1969] of the ""t
United States Naval Research Laboratory analyzed coverage by satellites in two
mutually perpendicular orbit planes and concluded we would need at least sl-r satellites
to provide complete Earth coverage. In the 1970s, J.G. Walker [197I, 1977,1984] at
the British Royal Aircraft Establishment expanded the types of constellations
considered to include additional circular orbits at a common altitude and inclination.
He concluded that continuous coverage of the Earth would require yive satellites.
Because of his extensive work, Walker constellations are a cofilmon set of
constellations to evaluate for overall coyerage. More recently in the 1980s, John
Draim [1985, 1987a, 1987b] found and patented a constellation of four satellites in
elliptical orbits which would provide continuous Earth coverage. A minimum of four
satellites are required at any one instant to provide full coverage of the Earth.
Consequently, while the above progression looks promising, the 1990s are unlikely to
yield a three-satellite full Earth coverage constellation or the 2000s a two-satellite
constellation.

While extensively studying regular, circular orbit patterns, Walker [1984]
developed a notation for labeling orbits that is commonly used in the orbit design
community and frequently used as a starting point for constellation design. Spe-
cifically, the Walker delta pattent contains a total of t satellites with s satellites evenly
distributed in each of p orbit planes. All of the orbit planes are assumed to be at the
same inclination, i, relative to a reference plane--+ypically the Earth's equator. (For
constellation design purposes, this need not be the case. But orbit perturbations depend
on the inclination relative to the equator and, therefore, the equator is the most practi-

intervals of 360 deg/p. Within each orbit plane the s satellites are uniformly distributed
at intervals of 360 deg/s.

The only remaining issue is to specify the relative phase between the satellites in
adjacent orbit planes. To do this we define the phase dffirence, A@, in a constellation ;;
as the angle in the direction of motion from the ascending node to the nearest satellite
at a time when a satellite in the next most westerly plane is at its ascending node. In
order for all of the orbit planes to have the same relationship to each other, A@ must be
an integral multiple,fi, of 360 deg/r, where/can be any integer from 0 to p - l. So long
as this condition holds, each orbit will bear the same relationship to the next orbit in
the pattern. The pattern is fully specified by giving the inclination and the three
parameters, t, p, andf. Usually such a constellation will be written in the shorthand
notation of i: tlplf. For example, Fig. 7-13 illustrates a Walker constellation of l5l5lI
at i = 65 deg. Ta$le 7-11 gives the general rules for Walker delta pattern parameters.

While Walker constellations are important to constellation design, they are not the l,
only appropriate options and do not necessarily provide the best characteristics for a
given mission. Walker intended to provide continuous multiple coverage of all the
Earth's surface with the smallest number of satellites. This plan may or may not meet
all the goals of a particular program. For example, equally distributed coverage over
the Earth's surface may not be the most beneficial. We may wish to provide global
coverage with the best coverage at the poles, mid-latitude regions, or the equator. In
these cases, we may want constellation types other than Walker orbits.

If the regions of interest do not include the poles, then an equatorial constellation
may provide all of the coverage with a single orbit plane, which leads to flexibility,
multiple performance plateaus, and graceful degradation. Thus, for example, if all of

cal standard reference plane.) Unlike the streets of coverage, the ascending nodes of fi
TIPIF - Walker Delta Patterns
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Flg' 7'13. A15l5n Walker Constellation at 65 deg Inclination. Circles are cenlered on each
of the 15 satellites. The double circle is on a satellite at its ascending node:

TABLE 7'11. Characteristics of a Walker Delta Pattern Constellation. See Walker [19g4].
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3 satelf ites per plane (s = lp = 3).-
PU = 360lt= 36O15 = 24deg.
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with lesser interest in the equatorial regions, a two-plane polar constellation could
provide continuous or nearly continuous coverage of the pole while providing reduced
but good coverage of the equatorial regions. One might also consider a mix of polar or
high inclination satellites with some satellites at the equator to provide the added
coverage needed there.

Anc,ther class of non-Walker constellations consists of two planes at right angles to
each,other. If both planes are peqpendicular to the equator it will be a polar constella-
tion. Although it will have substantial symmetry, it is not one of the Walker delta
patterns. The two planes can also be tipped relative to the equator to achieve any
inclination from 90 to 45 deg. Again the ascending nodes are such that they are not
Walker constellations except when the inclination is 45 deg, in which case they reduce
to a Walker two-plane configuration. Figure 7-14 shows examples of several non-
Walker constellations.

A.2-plane Polar B. 3 Mutually Perpendicular Planes

C. 2 Perpendicular Non-polar Planes D. S-plane Polar "Street6 of Coverage"

Flg.7-14. Examples of Typlcal Non-Walker Constellations. All orbits are assumed to be
circular.
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A. final example of non-walker constellations is the Molniya orbits used for
Russian communication satellites. Sections 6.2 and 7.4 describe them in more detail.
As mentioned above, these constellations can fully cover high northern latitudes while
requiring much less energy than circular high-altitude orbiti.

7.6.2 Summary of Constellation Design

U:rfortunately, we cannot use analytic formulas to design a constellation. with
n'rmerical simulation, we can evaluate some of the Figdes of Merit defined in
Sec' 7 '2" (That section discusses how to lay out the simulition for unbiased results.)
Generally the results of such a simulation are best expressed as Figures of Merit vs.
latitude for the various performance plateaus. Thus, a typical a"Zirron plot might
include mean response, percent coverage, and maximum gup ur u function of latitude
for the various constellations being considered. Ofien, we irtrst also evaluate coverage
data for different instruments on board a spacecraft. Each instrument has its own
coverage area and, therefore, a different swath width will apply for each principal
observation type. Thus, the coverage associated with one'in#ument may differ
dramatically from that associated with another instrument or operating mode. Alterna-
tive operating modes or instruments will likely lead us to prlfer diJtinctty different
constellation designs. 

{e may then choose either.different;telites or a compromise
between the alternative instruments or modes.

TableT-12 summarizes the constellation design process. weru [2001] provides a
much more extended discussion of constell
the factors involved. Mora et al. [1997] prr
of constellation design methods. As with s
assuming ciicular orbits at a common
requirements, I recommend beginning with
plane equatorial, or streets of coveragJpolar orbits. We should also consider elliptical

ng nodes are such that they are
is 45 deg, in which case they rec

shows examples of several non-

Mutually Perpendicular planes

Polar "Streets of Coverage',

s. All orbits are assumed to be

orbits, either as a full constellation or to fill in missins
evaluate each constellation design for three criteria:

. Baseline Coverage vs. I-atitude

. Growth and Degradation

As described in sec. 7.6.1, this is a key issue in practical constellation design.
It will be different for each constellation type. In evaluating growth and deg-
radation we should assume that rephasing within the orbit pl-ane can be done it
very modest propellant cost, and that changing orbit planes is not feasible.

coverage. Generally, we



Step Where Discussed
1. Establish mission requirements, particularly

. Latitude-dependent coverage

. Goals for growth and degradation plateaus

. Requirements for different modes or sensors

. Limits on system cost or number of satellites

C h a p . 5
Sec.7 .2

2. Do all single satellite trades except coverage Sec.7 .4
3. Do kades between swath width (or maximum Earth central

angle), coverage, and number of satellites.
. Evaluate candidate constellations for:

- Coverage Figures of Merit vs. latitude
- Coverage excess
- Growth and degradation
- Altitude plateaus
- End-of-life options

. Consider the following orbit types
- Walker Delta pattern
- Streets of coverage polar constellation with seam
- Equatorial
- Equatorial supplement
- Elliotical

Sec .7 .6 .1

4. Evaluate ground track plots for potential coverage holes or
methods to reduce number of satellites,

Sec. 7.1

5. Adjust inclination and in-plane phasing to maximize the
intersatellte distances.at plane crossings for collision
avoidance.

lWertz, 20011

6. Review the rules of constellation design in Table 7-13. Table 7-13
7. Document reasons for choices and iterate.

. Existence of Altitude Plateaus

198 Orbit and Constellation Design

TABLE 7-12. Constellation Design Summary. See text for discussion. See also Tables 7-1 1 ,
7-14, and 7-15 for addit ional detai ls.

We should evaluate each constellation to see if plateaus exist in which the
number of orbit planes or other key characteristics make a discrete step; Pla-'
teaus may be different for different instruments and operating modes, but usu-'
ally are functions of the swath width for each instrument or operating mode. I

There are no absolute rules for choosing the proper constellation. Selection is based
on the relative importance of the various factors to the owners and users of the
constellation. A summary of the most common rules and the reason for them is given
in Table 7-13. As with all aspects of mission design, we must document our selection,
our reasons, and the coverage characteristics. It is critical to keep in mind possible
alternatives and to reevaluate orbits with advances in mission definition and
requirements.

Finally, one of the most important characteristics of any constellation is collision'
avoidance. The reason for this is not merely the loss of the satellites which collide
because we anticipate losing satellites for many reasons in any large constellation. The
fundamental problem is the debris cloud that results from any satellite collision. The
velocity imparted to the particles resulting from the collision is small relative to the
orbital velocity. Consequently, the net effect of a collision is to take two trackable,
possibly controllable satellites and transform them into thousands of untrackable

I.o Const

TABLE 7-13. Rules for Constellation Dr
guidelines are applicable to

Rule
1. To avoid differential node rotation, all s

inclination, except that an equatorial or

To avoid perigee rotation, all eccentric
inclination of 63.4 deg.

3. Collision avoidance is critical, even for
driving characteristic for constellation c

4. Symmetry is an important, but not critir
design.

5. Altitude is typically the most important (
inclination. Zero eccentricity is the mos
orbits can improve some coverage and

6. Minimum working elevation angle (whic
important as the altitude in determing c

7. Two satellites can see each other if anc
same point on the ground.

8. Principal coverage Figures of Merit for r
. Percentage of time coverage goal is n
. Number of satellites required to achie,
. Mean and maximum response times (
. Excess coverage percent
. Excess coverage vs. latitude

9. Size of stationkeeping box is determiner
perturbations selected to be overcome.

10. For long-term constellations, absolute s
significant advantages and no disadvan

r stationkeeping.

11. Orbit perturbations can be tieated in 3 r,r
. Negate the perturbing force (use only
. Control the perturbing force (best app
. Leave perturbation uncompensated (

Performance plateaus for the number of
function of the altitude.

13. Changing position within the orbit plane
is hard; implies that a smaller number of

14. Constellation build-up, graceful degradat
and end-of-life disposal are critical and s
constellation design.

15. Taking satellites out of the constellation €
long-term success and risk avoidance. Tl
. Deorbiting satellites in LEO
. Raising them above the constellation a
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text for discussion. See also Tables 7_t

if plateaus exist in which
ics make a discrete step. p.

and operating modes, but ustl,i
lnsrument or operating mode.

constellation. Selection is based
to the owners and users of the
and the reason for them is given

TABLE 7-13- Rules for constellation Design. while there are no absolute rules, these broadguidelines are applicable to most constellations.

, we must document our selection.
critical to keep in mind possible

ances in mission definition and

ics of any constellation is collision
loss of the satellites which collide
sons in any large constellation. The
Its from any satellite collision. The
he collision is small relative to the
collision is to take two trackable.

:m into thousands of untrackable

central

1. To avoid differential node rotation, att sate@
inclination, except that an equatorial orbit can be added.

2. To avoid perigee rotation, all eccentric offi
inclination of 63.4 deg.

3. Collision avoidance is critical, 
"u"n 

for@
driving characteristic for constellation design.

4. Symmetry is an important, but not.rnffi
design.

5. Altitude is typically the most i''po*"n@
inclination. Zero eccentricity is the most common, although eccentric
orbits can improve some coverage and sampling characteristics.

Secs.7.4, 7.6.1

6. Miriimum *or*'nn
important as the altitude in determing coverage.

Sec. 5.2,
Fig. s-21

7. Two satellites can see 
"".h 

oth"r@
same point on the ground.

8. Principal coverage Figures ot tr,terit tor constffiiiinE
. Percentage of time coverage goal is met
. Number of satellites required to achieve the needed coverage
. Mean and maximuh response times (for non_continuous coverage). Excess coverage percent
. Excess coverage vs. latituoe

9. size oJ sr.tionkeeping bo, i, d"terrin@
perturbations selected to be overcome, and the method of control.

10. For long-term constellation., 
"b"o@signifirant advaniages and no disadvantages compared to relative

11. Orbit perturbations can be treated in 3 wavs:
. Negate the perturbing force (use only when necessary)
. Control the perturbing force (best approach if control required)
. Leave perturbation uncompensated (best for cyclic perturbations)

12' Performance plateaus tortne numoe@
function of the altitude.

13. Changing position within the orOit ptan@
is hard; implies that a smaller number of orbit ilanes is better.

14. Constellation build-up, graceful 
@and end-oirife disposar are critical and shourd be-addressed as part ofl

15. Taking sateilites out of the constettiffi
Iong-term success and risk avoidance. This is done bv:

. Raising them above the constellation above LEO (including GEO)

-



TABLE 7-14. Key lssues in Designing a Constellation lor Collision Avoidance.

Approach or lssue Comment

1. Maximize the spacing between satelliles when
crossing other orbit planes.

May impact phasing between Planes
and, therefore, coverage.

2. Remove satellites at end-of-life. Either deorbit or raise them above the
constellation, il still functioning.

3. Determine the motion through the constellation of a
satellite that "dies in placeJ'

Constellations at low altitude have an
advantage.

4. Remove upper stages from the orbital ring or leave
them attached to the satellite.

Do not leave uncontrolled objects in
the constellation patlern.

5. Design the approach for rephasing or replacement of
satellites with collision avoidance in mind.

All intersatellite motion should assess
collision potential.

6. Capture any components which are ejected. Look for explosive bolts, lens caps,
Marmon clamps, and similar discards.

7. Avoid the potential for self-generated explosions. Vent propellant tanks tor spent space-
craft.

Orbit and Constellation Design

particles that spread out with time in the same orbits as the original satellites.
because the energy is proportional to mv2, even a small piece of a satellite carries an

enoflnous amount of kinetic energy at orbital velocities.* Because the debris cloud re-

mains in the constellation orbit, it'dramatically increases the potential for secondary
collisions which, in turn, continues to increase the amount of debris and the possibility

of making the orbit "uninhabitable." The implication for constellation design is that

we should go to great lengths to design the constellation and the spacecraft to avoid

collisions, explosions, or generation of extraneous debris. Methods for doing this are

summarized in Table 7-14.
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Chapter 8

8 .1

The Space Environment and Survivabilitv

The Space Environment
The Solar Cycle; The Gravitational Field and
Microgravity; The Upper Atmosphere; plasmas,
the Magnetic Field, and Spacecraft Chargintg;
Radiation and Associated De gradation
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The Nui:clear Weapons Environment and, Its Effect
on Space Systems; Other Hostile Environments:
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8.1 The Space Environment

Alan C. Tribble, Intellectual Insights
D.J. Gorner J.B. Blake, H.C. Koons, M. Schulz, Al.Vamplla,

R.L. Walterscheid, Th e Aero sp a,c e C orp oration
James R. Wertz, Microcosm,Inc.

^ 
The near-Earth space^and atmospheric environments strongly. influence the per-

formance and lifetime of operational space systems by affectiig t]t"i. size, weight,
gor-nn]efrf, and cost. Some environmental intiractions also limit the technical poien-
tial of these systems. They can lead to costly malfunctions or even the loss of compo-
nents or subsystems [Tribble, 1995; Hastings and Garrett, 1996; Dewitt et al., 1993].

By itself, operating under vacuum-like conditions can pose significant problems for
many spacecraft systems. when under vacuum, most organic materialJ wilr outgas
-the generation of spurious molecules which may aci as contaminants to of[er
surfaces. Even before reaching orbit, particles from the atmosphere may fall onto
optical surfaces and degrade the performance of electro-optiial instru-mentation.
Because there is no practical way to clean spacecraft surfaces once the vehicle reaches
orbit, maintaining effective contamination control during design and development is a
significant issue for mosr spacecraft [Tribble et al., 1996].

once orbit is obtained, the spacecraft is subjected to a very tenuous atmosphere
[Tascione, 1994]. At lower orbits a spacecraft will be bombarded by the atmosohere
at orbital velocities on the order of -8 km/s. Interactions between thi satellite *a tn"
neutral atmosphere can erode satellite surfaces, affect the thermal and electrical
properties of the surface, and possibly degrade spacecraft structures.

203
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At shuttle altitudes, -300 km, abott lvo of the atmosphere is ionized. This fraction
increases to essentially l00%o ionization in the geosynchronous environment. The
presence of these charged particles, called the plasma environment, can cause differ-
ential charging of satellite components on the surface and interior of the vehicle. If
severe, this charging can exceed breakdown electric fields and the resulting electro-
static discharges may be large enough to disrupt electronic components. More energet-
ic space radiation, such as electrons with energies from about 200 keV to 1.5 MeV,
can become embedded in dielectric components and produce electrostatic discharges
in cable insulation and circuit boards. This bulk charging may disrupt a subsystem's
signals or the operation of its devices. Even if mild, the charging may alter the electri-
cal potential of the spacecraft relative to space and affect the operation of scientific
instrumentation.

Very energetic (MeV-GeV) charged particles can be found in the trapped radiation
belts, solar flare protons, and galactic cosmic rays. The total dose effects of this high-
energy radiation can degrade microelectronic devices, solar arrays, and sensors. A
single energetic particle can also catse single-event phenomena within micro-
electronic devices which can temporarily disrupt or permanently damage components.

Lastly, orbiting spacecraft are periodically subjected to hypervelocity impacts by
1 pm or larger sized pieces of dust and debris. If the impacting particles originate in
nature they are termed micrometeoroids. If the particles are man-made they are termed
orbital debris. A single collision with a large micrometeoroid or piece of orbital debris
can terminate a mission. The probability of this occurring will increase significantly
with the introduction of large constellations of satellites.

The subject of space environment effects is, by itself, an area of active research.
The more critical of the various effects are discussed below.

8.1.1 The Solar Cycle

This subject is of particular interest because of the fact that the solar activity is seen
to vary with an 1l-year cycle as shown in Fig. 8-1 INOAA, 1991]. The plot shows the
Ftr0.7 index, which is the mean daily flux atl0.7 cm wavelength in units of IA22
Wm2. Hz. The peaks in the F10.7 index are called solar maxima, while the valleys
are called solar minima. Note that the variations are substantial on a day-to-day basis
and that one solar maximum may have levels that vary dramatically from other solar
maxima. Consequently, predicting the level at any given futuie time is highly ff
uncertain. On the other hand, the average over an extended period of time is well
known. As will be seen, many space environment effects are strongly dependent on
the solar cycle.

8.1.2 The Gravitational Field and Microgravity*

Microgravity, also called weightlessness, free fall, or ziro-g, is the nearly complete
absence of any of the effects of gravity. In the microgravity environment of a satellite,
objects don't fall, particles don't settle out of solution, bubbles don't rise, and convec-
tion currents don't occur. Yet in low-Earth orbit, where all of these phenomena occur,
the gravitational force is about 907o of its value at the Earth's surface. Indeed, it is the
gravitational field that holds the satellite in its orbit.

* Conftibuted by James R. Wertz, Microcosm, Inc.
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TABLES-1. Equations for Microgravity Level. cd is the orbital angular velocity. &)Leo =
. 0tla3)'tt2 - 0.00106 radls.x, y, and z are the distances from the spacecraft center

of mass.

TABLE 8-2. Microgravity Levels. Each entry gives the conditions under which a microgravity
level of 1 pg will be achieved, assuming a gravity-gradient stabilized spacecraft at
700 km. c.m. = center of mass.

8.1 The Spa
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in space and heated materials do not c
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8.1.3 The Upper Atmosphere*

The upper atmosphere affects spac
heat, and through the chemically corrc
atomic oxygen. The effects of aerod
launch and reentry. Aerodynamic drag

Drag depends on the ballistic coeff
position and temperature), velocity rel
can either estimate the ballistic coeffi
craft, or bound the problem using typic

TABLE 8-3. Typical Ballistic Coefficien
sectional area and drag coe
size, and orientation of the se

satellite
Mass
(ks) Shape

Max.
XA
(m2)

M
t
(n

Oscar-1 c box 0.075

lntercos.-1 6 ccu cylind. 2.7 3.

Viking 277 octag. 2.25

Explorer-11 37 octag. 0 .18 0.

Explorer-1 7 188 .2 spnere 0.621

Sp. Teles. 1 1,000 cylind.' 112 I

oso-7 634 9-sided 1 .05

oso-8 | ,063 cylind.* 5.99 1

Pegasus-3 | 0,500 cylind.' 264 1

Landsat-1 891 cylind.' 10 .4 I

ERS-1 2,160 box' 45.1

LDEF.l O AOF 1z-tace 39 I

HEAO-2 3,150 nexag. 13.9

Vanguard-2 9.39 sphere 0 2

SlryLab 76,1 36 cylind.- 462

Echo-1 75.3 sphere 731

Extrema

'With solar arrays

* Contributed by R. L. Walterscheid, 7he

i::,.i,, , i '.

t):tr.'11i

i.:i

Source
x direction
(velocity)

y direction
(orbit normal)

z direction
(nadir)

Aerodynamic Drag ' t i  =0.5(CoAlm)p""z Y = 0 2=o

Gravity Gradient i = -xa2 j) = -ya2 2 =2zaz

Centrifugal (due to spacecraft
rotation in inertial frame) X = xot2 i =o 2 = z a 2

Sinusoidal Vibration along
Xaxis of frequency f
and amplitude A

ii = A(2nf)2

Coriolis Force from material
moving in the spacecraft frame *  =22a Y = O 2 = -2*a

Source x direction y direction z direction
Aerodynamic Drag Altitude of 360 km at solar

max, 260 km at solar min
lor m/CsA = 65 kg/mz

Gravity Gradient 7.3 m from c.m. 7.3 m from c.m. 3.6 m from c.m.
Centrifugal 7.3 m from c.m. 7.3 m from c.m.
Sinusoidal Vibration A = 2 x 1 0 - e m a t 1 0 H z

Coriolis Force z = 4.6 mm/s i = -4.6 mmis

i i  i
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in an inertially-oriented spacecra
in Table 8-l is the coiolis

whenever objects move (e.g., fluid
frame, such as a gravity-

the orbital angular velocity. @LEo =
distances from the spacecraft

conditions under which a microgravity
stabilized spacecraft at

to compute the conditions under
scale over which specific micro-

be substantiallf lowered by
the vicinity of the Earth or orher

manufacturing processes that
les in a solution do not settle

uniform, universal mixing and nvith solar arrays

on Earth because separation
reaction or hardening of the

forces can take over that would

8.13 The Upper Atmosphere

TABLE 8-3. Typical Ballistic Coefficients for Low-Earth Orbit Satellites. Values for cross-
sectional area and drag coefiicients are estimated from the approximate shape,
size, and orientation of th6 satellite and solar arrays. [XA = cross-sectional] :

The Space Enyironment

* Contributed by R. L. Walterscheid, The Aerospace Corporation.

7.3 m from c.m.

7.3 m from c.m.

i = -4.6 mm/s

Satellite
Mass
(ks) Shape

MaL
XA
(m1

Min.
XA

(m'?)

Max.
XA

Drag
Coef.

Min.
XA

Drag
Coef.

Mar.
Balllstic

Coef.
(kdm2)

Min.
Balllstic

Coef.
(kdm2)

Type
of

Mission
Oscar-1 5 box 0.075 0.0584 4 2 42.8 16.7 Comm.
Intercos.-1 6 550 cylind. 2.7 3 .16 2.67 2.1 82.9 76.3 Scientific
Viking 277 octag. 2.25 0.833 4 2.6 128 30.8 Scientitic
Explorer-1 1 37 ocrag. 0.18 o.07 2.83 2.6 203 72.6 Astronomy
Explorer-l 7 188.2 sphere 0.621 0.621 1 152 152 SCientific
Sp. Teles. 1 1,000 rylind.' 1'12 14.3 e e e 4 192 29.5 Astronomy
oso,7 634 9-sided 't.05 0.5 3.67 2.9 437 165 Solar Physics
oso-8 1,063 cylind.t 5.99 1.8. | 3.76 4 , 47.2 Solar Physics
Pegasus-3 10,500 cylind.' 264 14.5 e ? 4 1 8 1 12.1 Scientific
Landsat-l 891 cylind.' 10.4 1 .81 3.4 4 '123 25.2 Flem. Sens.
ERS.l 2,160 box' 45.1 4 4 4 135 12.0 Rem. Sens.
LDEF-1 O AOE 121ace 39 14.3 2.67 4 169 93.1 Environment
HEAO.2 3,150 hexag. 13.9 4.52 2.83 4 174 80.1 Astronomy
Vanguard-2 9.39 sphere 0.2 0.2 2 2 23.5 23.5 Scientific
SkyLab 76,136 cylind.' 462 46.4 4 410 + t  . l Scientific
Echo-1 75.3 spnere 731 731 2 0 .515 0.515 Comm.
Extrema 437 0.515
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ii more slowlv. Note that the time for satell
cycles than in years. All 9 satellites reer
the range of ballistic coefficients shown,
of a solar cycle (5 years) to 17 solar cyc.
would come down would be remarkablv

strong drag occurs in dense atmospheres, and satellites with perigees below
-120 km have such short lifetimes that their orbits have no practical importance.
Above -600 km, on the other hand, drag is so weak that orbits usually last more than
the satellites' operational lifetimes. At this altitude, perturbations in orbital period are
so slight that we can easily account for them without accurate knowledge of the atmo-
spheric density. At intermediate altitudes, roughly two variable energy sources cause
large variations in atmospheric density and generate orbital perturbations. These vari-
ations can be predicted with two empirical models: the Mass Spectrometer Incoherent
Scatter MSIS) and the Jacchia models [Hedin, 1986; Jacchia,lg77l.

Altitudes between 120 and 600 km are within the Earth's thermosphere, the region
above 90 km where the absorption of extreme ultraviolet radiation from the Sun results
in a very rapid increase in temperature with altitude. At -200-250 km, this tem-
perature approaches a limiting value, called the exospheric temperature, the average
values of which range between -600 and 1,200 K over a typical solar cycle. The ther-
mosphere may also be strongly heated from geomagnetic activity, which transfers
energy from the magnetosphere and ionosphere. Heating of the thermosphere
increases atmospheric density because the thermosphere's expansion causes increased
pressure at fixed altitudes.

Heating due to extreme ultraviolet radiation and its solarcycle variation has the
greatest effect on satellite lifetimes. Geomagnetic disturbances are generally too brief
to significantly affect lifetimes. Extreme ultraviolet radiation from the Sun is com-
pletely absorbed before it reaches the ground and is not measured routinely by
satellite-borne instruments; consequently, its effects are unpredictable. Solar activity
is monitored using such proxy indices as sunspot number and the F10,7 index which
was previously discussed.

Figures 8-l to 8-4 provide a means of estimating satellite lifetimes based on the
information available to the mission designer. Figure 8-2 provides the atmospheric
density as a function of altitude corresponding to various values of the F10.7 index.
Densities were obtained from the MSIS atmospheric model [Hedin, 1986]. Below
about 150 km, the density is not strongly affected by solar activity. However, at
satellite altitudes in the range of 500 to 800 km, the density variations between solar
maximum and solar minimum are approximately 2 orders of magnitude

The large variations in density imply that satellites will decay more rapidly during
periods of solar maxima and much more slowly during solar minima. This is clearly
demonstrated in Fig. 8-3 which shows the altitude as a function of date for a set of 9
hypothetical satellites launched over a 6-year period. We assume that all of the satel-
Iites were launched in a perfectly circular orbit at 700 km altitude-3 in 1956 at the
beginning of a solar maximum, 3 in 1959 toward the end of the solar maximum, and
3 in 1962 near the time of solar minimum. In each group one satellite had a ballistic
coefficient of 20kg/mz, one was at65kglmz,and one aizookgl^2. The histories of'
the 9 satellites are shown in the graph.
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Fig.8-2. Density vs. Altitude for Various F10.7 Values. Note that the curves have the same
shape as the altitude maintenance curves in Fig. 7-g.
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w!er9 cr is the number density of atomic oxygen (see Fig. g-5), and vis the satellite
velocity. (See tables on inside rear cover.) ln addition, chemical reactions involvine
atomic. oxy_gen may produce radiatively active, excited constifuents which, in turn:
emit significant amounts of background radiation, create effects such as ..Shuttle
glow," and interfere with optical sensors.
. Atomic oxygen forms when solar ultraviolet radiation dissociates molecular

oxygen. Above ll0 km, atmospheric constituents diffuse, and each constituent's
density varies with altitude according to its scale heighi. The scale height of a

i constituent is the height change over which the density drops to l/e of its value. In
; diffrrsive equilibrium, the scale height is inversely proportional to its molecular
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107 1012 1017 1022
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Fig. 8-5. Altitude Profiles of Number Density of Atomic Oxygen at Solar Minimum (Solid
Line) and Solar Maxlmum (Dashed Line).

Figure 8-5 shows altitude profiles of atomic oxygen number density over the
equator for F10.7 values of 50 and 250. These values represent the extremes for solar
minimum and maximum, respectively. The profiles are based on predictions from the
MSIS model [Hedin, 1986] for 3 p.m. local time at northern hemisphere equinox and
for geomagnetically quiet conditions [Walterscheid, 1989]. Up to 150 km, the solar-
cycle variation is small, but it increases steadily with increasing altitude. By 300 km,
the number density of atomic oxygen at solar maximum becomes an order of magni-
tude greater than at solar minimum.

The large solar-cycle variation in atomic oxygen means spacecraft materials can be
selected based on phasing the mission to the solar cycle. Since there are large differ-
ences between solar cycles, material choices made on the basis of average solar max-
imum conditions may be inappropriate because of the possibility of more extreme
solar maximum conditions.

8.1.4 Plasmas, The Magnetic Field, and Spacecraft Charging*

The Earth's magnetic field is roughly dipolar; that is,

B(R,L) = (1+ sir4L)rtz BolR3 (8-2)

where B is the local magnetic field intensity, l, is the magnetic latitude, R is the radial
distance measured in Earth radii (Rfl, and 86 is the magnetic field at the equator at the
Earth's surface lBo = B(R = Rp, L = 0) = 0.30 gaussl.

As shown in Fig. 8-6, the interaction between the solar wind and the Earth's
magnetic field causes magnetic field on the night side of the Earth to stretch into a very
elongated structure known as the magnetotail (see Tsyganenko t19871 for a more
complete model of the Earth's magnetic freld). A thin plasma sheet bifurcates the
magnetotail, which extends over 1,000 Earth radii parallel to the flow velocity of the
solar wind.

* Contributed by H. C. Koons,The Aerospace Corporation.
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density of about 2.3 cm-3 and a temperature of 25 keV [Mullen et al., l98i]. We must
design spacecraft which either keep the differential charging caused by this plasma
well below breakdown potentials, or can tolerate the resulting electrostatic discharges.

Design guidelines are available to help reduce differential potentials on vehicle
surfaces [Purvis et al., 1984; Vampola et al., 1985]. For example, we can select candi-
date materials and conductive coatings, apply numerical or analytical models using
their quantifiable characteristics, and determine their differential potentials in space.
If we cannot prevent discharges by selecting altemative materials, we might consider
alternatives such as special filtering, cabling, or grounding. We can employ coupling
models for electromagnetic interference simulation, and test the vehicle for electro-
static discharges in its flight configuration.

It is important to note that while differential charging as discussed in the preceding
paragraphs is not seen in lower equatorial orbits, the spacecraft potential may be as
much as 9OVo of the solar array voltage more negative than that of the surrounding
plasma depending on the configuration of the spacecraft electrical power supply. This
may be a concern on scientific missions, where nonbiased measurements of the plasma
environment are desired, and may also give rise to arcing or other undesirable effects
if high voltage power supplies are used [Tribble, 1995].

8.1.5 Radiation and Associated Degradation

Trapped Radiation*

The Van AIIen radiation belts are a permanent hazard to orbiting spacecraft. They
consist of electrons and ions (mostly protons) having energies greater than 30 keV and
are distributed nonuniformly within the magnetosphere. As illustrated in Fig. 8-7, the
energetic eleqtrons preferentially populate a pair of toroidal regions centered on the
magnetic shells I - 1.3 (inner zone) and I - 5 (outer zone).

Fig. 8-7. Electron Belts of the lnner and Outer Zones. The numbers on the contours
represent the log,o of the integral omnidirectional flux in units of particles cm-2 s-l. The
horizontal axis is the magnetic equator marked in units of Earth radii. Only electrons
with energies above 0.5 MeV are included. [Adapted from Vette et al., 1966, by Schulz
and Lanzerotti, 19741.

' Contributed by M. Schulz and A. L. Vampola, The Aerospace Corporation.
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Fig.8-9. Radiation Dose Rates as a Function of Altitude for Low-Altitude Polar Orbits.
Dose rates are shown for several shielding depths.

field more than 10-15 years into the future, our calculations will be invalid for low-
altitude orbits [Konradi and Hardy, 1987]. The present and future configurations of the
inner-zone proton belt probably will not differ much, provided both are described in
terms of -L and ,1,.

we can determine the appropriate amount of shielding for future spacecraft by
computing the dose rate for the desired orbit as a function of shield thickness. To do
so, we must apply a radiation transport computation to the time-averaged space
environment. Figure 8-9 shows how various shielding depths affect radiation doses in
low-altitude polar orbits. Figure 8-10 shows results for geosynchronous satellites. A
radisthat amount of radiation which deposits 100 ergs (= 6.25 x 107 MeV) per gram
of target material (100 mils of aluminum is equivalent to 0.686 g/cm2). The total
radiation dose consists of three components: proton dose, electron dose, and
bremsstrahlung X-ray dose produced by the interaction of electrons with the shielding
material. In low-Earth orbits, energetic protons in the inner radiation belt contribute
most to the total radiation dose. Radiation dose strongly depends on altitude; belciw
1,000 km the dose increases at approximately the 5th power of the altitude. At
synchronous altitude the greater than 5 Mev proton dose is negligible and the
bremsstrahlung dose dominates the electron dose for shield thicknesses greater than
I cm.

Figure 8-10 illustrates that protons trapped near a geosynchronous orbit do not have
enough energy to penetrate 10 mils of aluminum. Nevertheless, many trapped protons
and heavier ions in this region of space have energies around 10-200 kev. these
lower-energy ions can harm space systems differently than penetrating radiation. By
depositing their energy in the spacecraft skin, the lower-energy ions cin cause a tem-
perature rise sufficient to significantly enhance the infrared background. Heat loads of
up to 0.5 wm2 are possible. These same low-energy ions can digrade the effective-
ness ofpaints and protective glass by breaking chemical bonds in their surface layers.
We cannot shield against these effects.
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Tlme (hours) 1 Day 2 Days 'l Week

Fig. 8-11. Typical Time Evolution of a Solar Particle Event Observed on Earth.

TABLE 8-4. Years of Sunspot Maxima and Minima for Solar Cycles 21-25.

TABLE 8-5. Parameters of the Log-Normal Probability Distributions for Solar Proton
Events. [King, 1974].

Figure 8-12 shows the probability of the protoh fluence (energy >10 MeV) exceed-
ing a given value over time intervals of l-1 years (typical of the durations of many
satellite missions). Solar array outputs typically degrade by a few percent following
exposure to fluences above -109 cm-2 at energies over -l MeV, but actual degradation
rates depend on cell type, cover glass thickness, and cell age.

Galactic Cosmic Rays*

Galactic cosmic rays, ot GCR, are particles which reach the vicinity of the Ear-th
from outside the solar system. The number and type of nuclei in these particles are
proportional to those in solar system material. Figure 8-13 shows the energy spectrum
for several elements. The sum of the curves in the lower energy portion of the figure
suggests that cosmic rays undergo solar-cycle modulation.

* Contributed by J. B Blake, TIrc Aerospace Corporation
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undergoes nuclear interactions within an elecffonic part. Thus, lower-Z (and mgre
abundant) ions deposit as much energy in a device as less abundant, higher-Z ions.
When the galactic cosmic ray leaves electron-hole pairs in a depletion region of an
electronic device, the electric fieki in that region sweeps up the pairs. Ffuure 8-14 i
shows this process schematically.
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Fig.8-14. Schematic Showing How Galactic Cosmic Rays Deposit Energy in an Elec-
tronic Device.

Single-event phenomena include three different effects in electronic components.
The first is the so-called bitflip, or single-event upset (SEU), which neither damages
the part nor interferes with its subsequent operation. The second is single-event latch-
up (SEL). In this case, the part hangs up, draws excessive current, and will no longer
operate until the power to the device is turned off and then back on. The excessive
current drawn in the latched condition can destroy the device if the power supply
cannot handle the current. When latchup demands too much current for the power
supply, it may drag down the bus voltage, or even damage supply. The third effect is
single-event burnout (SEB). This causes the device to fail permanently.

To evaluate the frequency of single-event phenomena for a given part, we must
know three things: the external environment; how the incident energy spectrum and
particle intensity change as a particle passes through the spacecraft to the sensitive
device; and how the electronic device responds to ionizing radiation. We find these
phenomena difficult to evaluate because of the complex interactions between the radi-
ation environment and the device's circuit elements. On-orbit failure rates can be
predicted primarily for single-event upsets in memory devices, with well defined
sensitive volumes, in which the galactic cosmic rays produce electron-hole pairs. A
useful equation developed by Petersen [1995] expresses the upset rate R as follows:

R = 200 oL/Lzozs (8-4)

where R is the number of upsets or errors per bit day , o y is the limiting cross section
(sensitive area) of the device in cm2, and Lg.25 is the linear energy transfer (LET) at
25Vo of the limiting cross section in units of MeV/mg/cm2. If experimental cross
section data is not available, but device modeling data is, then geometric data can be
used in conjunction with the predicted critical charge, and now

R=2x10-10 abczlq2
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where R is the number oferrors per bit day, a and b are device surface dirnensions in

Galactic cosmic rays can also generate background noise in various satellite

account when designing a satellite system. It should also be noted that, while this sec-
tion addresses effects ofgalactic cosmic rays, similar effects are caused by high energy
protons and must be considered for orbits in the range of 1,000-10,000 kcn altitgde.

8.2 Hardness and Surviyability Requirements

PauI Nordinr.The Boeing Company
Malcotm K. Kong, TRW Syslems & Informaiion Techno"logy C*"p

Survivability is the ability of a space system to perform its intended function after
being exposed to a stressing natural environment or one created by an enemy or hostile
agent. Hardness is an attribute defining the environmental stresi level which a space
system can survive. As an example, a satellite or spacecraft which can withstand an
X-ray fluence of 1.0 caucm2 or absorption of 107 rads (Si) of totar dose (a rad of
absorbed dose is approximately 100 ergs/g) has a hardness of that amount. (Fluence is
the time integral of fli;u*. Flux is the flow of energy per unit time and per unit cross-
sectional area.)

In the aerospace industry we now consider both natural and hostile environments
in the definition of hardness and survivability. Well-developed technologies, evolved
over the last 35 years, make it possible to design satellites to withstand natural and

its services in times of high stress, such as a nuclear war. To do this, we must under-
stand what may cause the system to malfunction and then design it to protect against
failures. Survivability requirements include identifying the environrnents and their
intensities and, in most cases, designing the space system so it will continue to perform
its intended function for a specified time after exposure.

4

i;

(8-5)
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Commercial or scientific satellites usually do not need to be survivable to military
threats, but planners must be aware that an unhardened satellite may prematurely stop
opprating after even very distant nuclear explosions. A slight hardening of satellites
can make them much more survivhble. (See Sec. 8.2.3.) The Starfish high-altitude
nuclear test of July 9,1962, illustrates the vulnerability of unhardened satellites. That
test, a 1.4 megaton device at 400 km altitude above Johnston Island in the Pacific
Ocean, caused the failure of several satellites when electrons became trapped in the
Earth's geomagnetic field. As a result of those failures, the U.S. Joint Chiefs of Staff
established hardening guidelines for all military satellites, including operational and
experimental ones. Ritter [1979] discusses these guidelines.

Studies were conducted by the Defense Threat Reduction Agency (formerly the
Defense Special Weapons Agency) [Webb, et al., 1995] on the possible effects of a
small Third World nuclear burst (for example, 50 kT at 120 km altitude over the East
Asian Peninsula) on known commercial (unhardened) satellites. Satellites considered
included Hubble Space Telescope, Iridium, ORBCOMM, Globalstar, NOAA, and
Nimbus. These satellites showed lifetime reductions of 67Vo to as large as 99Vo.

It is important to consider survivability from the outset of mission design. For
example, if the satellite can function within a range of orbit altitudes, the highest of
these is both the hardest to attack and the most expensive to reach. We should consider
the system's survival in each of its life-cycle phases, including concept definition,
engineering design and development, and operations in orbit. Note, however, that
historically we have not hardened launch systems because of cost and weight, as well
as undefined need. The main military threats against space systems are nuclear
weapons, including directed energy designs such as X-ray lasers; grounG and space-
based laser weapons; high-velocity-pellet (fragmentation) weapons; high-powerq
radio frequency (microwave) weapons; homing kinetic energy weapons; and beam
weapons using neutral atomic particles. We may use several approaches to make a
system survivable, with hardening of the satellite as a key element. Section 8.2.4
describes these possible approaches and discusses their approximate cost and relative
effectiveness.

8.2.1 The Nuclear Weapons Environment and Its Effect on Space Systems

Nuclear weapons pose the most severe threat to spacecraft or space systems. The
yield, or explosive power, and accuracy of delivery are such that if a nuclear weapon
directly attacks a spacecraft, ground station, or any other node of a space system, the
node will be destroyed. Nuclear weapon yields can range from a few tons to many
megatons of TNT equivalent (onekiloton of TNT is defined to be 1012 calories). Future
nuclear exchanges could use yields of a few hundred kilotons to a few megatons,
depending on the purpose of the specific attack and the weapon's delivery accuracy.
Accurate delivery of low yields will achieve the desired kill probability, whereas less
accuiate delivery requires higher yields.

Approximately 80Vo of the energy from a nuclear weapon detonated in space
appears in the form of X-rays. Other important effects include small amounts of
gamma rays and neutrons, as well as small fractions in residual radioactivity and
kinetic energy of bomb debris. For additional technical detail on nuclear weapons
effects, see Glasstone and Dolan ll977l.

X-Radiation. The X-radiation occurs because just after detonation, nuclear bomb
material is at 10-100 million K. As a first approximation,. the hot bomb material will
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The explosion energy rapidly disperses residual radiation. In the absence of an
atmosphere and geomagnetic fields, the radioactive fission products would expand
geometrically and decrease in intensity by the inverse squlre of the distance from the
burst. However, the geomagnetic field causes the mostly ionized, radioactive weapon
debris to spiral along geomagnetic field lines, in a manner similar to the charged-
particle motion described in Sec. 8.1. Thus expansion of the radioactive debris will
depend on the magnetic field at the nuclear event and on the magnetic field's config-
uration between the nuclear event and the satellite being considered. As a first
approximation, we can assume a geometric expansion. A more conservative approach,
however, would be to assume that the nuclear event and the satellite are on the same
geomagnetic field lines. The largest possible amount of radioactive debris would then
funnel from the nuclear event to the satellite.

An upper bound estimate of the delayed gamma flux due to radioactive debris, in
gammas or photons per square centimeter per second, from a single nuclear burst, is
given by

T =9xl0t5Y /  +nn2(t+t) t 'z photons /  cm2 |  s (8-12)

where Y is yield in megatons (one-third of total yield assumed to be fission), R is
distance from the burst point in kilometers, and / is time after burst in seconds [Gold-
flam, 19901. This estimate applies to cases where the debris strikes and plates outer
surfaces of a satellite, as well as cases where the debris is far away. Similarly, an esti-
mate of delayed beta debris can be made by applying a one-third factor to the equation.

Both delayed gammas and betas will manifest themselves as noise spikes in electro-
optical and visible sensor elements used on satellite systems (such as infrared
surveillance sensors, opticaVvisible sensors, Earth sensors, and star trackers). The
delayed gammas are a significant threat to satellites, since they can be reduced only by
very thick shielding with high Z materials.

Electromagnetic Pulse (EI\{P). EMP is a secondary effect of nuclear weapon
detonations. X-rays and gamma rays impinging upon the upper,atmosphere create an
electron flux which radiates in the RF region of the spectrum. EMP's spectral energy
is mostly in the I MHz to 100 MHz range. As the RF energy arrives at a satellite, it
will induce currents and voltages that may damage or kill the satellite if we do not
design to protect it. Nominal electric field strengths, which satellites would experi-
ence, can vary from 3 to 100 V/m, depending on satellite altitude and burst location,
relative geometry, and other parameters.

System-Generated EMP, SGEMP, is a phenomenon caused when X-rays and
gamma rays hit a satellite or other system element, thereby creating an intemal flux of
electrons whose electromagnetic interactions create large currents and voltages. These
large internal currents and voltages can damage sensitive components inside the satel-
Iite. Section 8.2.3 discusses how we can mitigate these effects.

Geomagnetically Trapped Radiation. Following a nuclear burst at high altitude,
electrons caused by the weapon join the naturally occurring Van Allen radiation belts
(Sec. 8.1). The electron flux may increase by many orders of magnitude, thus increas-
ing the absorbed dose in unshielded materials as the satellite repeatedly traverses the
Van Allen belts. To protect solid-state (silicon) electronic circuits, we normally
enclose them in aluminum, with wall thickness ranging from 0.0254 cm (0.01 inch) t-o
a centimeter or more. Aluminum shiel4ing with a thickness of 0.1 cm and a density of
2.71 glcm3 corresponds to 0.27 g/cm2. Figure 8-9 of sec. 8.r gives the natural dose
rate in silicon, in rads per year, for polar orbits as a function of orbital altitude and for
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several values of aluminum shielding, The dose scales linearly with time so the curves
can be used for longer or shorter durations. A polar orbit satellite will accumulate less
dose than an equatorial one because the trapped radiation is essentially nonexistent at
and near the geomagnetic poles of the Earth; this dose difference can be as large as a
factor of 5.

Arutude (km)

A. Natural total dosein one year, 30 deg inclination circular orbits, for three values of
aluminum shieldlng (0.254 cm, 0.508 cm, and 0.762 cm).

I,000

Clrcular Orbil Altitud6 (km)

B. Nuclear-enhanced electron dose in 30 days, 30 deg inclination circular orbits, for one
value of aluminum shielding (0.254 cm).

Fig.8-15. Nucleardnhanced Electron Environment, 30 Days Duration. Figure assumes
30 deg inclination circular orbit and 0.1 inch aluminum shielding.

Figure 8-15B gives the dose resulting from a 30-day exposure to a nuclear weapon-
enhanced electron flux for one value of aluminum shielding and as a function of
orbital altitude. The dose for shorter periods can be estimated by linear scaling;
however, longer periods cannot be estimated by linear scaling since the saturated
environment decays rapidly. As with the natural trapped electrons, the nuclear
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weapon-enhanced electron flux is practically nonexistent near the north and south
poles. For satellites with higher inclination orbits, i.e., greater than 60 to 70 deg, the
accumulated dose is greatly reduced, compared to satellites with inclinations of zero
to 60 or 70 deg.

An example will show how these calculations work i.n practice. Consider a satellite
which must operate for 1 year in the natural environment and then operate (survive)
for 1 day following a high altitude nuclear explosion which creates an electron-
enhanced Van Allen belt. We assume a circular orbit, 30 deg inclination and an
altitude of 6,000 km. For a wall thickness of 0.254 cm (corresponding to a shielding
value of 0.69 glcm\, Fig.8-15A gives a dose of about 130 krads in 1 year. Figure
8-15B gives a dose of 21 Mrads for 30 days and 700 krads for I day. Adding the two,
we get 830 krads. The electronics must be able to function properly after accumulating
a total dose of this amount. Solid-state electronics can be hardened to tolerate from i
few krads to about I Mrad so our satellite, if hardened to 830 krads or more, would
satisfy the survivability requirement of 1 year natural plus 1 day weapon enhanced.

Nuclear Weapon Effects on Materials. The X-radiation pulse lasts tens of nano-
seconds, and its energy is absorbed almost instantaneously in solid material through
the photoelectric effect and Compton scattering. In the photoelectric effect, bound
electrons of the material are ejected from their atomic orbits and take on a kinetic
i:nergy equal to the difference between the energy of the incident photon and the
atom's ionization energy. The incident photon disappears in the photoelectric effect,
with its absorption per atom proportional to the 5th power of Z, the atomic number of
the absorbing material, and inversely proportional to the 7l3 power of the incident
photon's energy [Heitler, 1954]. Therefore, high-Z materials shield against X-rays
more effectively, and the absorption cross section decreases dramatically for incident-
photon energy from I to 20 keV (1 keV = 1.6 x 10-16 D.

Compton scattering is an elastic scattering event in which an electron receives
some ofthe energy ofthe incidentphoton, and the incidentphoton changes direction.
As a result, the photon's energy decreases and its wavelength increases [Heitler,
19541. The cross section per atom for Compton scattering is proportionaltoZ and, for
the range ofphoton energies we are interested in, is inversely proportional to the inci-
dent photon's energy. Therefore, for Compton scattering, increasing Z only slightly
increases the absorption coefficient, whereas the cross section decreases moderately
as the photon energy increases.

The energetic, free electrons described above can cause electronic circuits to
malfunction, and their energy ultimately appears as heat in the material. In fact, the
material heats rapidly enough to create shock waves which develop tensile stresses
that may cause spall at its unconstrained boundaries. If the deposited energy is high
enough (usually not the case at typical satellite fluence levels), the material may
vaporize or melt, creating direct damage in addition to the shock waves. For space-
craft, where flux or fluence levels are low, malfunction of electronic circuits is the
most likely occurrence.

Gamma rays resulting from nuclear explosions range from a few hundred kev to
several Mev. In preliminary designs, we can assume that gamma rays have a mean
energy of approximately 1 Mev and interact with matter primarily through compton
scattering. Because gamma radiation is very penetrating, we cannot effectively shield ;
against it. Thus, when we wish to protect against the less penetrating, but more highly
ionizing, X-radiation, we need only provide enough shielding to reduce the prornpt
dose to levels approximately equal to that of gamma radiation. Figure 8-18 of
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Sec. 8.2.3 gives the prompt dose induced by a unit fluence of X-radiation as a function
of additional shielding (the abscissa of the figure can be converted to linear dimensions
by dividing by the density of the shielding material). For higher or lower fluences,
linear scaling is appropriate.

Neutrons interact with material by colliding with atomic nuclei. The collisions
impart energy to the atoms of the material and displace the atoms from their normal
posidons in the lattice. Changing the lattice structure can seriously hamr solid-state
electronic'devices because they depend on the characteristics of the lattice for their
function. At fluences greater than about rol2 nJcm2, neuhons catr cause solid-state
devices to stop worfcing, thus "electronically killing" a satellite.

Effects on Communications. A nuclear weapon detonated in space near the Earth
interacts strongly with the armosphere and theEarth's magnetic freld. The electromag-
netic energy radiated from the detonation creates large-scale ionization in ttre Uorn-l
material and in the atmosphere. Radioactive debris contributes beta parncla
(positrons and electrons) from radioactive decay. The ionized bomb debris and beta
gartigles move along the lines of force of the geomagnetic field, as described in
Sec.8.l. Ag the magnetic field Iines enter the atmosphere, the energetic particles
interact with it, creating more ions and electrons. Thi free elecfioni thuJ created
absorb ald reradiate RF energy and refract the elecfiomagnetic waves of the radio
communications links between ground and satellite, creating phase and amplitude
changes. These in turn reduce the signal strength in radio receluers, thus intemrpting
communications.

. B.^.9 on the theory of electromagnetic propagation, the attenuation, a, in dB per
km, is given by

a = 4.4 x LUN"v/ ((2 nfP + r2) dB/km (8-13)D.
in

'established.

any given radiation frequency between 60 and 80 km: ln this region the attenuation
varies with the inverse square of the radiation frequency. Thus, wi should choose the
highest communication frequency we can to mi;imi;e attenuation due to nuclear
weapons environments. For a more complete treatment of nuclear effects on commu-
nications, see Mohanty [1991].

f{Sh data rate requirements for military satellites with surveillance sensor payloads
and future commercial communications satellites have resulted in the use oi opticaV
laser links in modern systems. While having many advantages over RF links, such as
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weight and power, optical link components are also affected by nuclear environments.
Table 8-6 contains general guidelines for the effects ofnuclearradiation on optical link
components.

TABLE 8-6. Radiation Effects on Optical Link Components.

Optlcal Fibers
' Damage worse and annealing slower for lower temperatures. Losses generally lower for increasing

wavelength (to 1.5 pm)
' Polymer clad silica cores have lowesl losses but losses increase below - 20 'C. Max dose usaoe of

-107-108 rads

Transmitters
'At higher temperatures, threshold current and peak wavelength increase while output power decreases for

laser diodes
' LEDs have better temperature/temporal stability, longer lifetimes, greater reliability and lower cost
Detectors
' APDS are predicted to be more sensitive than PIN diodes to total dose, neutrons and dose rare
. AIGaAVGaAs photodiodes shown to be more radiation resistant than hard plN pholodiodes

8.2.2 Other Hostile Environments

Laser weapons. High-power lasers are being developed as potential ground-based
or space-based antisatellite weapons. The flux in power per cross-sectional area from
these weapons is given by

8.2 Hardness and Sr

where P is the average output power, .i
of the laser beam (dimensionless), 2
jitter of the beam (in rad), and R is the r
a diffraction-limited weapon; laser we
of 1.5 to 3.0. Both pulsed and continr
(8-la) is for a continuous-wave laser, I
from a pulsed laser. The peak flux for

For engagement ranges of several
meters in diameter and will, in genere
radiation. To damage or kill a satellit(
long enough to achieve a damaging c
level and sensitivity, this dwell time c

Fragmentation or Pellet Weap
antisatellite weapon using fragmentar
Earth orbit [U.S. Congress, OTA,
locations, achieved an orbit with nearl
Iite. Hence we call it a co-orbital antisr
the weapon close to the target satelli
fragments which move rapidly towar
rmpact.

High-Power Microwave Weaponr
intense enough to damage or interfere
quencies ofoperations range from I tc
frequencies for command, communic
satellites. A satellite's antenna tuned t
amplify the received radiation. Thus, ir
or other devices in the front end of a n

Neutral-Particle-Beam Weapons
energy nuclear physics research sinc
developed. Weapons using this tech
particles cannot penetrate the atmosph
ative hydrogen or deuterium ions, the
emerge from the accelerator. (The part
deflected by the Earth's magnetic field

8.2.3 Spacecraft Hardening

Hardening of a space system's elen
take to make it more survivdble. Presr
upset or damage from nuclear-weapon
ing in military satellites which must sr
weapons are developed and deployed, .
Power Microwave and Neutral-Particlr

Figure 8-16 gives approximate uppr
harden a satellite to nuclear weapons e
against nuclear weapons is well develo
levels, the hardening weight increases
gives rough upper and lower bounds on
found in Webb and Kweder t19981.

F =
pD2

nnzyt.zzAg)2 +(to)21 (8-14)

Device Type Total Dose Neutron Prompt Dose Rate

Natural Van Allen belts,
man-made events

Man-made events
primarily

Man-Made Events with
short{erm irradiation times.

Optical
Fibers

> 100 krad, polymer clad
si l ica, 20'C, 0.85 Fm:
0.02-0.5 dB/m loss (l-2
orders less loss at 1.5 pm).

> 1014 n/cm2 for
0.02-0.5 dB/m loss.

Losses increase 1-2 orders,
depending on dose, dose
rate, wavelength and
temperature. Nearly complete
annealing in < 24 hrs.

Transmitters 1-10 Mrad (up to 3.0 dB
light loss) for LEDs and
laser diodes, peak
wavelength shifts, threshold
current increases. beam
pattern distorts, power loss.

1012 _1014 nlcmz lor
LEDs (threshold)

1013-1015 nlcm2lor
laser diodes (threshold).

Light output loss and
peak wavelength shifts.

lonization induced burnout
at 10e-1010 rads/s.
Pulsed lasers lurn-on delays
are up to 100 ns.
Power loss, wavelength
shifts.

Detectors Decrease in responsivity of
10-30% at 10 Mrad.
Dark current increase of
1-2 orders at 1 G-1 00 Mrads
(for Si PIN photodiodes,
worse for APDS. better for
AlGaAs/GaAs photodiodes)

Disolacement
damage thresholds of
-1014 n/cm2 lor si  PIN
photodiodes and -1012
for APDs. Dark current
increases, responsivity
decreases.

Dark current increases
linearly up to -1010 rads/s.
False signal generation by
radiation pulse. Upset at
> 107 rads/s, Burnout at
> 10s rads/s. APDS much
more sensitive than PIN
photodiodes.

Opto-
modulators

Depends on device and
device technology.

Depends on device and
device technology.

Depends on device and
device technology. Circuit
upset and burnout possible.

NOTES:



rvivability 8.i

affected by nuclear environments,
ofnuclear radiation on optical linl

iurvivability Requirements Z2g

D is the laser objective diameter, Q is the quality
. is the wavelength of the laser, J is the angular
range from the laser to the target. 0 = 1 indicates
eapons being developed witl have a beam quality
luous-wave lasers are in development. Equation

n Prompt Dose Rate from a pulsed laser. The peak flux for a pulsed i#ffiiffi#'hffi"""'"to 
'"''^

For engagement ranges of several hundred km, the laser spot sizes will be several
meters in diameter and will, in general, completely engulf the target satellite in laser
radiation. To damage or kill a satellite at any range, the laser bearn must hold steady
long enough to achieve a damaging or killing level. Depending on the incident flui
level and sensitivity, this dwell time could be several seconds or minutes.

Fragmentation or Pellet weapons The former soviet Union bperated an
antisatellite weapon using fragmentation pelles that could attack satelliies in low-

rmpact.
High'Power Microwave weapons. These weapons generate a beam of RF energy

intense enough to damage or interfere with a satellite's electronic systems. Their fre-
quencies of operations ralge from I to 90 GHz, thereby covering the commonly used
frequencies for command, communication, telemetry, and control of most modern
satellites. A satellite's antenna tuned to receive a frequency the weapons radiate will
amplify the received radiation. Thus, it could damage RF amplifiers, downconverters,
or other devices in the front end of a receiver.

Neutral-Particle-Beam weapons Particle accelerators have been used for high-

lIs Man-Made Events with
short:term irr€diation times.

I
oss.
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depending on dose, dose
rate, wavelength and
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P tor
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energy nuclear physics research since the early i930s, so the technology is well
developed. weapons using this technology must be based in space because the
particles cannot penetrate the atmosphere. The particles would be accelerated as neg-
ative hydrogen or deuterium ions, then neutralized by stripping an electron as they
emerge from the accelerator. (The particles must be electrically neutral to avoid being
deflected by the Earth's magnetic field).

8.2.3 Spacecraft Hardening

Hardening of a space system's elements is the single most effective action we can
take to make it more survivable. kesently, we use hardening to prevent electronics
upset or damage from nuclear-weapon effects. In the 2000s, we will see laser harden-
ing in military satellites which must survive hostile attacks. If projected antisatellire

levels, the hardening weight increases sharply, as Fig. 8-16 illustrates. Figure 8-17
gives rough upper and lower bounds on hardening costs. comparable cost data may be
found in Webb and Kweder [1998].
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Flg.8-16. Welght Requlred to Harden a Satellite as Percent of Satellite Weight.

For X-rays with photon energy below 3 keV, shielding is very effective with almost
any convenient material, such as aluminum. At higher photon energies, materials with
higher atomic numbers, Z, are morc effective than the low-Z materials. A commonly
used shielding material is tantalum because of its availability and ease of manufacfure.
A satellite's external surfaces are particularly vulnerable to crazing, cracking, delam-
ination, or micro-melting. Therefore, we must carefully select materials for these
surfaces to.protect functions such as thermal conhol, optical transmission, or reflec-
tion. In this category are covers for solar cells, optical coatings on lenses and thermal
control mirrors, thermal control paints, metal platings, and optical elements made of
quartz or glass. The data for typical satellite materials exposed in underground nuclear
tests is, in general, classifred.
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Fag.8-17. Cost to Harden a Satellite as a Percent of Total Satellite Cost. Costs
production cost plus proportional share of engineering costs.

Prompt dose results from penetrating X-radiation and, to a lesser extent, from
prompt gamma. Typically, the X-ray prompt dose is 3 to 4 orders of magnitude larger
than the dose from prompt gamma. At typical spacecraft levels, prompt dose can break
the bonds of the leads on susceptible integrated circuits and can cause electroniq
circuits to experience burnout, latchup, and temporary upset.
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In most cases, shielding of the X-radiation can leduce the internal dose to manage-
able levels. Figure 8-18 gives the prompt dqse in silicon shielded by the basic
0.040-inch aluminum enclosure plus a range of additional tantalum shielding in glctttz.
We can use this figure to estimate the extra tantalum weight required to shield against
the prompt dose. The procedure is as follows:

0.s 1 1.5 2 2.5 3 3.5
Thickness (gy'cr12)

Fig.8-18. Prompt Dose as a Function ol Additional Tantalum Shielding (Worst Case
1-:15 kev Spectrum).

. Using Fig. 8-18, scale the maximum allowable prompt dose by the fluence
appropriate to the system under consideration and determine the sudace mass
density (e/ cnP) required ;

. Multiply the surface mass density required by the total area to be shielded on
the satellite.

The total dose is the sum ofthe ionizing dose from all sources ofradiation and is
usually expressed in rads (Si). In almost all cases, the total dose is dominated by
trapped electrons in the geomagnetic field. Figure 8-19 gives the dose in silicon as a
function of thickness of shielding material in glcrfr, normalized to an incident 1 MeV
electron fluence of l0laelegtrons/cm2. The asymptotic nafure of the dose curve for
large mass densities results from the bremsstrahlung electrons produce as they stop in
the shielding material. Thus, we would shield interactively for total dose and prompt
dose. The prompt dose shielding.also attenuates the radiation from the Van Allen belts,
and the extra aluminum needed to attenuate the Van Allen belt radiation also
attenuates the prompt X-radiation. Forexample, as Fig. 8-18 shows, in aluminum box
0.102 cm thicl can reduce an external prompt dose of 3 x 108 rads (Si)' cal-t ;cm2 to
an internal dose of 4 x 105 rads (Si)' cal-t 'cm2. We can reduce the prompt dose even
further by adding more high-Z material, such as tantalum or tungsten as shown in
Fig. 8-18. This high-Z material also reduces the dose caused by trapped electrons, as
mentioned above.

Metals are relatively unaffected by total dose. However, total dose degrades certail
properties of organic materials, beginning between 0.1 and I Mrad, and makes them
unusable abovp 10 to 30 Mrad. For example, organic materials may soften, become
brittle, or lose tensile strength. NASA [1980] and Bolt and Carroll [1963] give data on
how the total dose affects organic materials. Figure 8-20 shows the "sure-safe" total
dose capabilities for commonly used satellite materials.
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Fig. 8-20. Total Dose Capabilitles of Satellite Materials.

silicon electronic devices suffer decreases in operating parameters such as gain,
gate voltage, or lifetime of the minority carrier. we can measure these operating
parameter changes as a function of dose and develop curves of radiation deratings.
Thus, during circuit design, these radiation deratings are used to ensure that the
devices will continue to operate satisfactorily at the design exposure level.

Total dose also includes the ionization from prompt and delayed weapon radiation,
as well as neutron-generated r,adiation. To the total dose from man-made sources of
hostile radiation, we must add radiation from the natural environments. The total dose
depends on the amount of shielding, orbital parameters, and satellite life. In the
absence of nuclear-weapon detonations, the total dose will normally increase linearly
with time on orbit. To harden a satellite against these effects, we would use silicon-
based electronic devices which tolerate the effects and shield them to the appropriate
level, depending on how long we want the satellite to last. In the future, we will
increase the use of electronic devices based on gallium arsenide, because gallium
arsenide appears to be unusually immune to total dose effects.
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Radiation hardened parts are required for all designs that must operate in nuclear
weapon environments, but some commercial sgnulrrnisations satellites can consider
using radiation tolerant parts (<50 krads capability) or even commercial off the shelf
(COTS) Class B type parts (10-15 krads capability), particularly if they will only
operate in low-Earth orbits (less than about 1,000 km) and have orbital design
lifetimes of 2 to 3 years maximum. Table 8-7 shows a comparison of typical unhard-
ened COTS parts and hardened parts capabilities.

TABLE 8-7. COTS and Rad Hard Parts Comparison. Rad hardening increases radiation
protection significantly, thus increasing spacecraft survivability.

. COTS characteristics may vary unpredictably from lot to lot and even within a lot

. Higher margins and more testing (screening) are required with COTS usags, which will otfset lower pieca part cosls.

. LET is Linear Energy Transter threshold.

Whether designing satellite electronics with RAD Hard or COTS parts, a Radiation
Hardness Assurance Control Plan (RHACP) is necessary to specify radiation design
requirement"s, parts derating methods, required design margins, parts testing require-
ments and the process for controlling all activities related to radiation hardness. Imple-
mentation of the RHACP will help ensure the success of the hardness design and
hardness verification process. The hardware is normally hardness qualified at al
appropriate level, either piece part, unit, subsystem or system, whichever is economi-
cally and technically correct.

Displacement fluence is any electromagnetic or particulate radiation which dis-
places atoms from their normal lattice positions. For nuclear weapons, neuhon fluence
is the primary cause of displacement. In the natural environment, electrons and protons
are the principal contributors. The displaced atoms and their vacancies will react with
the bulk material and form stable defects in the lattice structure. These defects
significantly change the equilibrium-carrier concentration and minority-carrier life-
time. In silicon solar cells, these changes degrade power output. ln other solid-state
electronic devices, they reduce gain and increase forward voltage drop and reverse
leakage currents.

We cannot harden to the neutron displacement fluence from a nuclear burst by
shielding because the uncharged neutron is very penekating and large amounts of
shielding would be needed. ln general, we harden to the neutron fluence by selecting
devices that resist degradation by neutrons.

To protect against displacement by electrons or protons, we must shield the solid-
state devices. Solar cells are shielded by a layer of fused silica, varying in thickness
with the amount of shielding required. At very high ionization dose, the cover glass
material darkens, reducing the solar aray's power output. For solid-state devices

1 O e  1 0 1 0  -

rati:rg parameters such as gain,\\ f:
e can measure these operatingt:

curves of radiation deratings.
are used to ensure that the

ign exposure level.
and delayed weapon radiation,

from man-made sources of
environments. The total dose

and satellite life. In the
will normally increase linearly
effects, we would use silicon-
shield them to the appropriate
to lasl In the future, we will

arsenide, because gallium
effects.

Characteristics COTS Rad Hard

Total Dose 1 03-1 04 rads 105-106 rads

Dose-Rate Upset 106-1 08 rads (Si)/s >10s rads (Si)/s

D ose. R atel ndu ced Latch uo 107-10e rads (Si/s >1012 rads (Si)/s

Neutrons 1011-1013 r/cm2 1014-1015 n/cmz

Single-Event Upset (SEU) 1 0-3-1 0-7 errors/bit{ay 1 F-1 0-10 errors/bit-day

S i n g I e - Ev e nt Latch u p/S i n g I e-
Event Bumout (SEUSEB)

< 20 MeV-cm2i mg (LET) 37-80 MeV-cmz/mg (LET)

Fused Glass
€

- Carbon
€

Optical Matsdds
<->

Compounds

Siticone SiliconeResin
Grease +->

H Mica
€

Adhesive
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contained inside aluminum boxes, we choose the thickness of the aluminum to stop the
electrons and ignore the protons, which penetrate much less in most commonly used
orbits.

Delayed beta radiation flux can also be shielded effectively in the same manner as
total dose, since it is composed of electrons. In contrast, delayed gamma flux cannot
be shielded easily due to its high energy content (up to about 12 MeV). As an example,
a factor of l0 reduction requires about 1.1 inches (2.8 cm) of high Z material like tung-
sten or tantalum. Mitigation of gamma debris noise spikes in sensor systems will
require heavy shielding and/or pulse suppression signal processing (such as time delay
integration), or even complementary satellite tasking. Even then, the gamma noise can
still be high enough to cause sensor outages lasting from seconds to minutes, depend-
ing on specific sensor performance characteristics and design. For example, a fairly
robust sensor with an operational capability (noise threshold plus signal to noise ratio)
of lOephotons/cmzls will be "blind" for about 34 sec, given a 1 megaton burst at
100 km away from the satellite, using Eq. (8-12).

EMP is typically in the MHz range. At satellite altitudes, EMP intensities of a few
V/m can easily cause damage and upset in unhardened satellites. To prevent this, Fara-
day shields can keep the radiation from entering the satellite cavities. We can also use
good extemal grounding, interconnect all conducting parts and surfaces, employ surge
arrestors, and eliminate sensitive components. In addition, designing for electromag-
netic compatibility, such as shielding of cables and harnesses, will reduce or eliminate
much of the potential for EMP damage. Computers are particularly sensitive to EMP,
as are the following components (in order of decreasing sensitivity): semiconductor
diodes in microwave applications, field-effect transistors, RF transistors, silicon-
controlled rectifiers, audio transistors and semiconductor diodes in power rectifier
applications.

SGEMP occurs when the incident flux of photons, both X-ray and gamma ray,
creates a flux of electrons inside the satellite. Some of the energetic electrons are not
stopped in solid material but emerge into satellite cavities, causing currents and fields
within these cavities. At representative satellite fluence levels, these electrons can gen-
erate cable injection currents of l0-100 amperes/meter ofcable length and peak cavity
electric fields of several hundred kilovolts/meter. The fields then couple electromag-
netic energy into cables and other conductive elements in the cavity, and the sharp
pulse of energy transmitted to sensitive components can make them fail.

SGEMP hardening uses the same methods as EMP hardening except for external
shielding, because SGEMP generates inside the satellite. We can also treat internal
surfaces with low-Z (atomic number) paints to reduce electron emission into cavities.
Using specially designed low-response cables will also reduce sGEMp effects.
Finally, we can protect input/output circuits and terminals with various devices-
zener diodes, low-pass filters, and bandpass filters-{o limit current or to clamp
voltage.

The natural space phenomena causing single event upsets (SEUs) and other single-
event effects (SEEs), as well as methods for predicting upset rates, were addressed in
Sec.8.1.5. Because shielding is ineffective in reducing SEEs, satellite systems must
bq designed to mitigate these effects, given that they will occur. Table 8-8 lists some
classical approaches used in modem space system design. The extent to which these
approaches are applied depends on the mission criticality, system upset specifications
(allowable rates and outage times), and orbital environment expected. However, as
indicated in the table, selection of acceptable parts is perhaps the single most important
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of all approaches for SEE mitigation, albeit not sufficient by itself. Not indicated in
Table 8-8 is the effect of orbital altitude. While geosynchronous altitude is the worst
case for SEEs (due to galactic cosmic rays), orbits that traverse the proton belt (ellip-
tical orbits and those between about 1,200 km and 8,000 km altitudp) will have SEEs
from high energy protons, in addition to galactic cosmic rays, and the proton sEUs can
be 10 times worse.

TABLE 8-8. Single-Event Effects. The effects caused by single events can be reduced by
better parts, improved shielding, and process redundancy.

Note: LET is linear energy transler threshold; SEGFVSEB is single-event gate rupture/single-event burnout.

surface charging and resultant electrostatic discharge (ESD) due to space plasmas
were addressed briefly in Sec 8.1.4, including basic design guidelines for satellite
survivability. Satellites that are highly exposed to electrons (those at high altitudes,
geosynchronous and highly elliptical orbits) must also be designed to survive bulk
charging, in which electrons embedded in bulk dielectrics (cable dielectrics and circuit
boards) and isolated conductors (such as ungrounded circuit board metallizations and
spot shields on parts) build up potentials sufficient to cause discharges. Such dis-
charges can result in anomalous upset and/or damage to electronics, much like sEUs,
discussed in the preceding paragraph.

shielding is about 0.305 cm of total equivalent aluminum (which is typically provided
for total dose protection).

Approach Comments

1. Parts Selection:
. Error rate < 10-8 errors/bit-day
. Latchup immunity to LET >37 MeV-cm2/mg
. MOSFET SEGR/SEB immunity to LET > 37
. Derate power MOSFET to 30-40% of Vpg

.<  10- l0des i red

. LET > 60-1 20 desired

. LET > 60-80 desired

. Vgg is rated drain to source voltage

2. Use parity and SECDED Single error correction, double error
detection

3. Use dual or redundant logicforcritical functions 2 correct outputs for decision making

4. Use watchdog timers and triple modular redun-
dancy (TMR) in spacecraft control processor.

2 out of 3 voting logic used; switching to
spare processor after repeated timeouts

5. Periodic refreshing of critical memories Periodic switchover to refreshed mernory
bank

6. Use of hard latches Eliminate soft error responses

7. Design digital circuits immune to analog circuit
spikes

Long response lime compared to spike
transient

8. Eliminate nonrecoverable system modes and
failures that could result from a soft error
(bit flip)

Good design practice always required to
ensure no damage and recoverable modes



Approach lmplementation

Prevention Use leaky dielectrics and bleed-off paths with < 109 ohms resistance to
ground (at least 2 ground paths for contiguous areas >64.5 cm2)

Double shielded wire harness and cables

Adequate shielding (-0.305 cm aluminum) of circuit boards and part
shields (vs. grounding of all metallizations and local part shields).

Signal Response
Conditioning

Design circuits to be unresponsive to the relatively short, low level
spurious ESD pulses which are typically less than 1OO ns.

Circuit Hardness Circuits should be designed for no damage by ESD pulses with energy
levels up to 10 microjoules.

The Space Environment and Survivability

TABLE 8-9. Bulk Charging Mltigation Approaches, Careful planning can produce adequate
solutions without large investments of time and money.

8.2.4 Strategies for Achieving Survivability

As described in sec. 8.2.3 and summarized in Table 8-10, hardening is the single
most effective survivability option. Table 8-11 presents other strategies for enhancing
survivability. We use redundant nodes, also called proliferation or multiple satellites,
to overlap satellite coverages. Thus, ifone satellite fails, others will perform at least a

TABLE 8-10. space survivabillty Hardening Design summary. Though the space environ-
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ment is harsh, survivability can be designed into spacecraft subsystems.

Threat Type Requirement Driver Mitigation Design Approach

Natural Space
Radiation
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and processing.
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processing for noise discrimination.

RF
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modulation and frequency choices.
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Prior to the end of the.cold- war, fixed ground control stations were high priority
targets of ICBM-launched nuclear weapons. Therefore, satellites neeaeo to be auton-
omous or capable of being controlled by multiple mobile ground control stations, orutthze a combination of the two.survivability feitures. In the posrCold War era, these
survivability feafures are less important. Nevertheless, the followinl principles ofsurvivabjlity are still relevant. uouite ground staiions are survivabl" b?"uor" ICBMs
cannot find targets whose Earth coordinates are unknown uoo 

"ootinoaly 
changing.

By.deploying mobile ground stations so they are separate from one another, *. itoia single nuclear weapon to kill, at most, one ground station.

TABLE 8-11. sateilite system survivabitity options. Many options exist, each idding costand design complexity.
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Onboard systems for attack reporting tell ground-control stations that a satellite is
being attacked and what the attack parameters are. Without such information, ground
operators may assume a spacecraft fault or nafural accident has occurred, rather than
an attack. Thus, controllers could act incorrectly or fail to act when necessary. More
importantly, national command authorities need timely information telling of any
attack on our space assets.

Decoys are an inexpensive way to blunt an antisatellite attack. They simulate the
satellite's optical or RF signature and deploy at the appropriate moment, thus diverting
the attack toward the decoys. Decoys must be credible (provide a believable radar or
optical simulation of the satellite) and must properly sense an attack to know the
precise moment for the most effective deployment. we can also defeat a homing anti-
satellite by including optical or RF jammers to nullify or confuse its homing system.
such jammers weigh little and, depending on how well we know the parameters of the
homing system, can be very effective.

A satellite can maneuver, or dodge, an antisatellite attack ifit has thrusters for that
purpose. Of course, almost every satellite has thrusters for attitude control and orbit

attack, determine approximate location and velocity of the attacker, and launch the
self-guided, homing missiles to kill the attacker. Of course, we would have to consider
weight, power, inertial properties, and other design factors, but a self-defense system
is a_reasonable way to help a high-value spacecraft survive. Altematively, we could
deploy an escort satellite carrying many more missiles and being much more able to
detect, track, and intercept the antisatellite attack. An escort satellite would cost more
than active defense on the primary satellite, but the latter's weight and space limita-
tions may demand it. :
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' The FireSat payload; MODIS-A Real FireSat payload

As illustrated in Fig. 1-3 in chap. l, the payload is the combination of hardware
and;9{war9 on the spacecraft that interacts withthe subjecr (the portion of the outside
lgrp.that the spacecraft is looking at or interacring with) to aciomplish the mission
objectives. Payloads are typically unique to each mission and are-the fundamental
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the specific set of space instruments (and possibly ground equipment or processing)
will be used to meet the end goals. We then summarize key characteristics of electro-
magnetic radiation, particularly those which define the performance and limitations of
space instruments. Finally, we provide additional details on the design of observation
payloads and develop a preliminary payload design for Firesat, which we compare
with the MoDIs instrument, a real Firesat payload for the Terra spacecraft in NASA
Earth Observing System.

Several authors have discussed space observation payload design in detail, such as
chen [1985], Elachi [1987], and Hovanessian [1988]. More recently cruise, er al.
[l998] provides a discussion ofa full range ofpayload design issues including oprics,
electronics, thermal, structures and mechanisms, and program management. In
addition, a number of authors provide extended discussions of specific types of obser-
vations missions, Schnapf [1985], Buiten and clevers [1993], and Kramer [1996]
provide surveys of Earth observing missions and sensors. Huffman [1992] discusses
uV sensing of the atmosphere. Meneghini and Kozu [1990] and Kidder and vonder
Haar [1995] discuss meteorology from space. Kondo [1990] and Davies [1997]
discuss astronomical observatories in space. Finally, chap. 13 provides numerous
references on space communications payloads and systems.

Spacecraft missions have been flown to serve many pu{poses, and while virtually
every mission has unique elements and fulfills some special requirement, it is none-
theless possible to classify most space missions and payloads into the following broad
categories: communications, remote sensing, navigation, weapons, in situ science, and
other. Table 9-1 provides a sample of missions that fall within these categories along
with a primary payload and spacecraft that fits that particular mission. Many other
types of space missions have been proposed or demonstrated. we include these in
Table 9-1. we will introduce each of these spacecraft mission types, then focus on
first-order system engineering analysis ofremote sensing payloads.

communications. The purpose of the majority of spacecraft is to simply transfer
information. Communications missions range from wideband full-duplex telecommu-
nications connectivity to one-way broadcast of television signals or navigation
messages. communications has traditionally been dominated by large geosynchro-
nous spacecraft, but constellations of smaller spacecraft in lower orbits are emerging
with alternative architectures for global coverage. New technologies are developing
rapidly, including research into using lasers for spacecraft communication. A detailed
discussion of communications payloads and subsystems is included in Sec. 11.2,
Chap. 13, and Morgan and Gordon [1989].

Remote Sensing. Spacecraft remote sensing represents a diverse range of missions
and applications. Any observation that a spacecraft makes without directly contacting
the object in question is considered remote sensing. Imaging the Earth's surfacd;
sounding the Earth's atmosphere, providing early warning of a ballistic missile launch;
or observing the characteristic chemical spectra of distant galaxies are all remote sens-
ing missions. Fundamentally we focus on measurements in the electromagnetic spec-
trum to determine the nature, state, or features of some physical object or phenomenon:

Depending on the particular mission, we can evaluate different aspects of elec-
tromagnetic radiation to exploit different characteristics of the target with respect to j
spatial, spectral, and intensity information content. We also evaluate this information -T
in a temporal context that supports comparisons and cause-and-effect relationships.
The types of information and sensors used to provide this information are illustraied
in Fig. 9-1.
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We make an additional distinction depending on the source of the electromap.etic
radiation being sensed. If the instrument measures direct or reflected solar radiation in
the environment, then we call it a passive sensor. Actiye sensors, on the other hand,
emit radiation that generates a reflected return which the instrument measures. The
principal active remote sensing instruments are radar and lidar.

Although our focus is on remote sensing of Earttr, many scientific missions observe
electromagnetic phenomena elsewhere in the universe. The physical principles of
remote sensing and the categories of sensors are the same, regardless of whether the
payload is looking at deep space or the planet it is circling.

Navigation. GPS, GLONASS, and other international navigation systems have
demonstrated a wealth of applications for military, civilian, academic, and recreational

weapons. while remote sensing, communication, and navigation applications are
quite mature and dominate the use of space, space-based weapons remain conceptual,
occupying a small niche in the realm of space rnission design. In particular, concepts

243

TABLE 9-1. Types of Spacecraft Missions and payloads.
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Other
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Space power

Resource utilization
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Physical plant and'raw materials

Solar collector, converter, and
transmitter
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Orbital hotel
Remains container

Space Shuttle

SPS
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Various
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As shown in Table 9-2, the proc
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at. As discussed in detail in Sec. 9.2, al
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results if we define the subject as the II
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the resulting material be? For mobile

Spectral
Information

Intensity
Information

Fig. 9'1. Electromagnetic Information Content and Sensor Types. Sensor types inside the
triangle can observe the features shown outside the triangle. For example, each pixel
collected by an imaging radiometer reflects both spatial and intensity information.
Active instruments (such as radar) are printed in bold italic text. (Modified from Elachi
[1e87] . )

for weapons in space became a topic of intense study and debate as part of the Strategic
Defense Initiative and space-based strategic missile defense. Development of certain
operational space weapons has been prohibited under the Anti-Ballistic Missile Treaty
of 1972. Although some experts view widespread weaponization of space as
inevitable, it has not become a stated objective of u.S. national policy [DeBlois, 1997].
Of course, space has been used to support military objectives since the dawn of artifi-
cial spacecraft [Hall, 1995; McDougall, 1985], but the vast majority of military space
applications fall into the categories of remote sensing and communications.

In Situ Science. Sample collection and evaluation serves an important role in
planetary and space science. Perhaps the most elaborate instance of sample collection
took place in the Apollo missions when approximately 300 kg of samples from the
Moon were returned to Earth for analysis. Other examples of sample collection and
analysis include planetary landers (such as Viking and Mars Sojourner) and collection
of solar wind particles.

Other. Exploitation of physical resources in space---cither from the Moon or
asteroids-has sparked innovative and imaginative concepts for augmenting Earth's
limited resources or enabling human exploration of the solar system. In the nearer
term, however, space-based materials processing and manufacturing are more likely
to mature and exploit the characteristics of the microgravity environment (Sec. 8.1.6).
Glaser et al. [1993] has done extensive studies of satellite solar power, i.e., generating
solar power in space for use on Earth. Many authors have created designs for lunar
colonies and space tourism facilities, but all require a dramatic reduction in launch
cost. (See, for example, the csrS Alliance's commercial Space Transportation study
t lee4l.)

/ Scatteromet,
Spectrometers Spectro-Radiometers Radiometers
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Once the mission requirements are understood, we must determine the level of

l. select Payload objectives. These objectives will, ofcourse, be strongly related
to the mission objectives defined in Chap. I and will also depend on the overall mis-
sion concept, requirements, and constraints from chaps. 2,3, and,4. However, unlike
the mission objectives which are a broad statement of what the mission must do to be

""{

Polarimeters

Radiometers



Process Step Product
FlreSat (Remote

Sensing) Example
Space Manufacturing

Example
Where

Discussed
1. Use mission

objectives, concept,
requirements, and
constraints to select
payload objectives

Pavload
performance
objectives

ldentify smoldering and
llamrng lrres

Manutacture ultra-Dure
silicon wafers

Chaps. l ,  2

2. Conduct subject
trudes

Subject definition
and 06rformance
thresholds

Distinguish smoldering
fires that are 3 K warmer
than the backoround
from flaming fires that
are 10 K warmer than
the background

Less than 1 ppb
impurities over 50 cm
square wafers

Sec. 9.2

3" Develop the
payload operations
concept

End-to-end
concept for all
mrssron pnases
and.operating
mooes

Delermine how end
users will receive and
act on lire detection data

Detine user method to
specity product needs,
recover and use
materials

Secs.
2 . 1 , 9 . 4 ,
Chap. 14

Required payload
capability

12-bit ouantization of
radiometric intensitv in
the +-5 pm wavelehgth

Throughput of 5,000
waferyday on orbit

Sec.9.4.3

5. ldentify candidate
payloads

Initial list of
potential payloads

Specifications for
Sensors #1 and #2

SDecifications for
Factories #1 and #2

Sec.9.6

6. Estimate candidate
payload capabilities
and characteistics
[mission output,
peiormance, size,
mass, and powerl

Assessment of
each candidate
payload

Sensor #1 meets the
sensitivity requirement
but r€quires a data rate
of 10 Mbos.
Sensor #2 can onlv
identify flaming fires that
are 10 K warmer than
the background but
requires a data rate of
only 1.5 Mbps

Sec. 9.5.3

7. Evaluate candidate
payloadsand select
a baseline

Preliminary
payload definition

Spacecratt and ground
architecture based on
1.5 MbDs data rate.
Adiust mission
r6quirement to identify
flaming fires onty
(not smoldering)

Select #1 with 1.000
wafers/day margin to be
sold to reduce cost

Secs.
9.5.4,  9.6.1

Revised payload
penormance
requirements
constrained bvcost
or architectu16
limitations

Firesal soacecratt with
acceOtable mission
performance and cost

Payload repackaging to
accommodate launch as
an Ariane secondarv
payload on ASAP riirg

Sec. 9.5.6,
Chap.20

9. ldentify and
negotiate
payload-derived
requirements

Derived
requirements for
relat€d subsystems

Data handlino
subsystem re'quirement
to accommodale
payload data rate
of  1.5 Mbps

ACS system to provide
140 continuous min of
iitter less than r 1 nm

Sec. 9.5.4

lO. Document and
iterate

Baseline payload
design

Baseline Firesat
payload

Baseline WaferSat
payload
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TABLE 9-2' Process for Defining Space Payloads. See text for discussion. See Chap. 'l3 for
a discussion of communications payloads.

9.19.r Payload Desir
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7. Evaluate Candidates and Seleci
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elements of performance are worth hov
related to the mission baseline and can
of the mission and what it will be able
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mission utility as a function of cost. T
Typically it will not be a simple cost vr
it is a complex trade that requires subs
whatever organization is funding the ar
relax or prioritize some of the mission I
objectives. For FireSat we may decid,
region will be addressed. For Waferf
wafers, or the throughput.
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definition of the impact of the selected
system (i.e., the spacecraft bus, the grc
will have power, pointing, geolocation,
very little about pointing and geolocatir
cleanliness levels and jitter control. Tt
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control.
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Less than 1 PPb
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square wafers
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recover ano use
materials

Payload repackaging to
accommodate launcn as
an Ariane secondary
payload on ASAP ring

ACS system to Provide
140 continuous mln or
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Sizing

See text for discussion. See Chap. 13 for

iterative trades as we begin to
cost vs. Performance. :

Ultimately, the data or

9.7 Payload Design and Sizing Process

manufacturer recover the WaferSat materials and define what is to be done on the next

6. Estimate Candidate Payload Characteristics. Here we need to determine the
performance characteristics, the cost, and the impact on the spacecraft bus and ground
system so that we can understand the cost vs. performancL for each of theliable
candidate systems. Payloads will differ in their performance and cost, but also in
weight,power, pointing, data rate, thermal, structural support, orbit, commanding, and
processing requirements. We must know ail of these impacts to conduct meaningful
trades.

7. Evaluate Candidates and Select a Baseline. Here we examine the alternatives
and make a preliminary selection of the payload combination that will best meet our
cost and performance objectives. In selecting a baseline, we must decide which
elements of performance are worth how much money. The payload baseline is strongly
related to the mission baseline and can not be defined in isolation of the rest of the putti
of the mission and what it will be able do for the end user.

objectives. For Firesat we may decide that only one rype of fire or one geographic
region will be addressed. For wafersat we may reduce the purity, the, size of the
wafers, or the throughput.

an appropriate form or format. H
:on th" satellite data? How will'
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Fig. 9-2. Performance vs. Cost. The tangent point is the highest performance per unit cost.
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9.2 Mission Requirements and Subject Trades

Defining requirements and constraints for space missions occurs as described in
Chaps. I and2. The overall mission requirements dictate the technical performance of
the payload, while the mission concepts and constraints determine the operational
implemertation for the mission. Frequently the technical specification and operations
concept for payloads are interrelated. For example, increasing temporal resolution
(revisit) may reduce the requirement for spatial resolution in an optical sensor system.
We must ensure that the mission requirements capture the fundamental needs of the
users without constraining the designer's ability to satisfy these requirements ttrough
alternate technical means.

For FireSat we begiu with the overall mission requirement to detect, identify, and
locate forest fires, then consider the level of detail needed to satisfy the mission. Often
it is useful to articulate the questions that need to be answered or the decisions that
need to be made based on sensor data. Possible questions for the FireSat mission plan-
ners include:

. Can a new fire be detected within 2 hours? Twenty minutes?

. What is the geographic extent of the fire?

. Can smoldering fires be distinguished from flaming fires?

. What are the primary combustibles (can fires buming organic material be
distinguished from petroleum and chemical fires)?

. What direction is the fire spreading and how quickly?

. How much smoke and ash is the fue generating?

. Where is the fne burning hottest?

. At which locations would additional fuefighting efforts to contain and
suppress the fire be most effective?

: What other sources of information exist from air-, ground-, or space-based
sources?

. If available, how might other sources of informa3ion be used?

Specific mission objectives and priorities addressed by these questions will deter-
mine the specific observables linking payload performance with mission perforrnance.
To choose a remote sensing payload, the key steps to a disciplined and repeatable
design begin with determining the elements of information that we need to address the
problem. We must specify the physically observable quantities that contribute to
elements of information about the problem in sufFrcient detail to ensure they can be
detected by a spacecraft payload with sufficient resolution to provide meaningful
insight into the subject.

Establishing performance thresholds provides a framework for trading off per-
formance across a number of different design features. For all missions, payload
performance evaluation categories include physical perfoflnance constraints and oper-
ational constraints. Examples of physical performance constraints include limits on
spatial, spectral, radiometric, and temporal resolution. Operational constraints include
sensor duty cycle limits, tasking and scheduling limits on sensor time, and resource
contention (inability of the sensor to view two targets of interest simultaneously).

' -+



unacceptable.'l'he minimum threshold values generally will not satisfy mission objec- 1
tives, but establishing the minimum level of usefulness for the mission allows 

'1
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Within each of the categories of sensor constraints, we should establish an absolute
minimum threshold such that any performance that does not meet this capability is

frequently identify a minimum resolution (or other performance parameter) below
which a remote sensing spacecraft concept will not be profitable.

TABLE 9-3. sample Threshold Performance Requirements for the Firesat payload.
Desired performance represents the maximum reasonable level of performance
across all design features.

Mission Requirer

TABLE 9-4. Simplified Subject Trades '
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visible signatures associated with flan
the fire, spectral analysis ofthe produc
of these. The selection of a spacecra
determining how to satisfy mission re
section we introduced a top-down frar
spacecraft design. Here we turn our al
ology for determining the type of pa'
measure.

Figure 9-3 illustrates the frameworl
process begins with a task or mission
design. We have divided this process
the way to a final design. In this sectic
in Fig. 9-3; Sec. 9.4 provides some of
process for visible and IR systems.

For the FireSat mission design, we
allow candidate sensors to provide v.
observe physical phenomena through
will provide the desired information.
must be evaluated in light of the pr
spectrometer that is sensitive enough
differentiate campfires from forest fi
render it operationally useless. Defi
support the iirformation content need
mance limits for the payload design.

9.2.1 Subject Trades

The objective of a space mission i
The subject, as an element of the spact
will detect, communicate, or interact
For FireSat, we would assume that th
But other subjects are possible: light,

Minimum Acceplable Desired
Subject
Characteristics

Detect presence or
absence of large fires

ldentify, locate, and track
progress of fires

Determine thermai
conditions within fires and
products of combustion

Quantity Measure existence
ol 1 fire

Simultaneously measure
and track 7 fires

Simultaneously measure
and track 20 fires

Timeliness Report detection of
fire within 6 hours

Report detection of fire
within 2 hours

Beport detection of fire
within 20 min

Revisit
lnterual

Update status of
fire every 2 hours

Update status of fire
every 90 min

Update status of fire
every 45 min

Geolocation
Accuracy

Determine location of
f ire within +100 km

Determine location and
extent of fire within 11 km

Determine location and
extent of fire within *100 m

Completeness Map fires in
continental U.S.

Map fires in North America
and one other selectable
region (e.9., Persian Gulf)

Map Iires globally
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TABLE 9-4. Simplified Subject Trades for FireSat Mission. The information type allows for
subject trades to be made among the different signatures that can be exploited to
satisty FireSat mission requirements.

Sensor Type Information Type
El ectro-opt ical I m ag e r

Spectrometer

Fladiometer

Visible return from light or smoke cloud produced by the fire
Spectral signatures from products of combustion
Thermal intensity

:il!
.-,{j
E;

measure.

support the ihformation content needed to satisfy the mission deterrnine the perfor-
maRce limits for the payload design.

9.2.1 Subject Trades

Determine thermal
conditions within fires and
products of combustion

Report detection of fire
within 20 min

Update status of fire
every 45 min
Determine location and
extent of fire within 1100 m
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Flg.9-3. Process for Linking Mission Requlrements to Payload Design. The process
moves from .mission requirements to a payload design in three steps: requirements
analysis, subject trades, and payload analysis.

What we choose as the subject will dramatically affect performance, cost, and the
mission concept. Thus, we must do this trade carefully and review it from time to time
to ensure it is consistent with mission objectives and our goal of minimizing cost and
risk.

Table 9-5 summarizes the subject-trade process. We begin by looking at the basic
mission objectives and then ask what subjects could meet these objectives. To do this,
we should look at what we are trying to achieve, the properties of space we intend to
exploit, and the characteristics of what we ile looking at or interacting with. Table 9-6
shows examples of subject trades for four representative missions. As the missions
change, the nature of the subject trades will also change. For FireSat, we are looking
for a well-defined subject (the forest fire), and we want to do this at minimum cost and
risk. With the Space Telescope, we must ask, "What am I looking for? What am I try-
ing to detect and how can I detect it?" For any of the science missions, we would ask,
"Is the subject some distant and unknown object, or is it part of the electromagnetic
spectrum I am trying to explore?"

For a space system intended to detect airplanes, the main subject trades would
concern mission goals. Are the targets cooperative or noncooperative? Do we need to
track over the poles? Should we track in high-density areas around airports or over the
open oceans? The answers to these questions will determine the nature of the subject
trades.

Perhaps the easiest subject trades are those in which the system will be interacting
with a ground element that is a part of the system, such as direct broadcast television
or a truck communication system. In this case, the subject trade becomes simply an
issue of how much capacity should go on the spacecraft vs. how much should go in the
unit on the ground.

Mission Requirem

TABLE 9-5. Subject Trade Process. Note
trade process as discussed in

Step

1. Determine fundamental mission
objectives

2. Determine what possible subjects could
be used to meet these objectives (i.e.,
what could the system detect or interact
with to meet the objectives)

3. Determine broad class of ways that the
spacecraft can detect or interact with
the possible subjects

4. Determine it sublect is passive or
controllable

5a. For controllable subjects, do trade ol
putting functionality at the subject, in the
space system, or in the ground system

5b. For passive subjects, determine general
characteristics that can be detected

6. Determine whether multiple subjects
and payloads should be used

7. Define and document inilial subject
selection

8. Review selection lrequently for
alternative methods and possible
use of ancillary subjects

The next step for subject trades is to
or passive. The system designer knows
or active subjects. This includes grounc
such as those used for ground cofilmu
relay systems. Because we can control t
within it. Thus we might choose to havr
power, accurately pointed, narrow-bea
place a sophisticated, sensitive receiver
in space. Usually, the solution will dept
to interact with. If there are [ran] groun
will put as much capability as possible
complexity of the ground stations. On t
stations, we can save money by giving t
ing capability and using a simpler, lighl

Passive subjects are those in which tl
altered. This includes phenomena suc
though we cannot control the object ur
from various characteristics. We could
itself or the smoke in the visible or inf
composition changes or, in principle, re
subjects, the subject is part of the syster
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TABLE 9-5. Subject Trade Process. Note that the subject trades lead directly to the payload
trade orocess as discussed in Sec.9.2

The next step for subject rades is to detemrine whether the subject is conhollable
or passive. The system designer knows and can confrol characteristics of controllable
or active subjects. This includes ground stations, antennas, receivers, and transmitters
such as those used for ground communications, direct broadcast television, or data
relay systems. Because we can control the subject, we can put more or less capability
within it. Thus we might choose to have a simple receiver on the ground with a high-
power, accurately pointed, narrow-beam fransmitter on the spacecraft. Or we could
place a sophisticated" sensitive receiver on the ground with a small, lower-cost system
in space. Usually, the solution will depend on the number of ground stations we wish
to interact with. If there are many ground stations, as in direct-broadcast television, we
will put as much capability as possible into the satellite to drive down the cost and
complexity of the ground stations. On the other hand, if there are only a few ground
stations, we can save money by giving these stations substantial processing and point-
ing capability and using a simpler, lighter-weight, and lower-cost satellite.

Passive subjects are those in which the characteristics may be known but camot be
altered. This includes phenomena such as weather, quasars, or forest fires. Even
though we cannot control the object under examination, we can choose the subject
from various characteristics. We could detect forest frres by observing either the fire
itself or the smoke in the visible or infrared spectrum. We could detect atmospheric
composition changes or, in principle, reductions in vegetation. Thus, even for passive
subjects, the subject is part ofthe system trades.

to Payload Deslgn.
design in three steps:

affect performance, cost, and
y and review it from time to
our goal of minimizing cost

rile begin by looking at the
meet these objectives. To do
properties of space we intend,to,
at or interacting with. Table

ntative missions. As the missi
For FireSaL we are looki

to do this at minimum cost
am I Iooking for? What am I try,r
science missions, we would ash
is it part of the elec

the main subject trades would
noncooperative? Do we need to
areas around airports or over the

the nature ofthe subject

h the system will be interacting
as direct bioadcast television

subject trade becomes simply an
vs. how much should go in the

Step FireSat Example
Where

Discussed
1. Determine fundamental mission

objectives

2. Determine what possible subjects could
be used to meet these objectives (i.e.,
what could the system detect or interact
with to meet the objectives)

3. Determine broad class of ways that the
spacecraft can detect or interact with
the possible subjects

4. Determine if ,subject i5 passive or
controllable

5a. For controllable subjects, do trade of
putting lunctionality at the subject, in the
space system, or in the ground system

5b. For passive subjects, determine general
characteristics that can be detected

6. Determine whether multiple subjects
and payloads should be used

7. Define and document initial subject
selection

8. Review selection frequently for
alternative methods and possible
use of ancillary subjects

Detect and monitor forest fires

Heat, fire, smoke,
atmospheric composition

Heat -> lR
flame, smoke -> visual
atmospheric composition -> lidar

Initially assume passive fire
detection

N/A

Forest fire temperature range
and total heat output

Not initially

lR detection of heat

See Sec.22.3,
alternative low cost for Fir-eSat

Sec.  1 .3

Sec. 9.2

Sec- 9.2

Sec.9.2

Secs. 2.1,
3.2.3

'Sec. 9:2

Sec.9.2

N/A

NI/A
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TABLE 9-6. Representative Subiect Trades. Subject trades for the Space Telescope are
particularly interesting in that a significant goal of the system is to discovei prevF
ously unknown phenomena or obiects.

could do complex observations or simply collect and relay data from sensors on the
ground.

t.3 B:

Finally, as always, we should d
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drive down the cost of space missiont
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Finally, as always, we should document the subject selection and review it
frequently during the program's early stages, looking for other possible methods and
subjects. Looking for alternative subjects is perhaps the single most important way to
drive down the cost of space missions. We need to continually ask ourselves, "What
are we trying to achieve, including the tacit rules of the program, and how can we
achieve it?"

9.3 Background

9.3.1 The Electromagnetic Spectrum

As Fig. 9-4 illustrates,Ihe electromagnetic spectrum is a broad class of radiation. It
iqcludes gamtna rays ar,d X-rays, with extremely short wavelengths measured in
angstroms (A=10-10 m), as well as visible and infrared (/R) wavelengths of 10-7 to
10-3 m and the microwave region from 0.1 to 30 cm. Finally, it ranges into the radio
spectrum, with wavelengths as long as kilometers. As the figure shows, satellite
systems operate over the entire spectral range. Normal wavelengths for comsats,
radars, and microwave radiometers range from approximately I meter to 1 millimeter,
whereas visual and IR systems operate from around 0.35 to 100 microns (l micron =
1 0 - 6 m = 1 p m ) .
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Fig. 9-4. The Electromagnetic Spectrum. The expanded view highlights visible and infrared
wavelengths frequently exploited by satellites. Sample space missions across the
entire spectrum are listed above the band region.

For all electromagnetic radiation in a vacuum, the relation between the wavelength,
1., and the frequency, 4* is

c = ).v =2997 924 58 x 108 m/s (e-t)
where c is the speed of light. Thus, in terms of frequency, the usable electromagnetic
spectrum ranges from radio waves measured in kilohertz (WIz) to gamma rays with

- Both y and/are commonly used to represent frequency. We use v throughout this chapter to
avoid confusion with tbcal length, which is also represented byl
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frequencies in the tens of exahertz (EHz). (1 kilohertz = 1,000 cycles/s = 300-km
wavelength; 1 exahertz = 109 GHz = 1018 cycles/s = wavelength of 3 angstroms or
3 x l0-lo m.)*

At any temperature above absolute zero (0 K), all matter continuously emits elec-
tromagnetic radiation. This is called thermal radiation or blackbody radiation. For a
perfect blackbody, the rate of total energy emission and the energy distribution by
wavelength or frequency is a function only of the temperature, Z. Thg actual spectrum
of emitted radiation from a real object will depend on the surface characteristics for
small objects, such as a spacecraft, or on the atmosphere for large objects, such as the
Earth or Sun. Nonetheless, in practice the blackbody energy distribution is a good
starting point for analysis. The spectral energy distribution of a blackbody is given by
Planck's Law:

Br9.39.3

^ 2nhc2 I'^ = -F- 
ai'frrJ (e-2)
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where E7 is the energy per unit wavelength (also called the spectral irradiance and
typically measured in W'm-2'prrl), 1 is the wavelength, h is Planck's constant
(6.626 075 5 x 10-34 W's2), Z is the absolute temperature, c is the speed of light, and
ft is Boltzmann's constant (1.380 658 x 10-23 W's/IQ. Figure 9-5 shows typical energy
distribution curves for various blackbody temperatures. When E1 is divided by the
solid angle (in steradians) leaving an extended source in a given direction, it becomes
L 7 the s p e c t ral radianc e (typical units, W'm-2'pm-l'sr - 1 ;.
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Flg. 9-5. Planck's Blackbody Radiation Curves as a Function of Wavelength and Fre-
quency [Chen, 1985]. Planck's law defines the shape of the curve over all frequencies,
the Stefan-Boltzmann's law defines the area under the curve (the total energy emitted :l
over all wavelengths), and Wien's displacement law defines the wavelength of
maximum radiance.

. A list of all metric prefixes is at the front of Appendix F.
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From Planck's Law we can derive two other important relations. First, we obtain
the Stefan-Boltzmann's l-aw by integrating Eq. (9-2) over the complete spectrum,
yielding the total radiant emittance, W6:

wt=oT4 (e-3)

where o is the Stefan-Boltzmann constant, 5.670 5L x 10-8 W'm-2'K4, and 176 is
typically in Wm2. Second, we derive Wien's Displacement law by differentiating
Eq. (9-2) and setting the result equal to zero. The straight-line result defines the locus
of peak spectral radiance vs. temperature, as shown on Fig. 9-5 and defiued by

A^*=2'898lT (e-4)

where .1-o, is in pm when Zis in K.
Remote-sensing instruments are aimed at a target on the Earth's surface oiin space.

Radars measure the characteristics of reflected, self-generated signals. For other
sensors, an object's spectral radiance, or bighmess, depends on its equivalentblack-
body temperarure. Tltis is the temperature of a perfect radiating body which has the
same total radiance. Visual systems, which use film or solid-state detectors to form the
images, can take advantage of the Sun's reflected energy, based on its blackbody
temperature of about 6,000 K. Of course, without sunlight, visual images are much less
distinct. On the other hand, systems using infrared and microwave radiometry measure
scenes against the Earth's intrinsic thermal radiation background (conesponding to
about 300 K). Thus, they can operate day or night, as well as through clouds and other
atmospheric disturbances. Note, though, how much weaker the signals are in the RF
bands compared to the IR ranges.

As Fig. 9-6 shows, the electromagnetic spectrum has many frequency bands for
which the Earthls atmosphere is nearly opaque. We must avoid these bands if we wish
to observe ground scenes. This phenomenon also allows us to sound the atrnosphere
and measure such interesting data as the thickness and location of cloud layers, water
vapor contained in clouds, and other upper-atmospheric phenomena using the opaque
bands. Clouds, rain; and snow tend to produce noise and thus attenuate signals for both
communication and remotei-sensing, even in the window bands.

When a sensor views an area in space, the radiation that reaches the sensor could
come from a number of sources. The energy reflected directly from the target is
usually the dominant feature of interest for optical remote sensing, but other emitted,
reflected and scattered energy can complicate the picture. T\e pimary (direct) and
secondary (single scatter) sources of electromagnetic radiation are shown in Fig. 9-7.

The sources of radiation in Fig. 9-7 give rise to a number of different strategies for
distinguishing different phenomena within the atmosphere or on the surface. For a given
application, any of the sources ofradiation will either be the subject being analyzed or
noise to be minimized. Radiative measurements include the full complexity of all the
effects on that radiation such as reflection, refraction, absorption, transmission, and
scattering by material substances in solid, liquid, and gaseous phases. Distinguishing
and identifying features using remote sensing techniques must take all of these vari-
ables into account. As Miller and Friedman [1996] advise, "when modeling the real
world, allow for some slack to represent reality."

9.3.2 Basic Telescope Optics

A brief review of physical optics and antenna theories will show that systems for
gathering or transmitting optical and RF signals are exactly the same in theory---only
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Fig. 9'6. Transmisslon Gharacteristics of the Earth's Atmosphere. Transparent regions are
reterred to as windows in the atmosphere.

the physical hardware is different. Thus, a mirror (in visual and IR systems) and the
reflector of a dish antenna (in microwave radiometry and radar) are equivalent. This
section only summarizes remote-sensing instrument analysis. The Manual of Remote
sensing [colwell, 1983] provides an extensive discussion, including image analysis. T
seyrafi's [1985] treatment is also comprehensive, and ends with a design example of
a thermal imaging system for a spacecraft.

In this discussion, we treat reflective systems (optical systems using mirrors) and
refractive systems (optical lens systems) together and refer to them both as optical
systems. Reflective and refractive systems have advantages and disadvantages, which
we will discuss later.

There are several ways to describe an optical system. Parallel rays of light falling
on a perfect lens will all converge at the focal point, whose distance from the lens is
called the/ocaI length, f. The focal length largely determines the length of the optical
collection system and for a single lens, it is related to the lens surface's radius of
curvature. The focal length of a spherical reflecting surface is one-half its radius. For
a parabolic reflector whose surface is defined by the equation 72 = 4fu, the quantity/
is the focal length; it equals the distance from the focus to the neaiest point on ttr!
reflecting surface.

- In design practice, we normally determine the required focal length based on field
of view and the size of the image plane. The plate scale, s, or length per field-of-view
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Fig. 9-7. Sources of Radiation. Radiation that reaches the sensor can come from a number of
different sources. The diagram illustrates all direct and single-scatter radiation that
reaches a space sensor. The sources of radiation are: (1) sunlight scattered by the
atmosphere into the sensor; (2) sunlight reflected off the Earth and then scattered by
the atmosphere into the sensor; (3) sunlight reflected otf the Earth's surface; (4) sun-
light scattered by the atmosphere then reflected otf the Earth's surface into the sensor;
(5) ground erirission; (6) ground emission scattered by the atmosphere into the sensor;
(7) atmospheric emission; (8) atmospheric emission reflected by the Earth's surface
into the sensor; and (9) atmospheric emission scattered by the atmosphere into the
sensor. [Adapted from Kramer, 1996.]

angle is given by

s= f
= 0.01745 f

unit length/rad
unit lengtl/deg

where s and/are in the same units. The image size is a functiorr of s and the sizebf the
detector-ranging from arsingle element to a large array----employed atttre focal plane'
As Fig. 9-8 shows, the focal length needed to record an object or sdene ofradius R is
given by :';?

{=+=magnif icat ionh R
where h is the distance from the spacecraft to the object, r4 is the radius ofthe detector
array in the image plane, and R is the radius of the object, with the image andobject
measured perpendicular to the line of sight. The magnffication or scale = r4 /R is the
ratio of the image size to the object size. It is ordinarily a very small number for satel-
lites. We express the scale on the image plane as "1 cm equals x km on the ground.l'
,n ,We can also describe an optical element or system by its so-called infinity FlQurnl;
ber or F-stop, often written as f /(read "F-stopl'), F, F No., or F#. It is defined asf lD,
where D is the aperture or diameter of the lens. Image brightness is proportional to
llF-2, so an F-4lens gives an image four times brighter than an F-8 lens.

.  : : ,1 J
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Pixel of Ground-resolution Element in lmage Plane
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TIte numerical aperture,NA, gives

NAz
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Edge of
Target
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I
I
I

Fig. 9-8. Optical Characleristics of a Refractive System. Note one-to-one correspondence of
the ground-resolulion element's size to the pixel size at the image plane. The operating

. wavelength is 1.. As resolution elements move away from nadir, flat-Earth approxima-
tions become less precise. See Chap. 5 for additional details.
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The numerical aperture,NA, gives the same information in another way:

N A =  
I  = D

2F# 2f

Element in lmage Plane

lmage Plane (Fadius = r4)

Fiefd Area Ad=nra2

forAperlure with Diameter = D

2, (Normal to Boresight)
Angle Field of Mew

(16/f ) =Angular Diameter
of Field of View

= Magnification = 16/R =t/h

= Solid Angle Defining
Upwelling Flux

=,4a cosOr /(/y'cos9 1)2 tt(Q r/2)2

- > Object Plane (Radius = F1

Ground Object (Field of View)
A=nFl2 =n@tani f , , tz))2
Contains One or More Ground
Resolution Elements

Note one-to-one correspondence of
size at the image plane. The operating

from nadir, flat-Earth approxima-
details.

(e-7)

or F#= 
|  =f  (g-8)

zNA D

The largest numerical aperture for optics used in air is 1. Thus, the smallest F# is 0.5.
All optical systems suffer from abenations, or imperfections in the image quality,

in addition to diffraction'which limits the systemrcsolution as discussed in Sec. 9.3.3.
The principal optical aberrations are listed in Table 9-7. Chromatic abenation, or
imperfections which are color or wavelength dependent, arises from various wave-
lengths being bent by different amounts when they pass though a lens. Consequently,
only systems with at least one refractive element suffer chromatic aberration because
reflective surfaces treat all wavelengths the same. (This is not absolutely true since
some surfaces will reflect visible light, for example, but not X-rays. However, when
reflection does occur it is independent of wavelength to fust order.)

TABLE 9-7. Principal Aberrations in Optical Systems. See Table 9-8 for which of these are
mitigated in var'ious optical systems.

Chromatic Aberratian = dispersion of the light due to the refractive index of a lens being a
function of the wavelength: Causes different colors to focus at different distances.

Spherical Aberration = dispersion in which light from the periphery of a spherical lens or
mirror is focused nearer the element than light from the center. Can be eliminated by making
the optical surface parabolic, rather than spherical.

Coma = dispersion of off-axis portions of the image. (So named because in a telescope off-
axib star images look like tear drops or the coma of a comet pointing toward the center of the
image.)

Astigmatism = aberration in which the distorted image is asymmetric such as when light in
a horizontal plane comes to a slightly ditferent focus than light in a vertical plane. A common
oroblem in human vision.

Distotiion = when an otherwise sharp image is distorted in shape, such as when straight
lines on the surface being viewed appear curved on the focal plane. A uriconectable distortion
occurs when trying to image the celestial sphere onto a flat focal plane. (See Sec. 5.1.)

Curuature ol Field = when a sharp image is formed on a focal surface which isn't flat. Can
be corrected in film systems by using a slightly curved focal plane.

Figure 9-9 shows the three basic types oftelescopes. ln each ofthe three, there is a
corresponding refiactive and reflective instrument. The aberrations which can be cor-
rected in each type are shown in Table 9-8. The lens doublet is the classic refractive
telescope lens. The doublet can be designed to eliminate spherical aberrations, coma,
distortion and chromatic aberrations (see Table 9-8). In tele-optic lens systems the dis-
tance between the optical element and the focal plaae is shorter than the focal length.
Tele-optic lenses can eliminate spherical aberrations, coma, astigmatism, and curva-
ture of field effects. They can also overcome chromatic aberrations. The lens triplet is
the simplest refractive (spherical) optical system that theoretically allows for correc-
tion of all distortions. The price we pay for this advantage is the very high sensitivity
of each of the optical elements with respect to displacement or tilt. The ray traces in
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Fig. 9-9. Basic Configurations for Refractiveand Reflective Optical Systems. Each of the
: reflective systems on the right is analogous to the correlsponding refractive system orf
. . the left. TMA = Three-mirror anastigmatic.

TABLE 9-8. Aberrations that can be Corrected by the Three Basic Optical Systems.

" Checks indicate errors that are fully correctable and parenthetical checks indicate'that 
corrections are possible only for dedicated design parametdrs. (See Table 9-7

lor definitions),

Fig. 9-9 indicate different locations of the image in the focal plane corresponding to
various viewing angles. The lens triplet compensates for all frve of the third-orde{
aberrations: spherical aberrations, coma, astigmatism, curvature of f,reld, and distor-
tion.. It too is free from chiomatic aberrations. The same behaviors are present in the
.corresponding reflective systems. The Schmidt Minqr System is an all-reflective
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lmage Error 'DoubleVSchmidt TeleOptic/Cassegrain TripleUTMA

Lateral Chromatic Abenation

Length Chromatic Aberration

Spheical Aberration

Coma

Astigmatism v)
Distorlion v) v)
Curvature of Field ( t /  )
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doublet, and the Cassegrain telescope is a reflective implementation of a tele-optic
lens. The Three-Mirror Anastigmatic system is comparable to the lens triplet with
respect to all the aberration corrections, but with an all-reflective design. Reflective
optical systems generally are free from ckomatic aberrations. However, reflective
systems typically have a much smallerfield of view than theirrefractive counterparts.

In reality, optical systems for space remote sensing are far more complex because
the technologies for manufacturing the lenses and mirors are limited and other effects
such as thermal distortions and radiation effects can alter the performance of the
instrument. Thermal distortions can limit the perfomrance of an optical system, even
if the operating temperature range is regulated within a few degrees for high perfor-
mance optical systems, and cosmic radiation effects can degrade the transparency of
most optical glass over time. Figure 9-10 shows the lens cross section 9f ttre high-
resolution optical lens system of the German-built Modular Optoelectronic Multispec-
ral Scanner (MOMS 2P) instrument designed to achigve 6 m resolution on the ground.

Fig. 9-10. Lens Cross Section of the Panchromatic Objective of the MOMS 2P Instrument.
The sensor has a focal length of 0.66 m and an aperture size of 0.15 m. The
complexity of this optical system is representative of sophisticated remote sensing
payloads.

93.3 Diffraction Limited Resolution

The resolution of an optical system is its ability to distinguish fine detail. In general
resolution is expressed in angular terms. Thus, a telescope that can just distinguish or
resolve two stars which are very close together is said to have a resolving power equal
to the angular separation of the stars. For Earth observing systems we are more inter-
ested in the ability to see or resolve fine detail on the surface. Thus, for these systems
resolution is commonly expressed in terms of the size of an object on the Earth that
canjust be distinguished from the background. To read this page requires a resolution
of about 0.1 mm, whereas you may be able to distinguish a large newspaper headline
with a resolution of I cm.

No matter how good the quality of the lens or mirror, a fundamental limitation to
resolution is dffiaction, the bending of light that occurs at the edge of the optical sys-
tem. Even for a perfect optical system,'diffraction causes the image of a point source
of light, such as a distant star, to appear not as a point on the focal plane but as a series
of concentric circles getting successively dimmer away from the center, as shown in
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Fig. 9-11. This pattern is called the dffiaction disk, the Airy disk* , or the point spread

function. The angular distance, 0r, from the maximum at the center of the image to the
first dark interference ring, called the Rayleighl limit, or Rayleigh dffiaction criteria,

resolution for a given aperture. For p
will be done if image quality is less in
for example, when increased light gat
the design, select Q = 1, which allowl

From the definition of the magnifi'

d/x-- d'/x
and from the small angle approximat

'  0 '  * tan9 '=
:;

Combining Eqs. (9.-11) to (9-13), we, 
.

of the other basic system parameters:

d -  d 'x/x"
where the parameters are d.eFrned abov
length, and D is the aperture diameter .

Fig. 9-12.

TABLE 9-9. Diflraction-Limited Resolut
resolutions similar to visual o
for ranges up to the maximr.
a nont  I  ra

Aperture
Size, D tI

From an orbiting spaqe-
craft at h = 900 km

1 m

3 m 0.366

From a synchronous
spacecraft
(h = -3s,800 kn)

1 m

3 m

From SR-71 at
h = 20 km (70,000 ft)

0.3 m

is given by

0r = 1'22 )' /D

where ), is the wavelength, D is the aperture diameter of the optical instrument, and 0.
is expressed in radians. The bright maximum at the center of the Airy disk, out to the
first interference miriimum, contains 84Vo of the total energy which arrives at the focal
plane from a point source. For a satellite at altitude, ft, the linear resoluticin or ground
resolution, X, at nadir is just

X'=2.44 hL/D (e-10)

where we have replaced the radius from Eq. (9-9) with the diameter of the resolution
element. In this expression, h can be replaced by the slant range, R5, from Eq. (5-28),
to determine the resolution away from nadir (R5 here = D in Chap. 5). Note however,
that this is the resglution perpendicular to the line of sight and is made larger (i.e.,
worse) by l/sin e, where e.is the elevation angle at the orbital point in question,
obtained from,Eq. (5-26a). The ground resolution at nadir for several typical wave-
lengths and aperture diameters is given in Table 9-9.

Ground
Flesolution
Element,
X

Fig.9-11. Point Spread Function lor lmaging System with Diffraction. The optical wave
front from an ideal point source on the ground is imaged as the point spread function
by the optical system. The diameter of the aperture and the wavelength determine the
extent of the point ipread function measured by the diameter, d', of the first intensity
mrntmum.

When'we implement an optical system using a detector iuray, we add an additional
design parameter, the quality factor, Q, defined as the ratio of the pixel size, d, to the
diameter of the diffractiori disk or point spread function, d',i.e.,

Q  = d / d ' = X / X ' (e-1 1)

where d'is the diameter of the first minimum in the diffraction image (i.e., twice the:

(e-e)

angular resolution), X is the ground pixel size, and X'is the ground resolution = diam-j,,
etei on the ground correspondin gto d'on the focal plane (see Fig. 9-12). B typicallyr
ranges from 0.5 to 2. For 0 < l, the pixels are smaller than the diffraction disk and '

resolution is limited by diffraction in the optics. This gives the best possible image

t Named for Sir George Airy, the British Astronomer Royal from 1835 to 1881.
t Narned for Sir John Rayleigh, a 19th century British physicist and 4th recipient of the Nobel

prize for physics.
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resolution for a given apeffure. For Q> 1, the resolution is limited by pixel size. This

will be done if image quality is less important than aperture size, as would be the case,

for example, when increased light gathering power is required. As a starting point for

the design, select Q = 1, which allows good image quality.
From the definition of the magnification, Eq. (9-6), we have:

d/X= 4 '1Y '= f  /  h (e-12)

and from the small angle approximation for the angular resolution, 0., we have:

0, o tan 0, = d' | (2 fl = L.22 ). t O (e-13)

Combining Eqs. (9-11) to (9-13), we obtain expressions for the pixel size, 4 in terms
of the other basic system parameters:

d =  d ' X / X ' =  d ' Q = Q . 4 4 L f  / D ) Q (9-14)

where the parameters are defined above and, as usual,,L is the wavelength,/is the focal

length, and D is the aperture diameter.

I n',
Fig. 9-12. Effect of Varying Quatity Factor. Ditferent sizing of the detector pixel with respect

to the point spread function is shown by varying the Quality Factor, Q. A large quality

factor results in the relative sizing in the diagram on the left and a low quality factor
results in the relative sizing in the diagram on the right.

TABLE 9-9. Diffraction-Limited Resolution. Note that the Synthetic Aperture Radar provides
resolutions similar to visual or lR systems, independent of range and wavelength
for ranges up to the maximum signal-to-noise limit by synthesizing the required
apenure.
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(e-1

Ground Resolution - 2.M h )/D
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Size, D
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[,], = 0.5 pm]
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[,1. = 3 pm]
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[f = 10 GHz; ,1.= 3 cml
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1 m 1 . 1  m 6.59 m 65.9 km = 40.9 miles
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h = 20 km (70,000 ft)

0.3 m 0.081 m
= 3 .19  in .

0.488 m 4.88 km
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9.4 ObserYation Payload Design

The electromagnetic radiation that forms the basis of remote sensing arises as a
by-product of energy being transferted from one form to another. In general, trans-
formation processes that are more random produce wider bandwidth signatures, while
a more orlanized process produces a more coherent return [Elachi, 1987]. For
example, heat generated by a diesel motor is radiated over a wide bandwidth in the
infrared spectrum, while a laser (a more organized energy transformation) generates
narrow bandwidth radiation. In spacecraft remote sensing we are concerned with
processing measurements from four primary spectral types.
, Visible sjstetns operate from the ultraviolet (- 0.3 pm) to the red end of the visual
spectrum (-0.75 pm). They offer the potential for high spatial resolution because of
their short wavelengths, but can only operate in daylight because they depend on
reflected sunlight.

Infrared systems operate in various bands tfuoughout the infrared spectrum
(-1-100 pm) subject to atmospheric transmission windows. Infqared sensors cdn
operate both day and night since the detected signal is a function of the emissivity of
the scene (although the signatures wiil be different by day and night).

Mfurowave radiometers operate in the radio frequency range, chiefly at the milli-
meter wavelengths (2G-200 GlIz). Their resolution is three to five orders of magnitude
worse than visible wavelength sensors with the same aperture size, but they are
capable of collecting unique information over large areas. Typically, microwave
sensor require extensive ground-truth calibration data to interpret the measurements.

Radar systems are active instruments which provide their own illumination of the
scene in the centimeter to millimeter bands. The reflected signals can be processed to
identify physieal features, in the scene. Radar systems can be designed to penerate
most atmospheric disfurbances, such as clouds; because only larger features can reflect
signals at.radar wavelengths. Cantafio [1989] plovides an extended discussion of
space.based radar.- 

There are a number of different approaches for linking the fundamental physics of
the Planck function to the practical design of remote sensing systems. Hovanessian
[1988] treas emitted radiation as a signal to be detected and considers remote sensing
essentially as a special case of antenna and propagation theory (even in the viSible
spectrum). Elachi [1987] begins with Maxwell's equations and focuses on the features
of electromagnetic radiation, such as quantum properties, polarization, coherency,
group and phase velocity, and Doppler shift to derive sffategies for exploiting these
features in different parts of the frequency spectrum. McCluney [1994] draws on the
parallels between the science of radiometry and remote sensing.in general and the
science of the human eye as expressed in the literature of photometry. These references
provide detailed, application-specific derivations beginning with Planck's Law. Our
focus for the remainder of this chapter will be on engineering applications and rules-'
of-thumb to define and design remote sensing payloads.

Observation geometry, effective aperture, integration time, detector sensitivity,
spectral bandwidth, transmission through the atmosphere, and ground pixel size deter-
mine the radiometric performance of an optical instrument. Depending on the spechal
range, we define three basic categories of Earth observation. In the flust case, the
optical instrument receives reflected radiation from the surface of the Earth when it is
illuminated by the Sun. The thermal emitted radiation of the Earth's surface is negli-
gible in this case. The frequency range covered by this case includes the visible wave-
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length (014-Q.78 pm), the near infrared wavelength (0.78-l pm), and the short
wavelength infrared (1-3 ttm).
, The second case involves optical instruments receiving emitted radiation from the
surface of the Earth when the reflected radiation of the sun is negligible. This condition
holds for the long wavelength infrared region (8-14 pm), The third case applies to the
6id-wavelength infrared spectral region (3-5 pm) where we must consider contribu-
dons from direct and reflected sources. Figure f-i3 shows the radiance available from
direct and reflected radiation sources. corresponding to planck's law, the thermal
briritted radiance of the Earth (modeled at 290 K) increases with wavelength for the
spectral region shown. The reflected radiance from the Earth's surface decreases wi.th
wavelength.

107

- Earlh- 
Thermal- 
Radiation

Reflected\ JT
DUnr ign t g

"rz

v r t r '

I
l [ r m )

Fig. 9'13. Radiance from Direct and Reflected Sources. Radiance contribution in W per
square meter per meter (wavelength) per unit solid angle of reflected sunlight from
the Earth and emitted radiation from the Earth as a function of wavelength. The sum
is shown as a dashed line. The Sun is modeled as a blackbodv with a temperature of
6,000 K, the rellection coefficient of the Earth's surface and the transmission of the
atmosphere are modeled as conslants for clarity.

In the visual and near IR (0.7 to 1.0 pm) bands, we resolve images produced by
energy (chiefly from the Sun) reflected from the target scene rather than energy from
the very limited self-emissions that occur in the visible band. But in the infrared, we
see things almost entirely by their self-emission, with very little energy being reflected,
particularly at night. We may use the same optical train slem.rls-lenses, prisms,
mirrors, and filters-to collect infrared energy as for visible and uv, but we must
apply them differently. For example, ordinary glass is opaque to IR beyond 3 pm,
whereas germanium, which is opaque in the visible band, is transparent in the 1.8 to
25-pm region. Further, we must consider atmospheric scattering caused by aerosols
and particles in the air. The amount of sc'attered radiation is a function of the inverse
fourth power of the wavelength. Thus, IR penetrates haze and dust rnuch better than
visible radiation because the IR wavelengths are four or more times those in the visible
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spectrum. The same phenomena explain the reddish color of the sky near dawn and
sunset. At these times, shorter green, blue indigo, and violet wavelength signals are
greatly attenuated as they travel farther through the atmosphere than when the Sun is
overhead.

9.4.1 Candidate Sensors and Payloads

Electro-optical imaging instruments use mechanical or electrical means to scan the
bcene on the ground. Spacecraft in geostationary orbits perceive very little relative
motion between the scene and the spacecraft, so an optical instrument needs to scan in
two dimensions to form an image. A common approach for geostationary imaglng
spacecraft, such as ESA's meteorological spacecraft, METEOSAT, involves placing
a large scan mirror in front of the instrument's optics to perform the north-south scan.
Rotation of the spacecraft around a north-south axis perforrns the east-west scan.
Three-axis stabilized spacecraft in geostationary orbits frequently use a two-axis scan
mi:ror in front of the optics to scan the scene in two dimensions. Alternatively, we can
use a two-dirnensional matrix imager, which maps each picture element (pixel) in the
imager to a corresponding area on the ground. Scanning the scene then becomes a
process of sampling the two-dimensional arrangement of pixels in the imager.

Spacecraft in low-Earth orbits move with respect to the scene. The sub"spacecraft
point moves along the surface of the Earth at approximately 7,000 m/s (see Chap. 5).
This motion can replace one of the scan dimensions, so the scanning system of the
optical instrument needs to perform only a one-dimensional scan in the cross-track
direction. Whiskbroom sensors scan a single detector element that corresponds to a
single pixel on the ground in the cross-track direction. Fig: 9-144 illustrates this tech-
nique. Whiskbroom scanners can also use several detectors to reduce the requirements
compared to a single detector. Each detector element corresponds to a pixel on-ground
(see Fig. 9-148), and the dwell time per pixel is multiplied by the number of detector
elements used.

Push broom scanners use a linear arrangement of detector elements called a line
imager covering the full swath width. The narne "push broom" comes from,the
read-out process, which delivers one line after another, like a push broom moving
along the ground track. Each detector element corresponds to a pixel on-ground.
Fig. 9-14C illustrates this technique. The'ground pixel size and the velocity of the
sub-spacecraft point define the integration time.

Step-and-stare scanners use a matrix arrangement of detector elements (matrix
imager) covering a part or the full image. Each detector element corresponds to a pixel
on-ground. Fig. 9-l4D illustrates this technique. Step-and-stare systems can operate in
two basic modes. The first mode uses integration times that are chosen as in the case
ofthe push broom sensor for which the ground pixel size and the velocity ofthe sub-
satellite point determine the integration time. Thus, no advantage with respect to the
integration time.is achieved, but a well known geometry within the image is guaran-.
teed. We need a shutter or equivalent technique, such as a storage zone on the imager,
to avoid image smear during read-out. The second mode allows a longer integration
tim.e if the imagq motion is compensated to very low speeds relative to the ground. We
can do this by shifting the imaging matrix in the focal plane or by moving the line of
sight of the instrument by other means to compensate for the movement of the sub-
spacecraft point. Step.and-stare sensori require relatively complex optics if they must
cover the full image size. An additional complexity is that the fixed pattern noise has
to be removed from the image, since each pixel has a somewhat different responsive-
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C. Push Broom Sensor D. Matrix lmager

Fig.9-14. Scanning TeChniques for Electro-Optical Instruments. (A) Shows a whiskbroom
scanner with a single detector element which scans one line after another across the
swath. The swath width must be scanned in the time interval the sub-spacecraft point
moves down one ground pixel length. (B) Shows a whiskbroom scanner with multiple
detector elements which scan multiple lines across the swath at a time. The swath
width must be scanned in the time interval the sub spacecraft point moves down the
multiple ground pixel length. (C) Shows a push broom scanner with multiple linearly
arranged detector elements which bcan'one line across the swath per integration
time. The integration time is usually set to the time interval the sub-spacecrafi point
moves'down one ground pixel length. (D) Shows a step-and-stare scanner with
delector elements arranged in a matrix which scan the full image per integration time.
The integration time! is usually set to the time interval the sub-spacecraft point needs
to move down one ground pixel length.

ness and dark signal. Table 9-10 summarizes the distinguishing features of optical
scanning methods.

An altemate approach for capturing the scene using matrix irnagers involves
positioning of the scene with respect to the instrument. To image the entire scene, the
instrument shifts, or "steps," to the next part of the scene (along-track and/or across-
frack) after the integration period. This approach is referred to as a step-and-stare
imager. If it only covers a part of the required scene, then moderately complex (and
also moderately sized) optics is required. We can use highly agile and accurate point-
ing mirrors in front of the instrument's optics to adjust the line of sight. For example,
the Early Bird satellite avoids the complexity of large matrix imagers or sophisticated
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Scanning Technique Advantages Disadvantages

Whiskbroom Scanner-
Single Detector Element

High uniformity of the response
function over the scene

Relatively simple optics

Short dwell tiine per pixel

High bandwidth requirement and
time reSponse of the detector

Whiskbroom Scanner-
Multiple Detector
Elements

Uniformity of the response
function over the swath

Relatively simple optics

Relatively high bandwidth and
time resoonse of the detector,

Push Broorh Sensor Unitorm response function in the
along-track direction.

No mechanical scanner required

Relatively long dwell time
(equal to integration time)

High number of pixels per line
imager required
Relatively complex optics ,

Step-and-Stare
lmager with
Detector Malrix

Well defined geometry within the
rmage ,_,
Long integration time (if motion
compensation ls perforriled).

High number of pixels per matrix
imager required

ComBlex optics required to cover
the full image size

Calibration of fixed oattern noise
for each pixel

Highly complex scanner required
if motion compensation is
performed.
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TABLE 9-10. Comparison of Optical Sensor Scannlng Methods. We list relative advantages
, and disadvantages of different scanning mechanisms.

buning techniques of several smaller matrix imagers in favor of pointing the minor
with high dynamics and fine pointing performance.

Optical instruments for space missions usually rely on existing detector and imager
designs. Custom tailoring of these detectors and imagers is common, however, to
optiniize the design with respect to performance and cost of the instrument. We lnake
the distinction between detectors, which consist of one or a few radiation-sensitive
elements without read-out electronics, and image6, which usually consist of a con-
siderable number of discrete radiation-sensitive elements combined with read-out
electronibs.

We must select the materials used for detector elements depending on the spectral
range of the insfument being'designed. The ability of detector elemenis to absorb pho-
tons relates directly to the energy of the incident photons (and consequently to the
wavelength of the radiation as,well) and the effective band gap of the material. AII
matter, including the detector material, generates thermal photons. Therefore, we must
lower the temperature of the detector elements such that the self-generated photons do
not degrade the signal-to-noise ratio of the instrument. This requirement becomes
more stringent as the wavelength of the radiation being detected increases. With few
exceptions, detectors and imagers have to be cooled for wavelengths in the short wave
infrared (SWIR) band and longer.

For the spectral range between 400 nm and 1,100 nm, silicon detectors and imagers
are'used m6st frequently. Silicon is attractive because it is possible to combine the
detector elements and read-out electronics in a single monolithic chip. We can produce
line imagers with a large number of elements through this process.

Incident photons on a line imager are converted to an electrical output signal in the
imager. For charge-coupled device (CCD) line imagers with read-out electronics, the
process begins when incident photons are converted by each pixel (detector element)
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into electrons according to a conversion eff,rciency dictated by the characteristic spec-
tral response. The electrons are then collected for the entire integration time for each
pixel. The read-out of the charge generated-up to one million electrons per pixel-is
performed via an analog shift register into a serial output port. Figure 9-15 shows a
typicil speqnal response function for a silicon imager.

400 500 600 700 800 900 1,000 1,100

Wavelength (nm)

Fig. 9-15. Spectral Response Function of a Silicon Line lmager. The spectral response is
shown in terms of the output voltage resulting from illumination by energy density vs.
the wavelength from 400 to 1 ,1 00 nm. The imager reaches a quantum efficiency (gen-
erated electrons per incident photon), denoted by 4, above 50% between 40H00
nm. Outside this wavelength region the quantum efficiency drops to small values
making the imager less suitable above 900 nm.

Area array imagers, or matrix CCD imagers, provide an alternative to line imagers.
The principles of operation are essentially the sarne as liae imagers. Area array imag-
ers offer the advantage of undistorted geometry within the image. A disadvantage
compared to line imagers is the possible smear effect during frame transfer. There are
a variety of read-out techniques to.compensate for the smear effect. Matnx imagers
can also suffer from a relatively poor fill factor of pixels in the array. Table9-ll
surnmarizes line and matrix imager capabilities for current systems that are at least
partially space qualifrec.

When radiometric performance of the optical instrument is paramount, we use time
delay and integration (TDI) methods. TDI describes an imaging principle that uses the
image motion along the rows of a matrix imager to extend the integration time.
Integration time is extended by electronically shifting the integrating pixel cell syn-
chronously to the movement along the row. The signal{o-noise ratio of this concept is
improved by the square root of the number of TDI stages. The primary advantage of
TDI imager systems compared to line imagers is the improved signal-to-noise ratio.
The disadvantage is the increased requirement for spacecraft attitude and orbit stabil-
ity (due to the required synchronization ofthe shifting pixel).

We classify and select infrared detectors according to their spectral band of opera-
tion and a figure of merit called specific detectivity or quantum efficiency for photon
detectors. The operating temp€rature of the detector dictates the cooling requirements
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TABLE9-11. Characteristics of lmagers. Typical parameters for available line and matrix
imager systems. Photo response nonuniformity is the difference between lhe most
and least sensitive element under uniform illumination. Dark signal uniformityis
equivalent to photo response nonuniformity, but without illumination. Dynamic
range is the saturation exposure divided by the rms noise-equivalent exposure.
Read-out speed is given in million samples per second (Msps) per output port.

for the sensor focal plane. lnfrared scinsors often have nonnegligible time constants for
response with respect to integration time. Because of technical difficulties with com-
bining detectors and read-out struchrre, the total number of pixels in an IR detector
array is limited in practice to several hundred.

We detect infrared wavelengths with thermal detectors or photon detectors. Ther-
mal detectors exploit the fact that absorbed heat raises the temperature of the detector,
which changes its electrical characteristics. The advantage of thermal detectors is uni-
form response with respect to wavelength. Thermal detectors can also be operated at
ambient temperatures, although they have lower sensitiviry and slower response times.

Photon detectors use absorbed photons to generate charge carriers. These systems
offer the advantages of higher sensitivity and shorter time response, but they must be
operated at Iow temperatures.

detectivity, D*, given by

(e-15)

where A is the detector area; A/is the noise equivalent bandwidth, and NEP is the noise
equivalent power of the detector. The factor D* is strongly wavelength dependent
showing its peak value at the cut-off frequency. Figure 9-16 shows the specific detec-
tivities and the operating temperatures for infrared detectors, and Table 9-12 gives
characteristics of infrared detector arrays with read-out electronics.

The selection of a detector or detector array (usually with a read-out multiplexer) is
driven by several factors. The primary design issues center on maximizing detectivity
in the spectral band of interest while operating at the highest possible temperature and
a sufficiently small time constant. In addition, we must consider the geometry of the
detector and the array as well as associated calibration issues.

9.4.2 i'ayload Operations Concept

In addition to the technical trade-offs in spacecraft perforrnance, the operations
coircept for employing the sensor is an important consideration early in the prelimi.
nary design. We need to understand the end-to-end mission problem-not merely the
physics of collection, The entire process beginning with the ultimate users or customers
of the data needs to provide a feasible and efficient means to meet mission objectives.

9.4 Qbservati

r 0  ! 5 2 0 2 . 5 3  4  5 6 7 8 9 1 0 . 1 5 . ? 0 ? : r :

W a i e l e n g t h @ m ) . . ' . . .
'  1  1 ' ; " 1  ;

Fig. 9-'16. Specific Detectivitles and t
(Courtesy of Santa Barbara Br
malized figure of merit for:the (
or current) is proportional to tl
noise bandwidth. The values g
wavelengths when the lower e

_ charge carriers within the detet
photo-conductive) and the oPe. 
be interpretqd as the normaliz€
dimensions exoressed as the {

' of the nolse bandwidth divided

TABLE 9-12. Characteristics of lR Dett
shows- detector characte risl
Spectra, SePtgmber, 1 989.,

Detector
Material

Usable Spectral
Response Region

(t.lm) (K

lnSb

lnSb

InSb

HgCdTe

HgCdTe

S*h

Si:ln

HgCdTe

HgCdTe

HgCdTe

Sr'Ga

Sl;Ga

3-5
3-5
3-5
3-5
3-5
T7
yv

8-12
8-12
8-12
8.17
&-17

71

71

19.

19 .

< 5
' < 5

7i

,7 i
71

< 3

< 3

Opere
Tempet

t
Q- roll

*E 1s10
o

lnfrared detectors are often rated by the specific

D* =^IALI
. 'NEP

Characteristlc Llne lmager Matrix lmager

Pixels 6,000 - 9,000 pixels Up to 1,024 x 1,O24 image pi lels in
frame transfer mode

Photo response nonuniformity 5% 5-/o

Dark signa[ nonuniformity 5% 5o/o

Eyndmic range 10,000 5,000

Limitations on read-out speed - '10 Msps For example, 4 ports each at 20 Msps

1 5  2 0 2 . 5 3  4  5  6 7 8 9 1 0  .  1 5  2 0 2 : ' :



Observation Payload Design

,  1 0  1 - 5  2 - 0 2 5 3  4  5  6  7 8 9 1 0  1 5  A t 2 s 3 O  1 0  ! - 0  1 5 2 . 0 2 . 5 3  4  5  6  7 8 9 1 0  l s  2 0 2 s 3 0  , t 0

Wavelength (llm) Wavetength 0m)

,Flg.9-16. Specific Detectivities and Operating Temperatures tor Infrared Detectors.
(Courtesy of Santa Barbara Research Center.) The specific detectivity, D', is a nor-
malized figure of merit for the class of infrared detectors for which the noise (voltage
or current) is proportional to the square root of the detector area and the electrical
noise bandwidth. The values given vs. the wavelength show a sharp cut-off to higher
wavelengths when the lower energy incident photons no longer generate sufficient
charge carriers within the detector. Additionally, the operating mode (photo-voltaic or
photo-conductive) and the operating temperature of the detector is indicated. D*can
be interpreted as the normalized inverse noise-equivalent power of the detector (with
dimensions expressed as the square root of the detector area times the square root
of the noise bandwidth divided by the noise-equivalent power).

TABLE 9-12. Characteristics of lR Detector Arrays with Read-out Electronics. The table
shows detector characteristics based on matedal properties. (Source: Photonics
Spectra, September, 1 989.) .
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The nomination of a collection task, the tasking and scheduling of the sensor, the
processing of the mission data, and the distribution of the'data can drarnatically
increase the complexity of the systems engineering challerrge and decrease the final
accuracy of the system. Not only can physical effects such as atmospheric correction,
calibration, and rectification degrade system performance, but technical effects such
as quantization and data compression errors can decrease the resolution of the system
from the perspective of the end user.. For additional information about technical
aspects of the end-to-end throughput problem for spacecraft imagery, see Shott

119971.
The concept ofoperations for a spacecraft system such as FireSat needs to account

'for the full breadth of the operational mission, including different phases of the
mission and altemate operating modes. See Sec. 2.I and Chap. 14 for a description of
a mission operations concept, l

For preliminary mission planning, we should pay particular attention to the pro-
jected sequence of events during each mission phase (see Activity Planning in
Chap. 14). For the FireSat mission under normal operations, a sample mission timeline
for normal operations includes the following steps:

1. Fire starts at some location

2. Sensor field-of-view passes over the fue

3. Signature from the fire introduced into the sensor data stream

passed to the mission ground station for analysis (or processed on

5. Fire detection algorithm determines the possible presence of fue (this may be
a mrlltistage process with a preliminary, coa6e fire detection process that trig-
gers a more precise algorithm or set of measurements)

6. Generate appropriate messages indicating the presence of fire

7. Issue reports and notifications to appropriate authorities and research centers l

8. Monitor the fire (this could involve switching to an alternate operating concept
that tracks the progrdss of the existing fire.and monitors surrounding areas for
new outbreaks)

We should create a concept of operations for each phase of the mission and each
operating mode of the spacecraft-including contingency and failure modes. This step
will ensure mission success within the constraints of the operating environment. (See i
Chap. 14.)

9.4.3 Required Payload Capability

Frequently there are several ways to meet mission requirements. How to sort
through these multiple approaches is not always obvious. The general approach we
outline provides a repeatable framework for choosing a payload to satisfy a remote
sensing mission.-Once we select a physical phenomenology (e.9., measuring thermal
infrared radiance to detect forest fires), then two things need to be established. First,
the radiometric measurement levels that are needed to satisfy the information need;
and second, the implications for a payload in terms of size and perforrnance to be able
to sense the required signature.
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aspects, such as measurement techniqt
fire or deforestation), and measutem
temporal). By way of exarnPle, howe
remote sensing payloads and correspot

' ' .  ; " - : ' : : t

TABLE 9-13. Characteristics of Typical l' ,

Observatic

Purpose lnstru-ment Name
t

Solar
Physlcs

Lyman-Alpha CoronograPn
X-ray TelescoPe Speclrom.
Solar Optical TelescoPe
Solar Magnetic Velocity Field
100 m Pinhole Camera
Exlreme UV Telescopo
Solar Gamma RaY SPectrom.

2.8 >

I .a
2 :

2.78,

Space
PIasma
Physics

lon Mass Spectrometer
Beam Plasma

Plasma Diagnostics
Doppler lmaging Interferom.
Proton (lon) Acteleralors

0.5
0 .6 :
two

6.7

High
Energy
Astro-
physics

Gamma Ray Burst
Cosmic Ray Transition
X-ray Spectrom,/Polarimeter
Short X-ray
Hi Energy Gamma RaY Tele.

e

Besources Gravity Gradiomeler
Synthetic Aperture Radar
Multi-SDectral Mid-lR
Thematic Mappor

2.t
1

2

Materials
Processing

Materials Experifllent Assem.
Soliditication ExPeriment

Lite
Sciences

Life Science Lab Module

Envircn-
mental

Limb Scanning Hadiomeler
Microwave Fladiometer
Dual Frequency Scanerom.
Ocean SAFI
Solar Spectrum
Doppler lmager
Photometric lmaging

4.1

0.,

co:m. TDFTS Comm. PaYload

DSCS l l l

z

The measurement techniques eml

mation that can be exploited to under
information content provided by pr

spatial, spectral, and radiometric rel

4. Data is
board)



Sizing

and scheduling of the sensor,
ln of the data can dramatical
challerrge and decrease the firil
such as atmospheric

but technical effects
the resolution of the

information about
for spacecraft imagery, see

such as FireSat needs to
including different phases of
I and Chap. L4 for adescription

pay particular attention to the
phase (see Activity Planning i

a sample mission timeli

sensor data stream

for analysis (or processed

presence of fire (this may
fire detection process that

)

presence offire

authorities and research

to an alternate operating
monitors surroundins areas

phase of the mission and
gency and failure modes. This
of the operating environment.

requirements. How.to
ious. The general approach

ing a payload to satisfy a
Lenology (e.g., measuring th
inss need to be established.

to satisfy the information
of size and performance to be

Observation Payload Design 'rn<

Categorizing remote sensing missions is complicated by the fact that sensors usually
have multiple uses, and they can be categorized according to any number of different
aspects, such as measurement technique (active or passive), event measured (such as
frre or deforestation), and measurement resolution (spatial, specftal, radiometric,
temporal). By way of example, however, Table 9-13 provides a small sampling of
remote sensing payloads and corresponding spacecraft missions.

TABLE 9-13. Characteristics of Typical Payloads.

The measurement techniques employed in sensors are tailored to provide infor-
mation that can be exploited to understand the subject. We describe the fundamental
information content provided by passive remote sensing instruments in terms of
spatial, spectral, and radiometrii risolution. We then introduce the basic iypes of
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2.7 x1 dia.

7.3 x 3.8 dia.
2x0 .4x0 .4

1 x 1 x 2
2 .78x0 .86x0 .254

1 x 1 x 3

250
465

6,600
183

1,000
128

2,000

87
30

2,000
322
3UU
164
500

I  J .C

0.4
cu+
2+
0.5
1.28
0.1

1.25

140 cm2

0.003
0.003

0.003

0;003

Space
Plasma
Physics

lon Mass Spectromeler
Beam Plasma

Plasma Diagnostics
Doppler lmaging Inlerferom.
Proton (lon) Accelerators

0 . 5 x 0 . 5 x 0 . 4
0.6 x 0.7 x 0.7 +
two 0.7 dia. ant.

(0.2s)3
6 . 7 x 3 , 4 x 3 . 1 0

80
1 7

2,000
100
500

250
620

1,500

334
38

50
4.2

0.256
(4.2Tv)

0.01
0.016

1
5

High
Energy
Astro-
physics

Gamma Ray Bursl
Cosmic Ray Transition
X-ray Spectrom./Polarimeter
Short X-ray
Hi Energy Gamma Ray Tele.

2x4dia.
3.7 x2.7 dia.
1 . 6 x 1 . 6 x 3

1 x 1 x 3
3 d i a . x 4

1,000
1,500
2,000
1,000

10,000

120
230
300
300
100

0.01
0 .10
0.03
0.025
0.003

2.70

1 x 3
0.1
u . l

0.1

Besour@s Gravity Gradiomeler
Synthetic Aperture Radar
Mulli-Speclral Mid{B
Themalic Mapper

0.23 m sphere
2 .8x3 .7x1 .4

1.5 x 1 d ia.
2 x 0 . 7 x 0 . 9

1 0
808
800
239

1
3,000

900
280

120
30
85

8x2.8
1

0.406

2.5
0.1
0.08

Mateials
Processing

Materials ExDeriment Assem.
Solidif ication Experiment

1 x 1 x 2 900
1 ,100

500
3,000

0
o.o2

Ute
Sciences

Life Science Lab Module 7x4d ia . 6r800 8-25
KW

1 . 0

Environ-
mental

Limb Scanning Radiometer
Microwave Radiometer
Dual Frequency Scatterom.
Ocean SAR
Solar Soectrum
Doppler lmager
Photometric lmaging

4.8 x 1.9 did:
4 x 4 x 4

4 . 6 x 1 . 5 x 0 . 3
20x2xO.2

0 . 4 x 0 . 3 x 0 . 6
1 .25x0 .6x0 .8
1 . 4 x 1 . 4 x 0 . 5

- 800
325
150
250

1 6
191
147

125
470
200
300
60

165
330

0.52
0.20
0.01
120
Low
20

0.01

4
4.6 x0.3
2 O x 2

*0.1

0.1
t3
i J

t t . c

Comm. TDRS Comm. Payload

DSCS III

2 . 5 x 2 . 5 x , | 680

550

7 1 (

491

300 ()2)
+ 5 0

4.8 - 0.3



276 Space Payload Design and Sizing

detectors and collection techniques that are employed in the design of a remote sensing
instrument.

We use various applications of imaging sensors, such as film cameras or electro-
optical devices, to measure and analyze spatial features. Optical imaging in the visible
spectrum is the most common approach for applications dealing with topographiq
mapping and photogrammetry. Other sensors that rely fundamentally on spatial mea-
surements include sounders and altimeters (Kramer [1996] lists examples of these
types ofsensors).

Spatial resolution is a function of many different parameters of the remote sensing
system. It is usually different from the ground sample distance (GSD), the distance at

. which the sensor spatially samples the target scene for sensors that have a conespoir-
dence between detector,size and ground target sizq. For targets with very high contrast
to the background, the spatial resolution can be finer than the GSD-usually however,:
it is on the order of twice the GSD. Altematively, the spatial resolution can be charac-
teized by the angle under which it sees the smallesi target. The smallest physical
features that can be discriminated using the sensor measurement characterize the lim-
its of spatial resolution in a remote sensing system. Spatial resolution is a funetion of
the range from the sensor to the target,.the aperture and focal length of the lens, and
the wavelength of the incident energy. We can characterize the spalial resolution by
t}le angle that the sensor can resolve, or directly as the ground range in units of length
for the size of the smallest object that can be discriminated.

We use spectrometers to analyze spectral content of a scene to identify the chemical
' composition of the objects being sensed. The spectral information received by a sensor
is a composite of the spectral information emitted by all objects in the field-of-view.
The spectral content reaching a potential multispectral FireSat payload, for example,
will include signatures from soil, vegetation, and cities in addition to a fue that may
be present. The combined spectral content of all these features may be very different
from the spectrum of a forest fre by itself. Combining information from multiple spec-
tral bands has beqn used sUccessfully to differentiate key features and maximizing the
utility of a sensor with a given spectral resolution.

We can use a multispechal sensor to uniquely determine the features within an
image. Multispectral systems typically employ tens of bands. Hyperspectral and ultra-
sBectral systems employ hundreds and thousands of spectral bands, respectively.
Following the example presented by Slater [1980, pp. 17-18], we consider a multi-
spectral image of an area containing concrete, asphalt, soil, and grass. Figure 9-17
shows typical spectral reflectance for these four materials. If we have an imager with'only 

three bis of radiometric sensitrvity (low, medium, and high), then no single
image, whether panchromatic or filtered to a particular band region could distinguish"
these four materials. However, a properly calibrated two-band multispectal system
can uniquely resolve these four materials using bands in the 600-700 nm and 700-
900 nm wavelengths. The returns for each of these materials is shown in Table 9-14.
. Using multispectral sensors to study more complex scenes or to identify additional
materials requires more bands or nilrower bandwidths. The number of sp-ctral bauds
and the bandwidth of each band determine the resolving power of a spectral sensor.
We achieve higher spectral resolution is achieved by narrower bandwidths, but using
nilrower bandwidths tends to reduce the signal-to-noise ratio for the measurement.

We can also use intensity information contained in the electromagnetic field to
exfract useful information for remote sensing purposes. If we have an imager with four
or more bits of sensitivity operating in the 700-900 nm wavelength, then a single

Observati

.  r : i . i i i _ : . : , t :

Fig.9-.17. 
- 

Typlcal Spectral Rettectanie.li
single-band loW-resolutioh sen,::
resolution sensor can, as shovri'1,

TABLE 9-14. Spectral Re6olution lor Sr
sensor returns for the two-
flom Fig. 9-17.

Material
Sensor H

600-70

Concrete Medi,

Asphalt Lor

Soil Medit

Grabs Lor

image could be used to distinguish all f
ity to distinguish the intensity ofradii
the presence or absence of energy at ,
sensor were being designed to detect I :
sity information in the thermal signar
radigmetric resolu_tion of the instrurn,
befween a forest fue and a cariipfire,lf;,

Merely detecting the preselce of th
burning biomass is not sufficient for sa
used to represent the intensity informat
by two practical limits [Slater, 1980, p
data, ind (2) the.level of confidence r
sigaal leyels. l

Radiomeftic instruments mcasure I
passively measure the intensity, while
sute surface roughness by sensing the t
Polarimeters measure the polarizatiol
wave. Refer to Table 9-13 to see exarr



Sizing

in the design of a remote

. such as filrn cameras or
Optical imaging in the v

ions dealing with
rely fundamentally on spatial

[1996] lists examples of

parameters of the remote
distance (GSD), the distance:

for sensors that have a
. For targets with very high eon

than the GSD-usually
spatial resolution can be
t target. The smallest physi

measurement characterize the li
Spatial resolution is a function
and focal length of the lens,

ize the spatial resolution
the ground range in units of

inated.
t ofa scene to identify the

information received by a
by all objects in the freld-of

FireSat payload, for
ties in addition to a fre that md

features may be very di
ng information from multiple

key features and maximizing

determine the features within
of bands. Hyperspectral and

of spectal bands, respecti
pp. 17-18], we consider a multi

soil, and grass. Figure 9-l

Observation Payload Design

600
Wivelength, (nm)

277

0.5

E 0.4
.g

E o.t
0 r :
- 0.2

0.1

0

Fig. g-17. Typical spectral Rettectance curves for Grass, concrete, soil, and Asphalt. A

,single-band low:resolution sensor cannot distinguish all 4 types, but a 2-band, low-

. resolution sensor can, as shown in Table 9-14 [Slater' 1 980]'

TABLE 9-14. Spectral Resolution lor Sample Two-Band Sensor. Combining low-resolution
sensor returns for the tlvo-band sensor can uniquely identify the four materials
frorn Fig. 9-17.

band region could distingui
rwo-band multispectral s
; in the 600-700 nm and

materials is shown in Table 9-14.
scenes or to identifv additi

ttrs. The numberof spectral
ving power of a spectral sensor
narrower bandwidths. but

noise ratio for the measurement.
in the electromagletic field

ials. If we have an imager witl
um, and high), then no singli

If we have an imager with four;$
nm wavelength, then a singleLi

Material
Sensor Reading

600-700 nm
Sensor Reading

70G-900 nm

Concrete Medium High

Asphalt Low Low

Soil Medium Low

Grass Low High

signal levels.
Radiometric instruments measure the intensity of incoming enelgy. Radiometers

passively measure the intensity, whlle scatterometers are active instruments that mea-

i*e su.fuc" roughness by sensing the bacicscaftered field when a surface is illuminated.
Polarilneters measure the polarization state of a transmitted, scattered, or reflected

wave. Refer to Table 9-13 to see examples of these s€nsor types.
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The limiting factors in intensity measurement using radiometry are the signal-to-
noise ratio (SNR) of the sensor and the quantization levels of the measurement device.
Applications requiring high radiometric accuracy include vegetation and soil analysis
studies, while applications such as sea surface temperature studies require less radio-
metric resolution.

Figure 9-18 shows the resolution characteristics of an example sensor acrbss the
th-ree primary dimensions. The sensor is the MODerate-resolution Imaging Spectro-
radiometer MODIS), a part of NASA's Earth Observing System. The MODIS scan-
ning radiometer has 36 channels that have been selected to enable advanced studiEs of
land, ocean, and atmospheric processes. We will discuss applications of the MODIS
sensor to the problem of automatic fire detection in Sec. 9.6.

SDallal Besolution:
(Ground Sample Oistancs)

MODIS 0.86 micron

Spectral Resolutlon
(Bandwidth) (Dynamic Range)

Fig.9-18. Dimensions of Resolut ion for Two Ghannels of the MODIS Instrument. The
diagram illustrales the spatial, spectral, and radiometric dimensions of measurement
resolution for MODIS. The spatial resolution of the 1.6 micron channel is 5OO m at a
spectral resolution of 20 nm compared to 250 m and 40 nm for the 0.g6 micron
channel. Both channels have 12-bit radiometric resolution. Data from King, et al.
[1 ee2].
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9.5.1 Signal Processing and Data Rates

Analog signal processing is very similar for CCD read-out imagers and for infrared
imagers using an integrated mulitplexer. In both cases weak analog signals need to be
amplified and conditioned, maintaining high dynamic range and high processing
speed. Electronic signal processing at high speeds with high accuracy can become a
cost and schedule driver in the development of high-resolution instruments. Typically
we must incorporate massively parallel processing and tailored implementation tech-
nologies to allow high-speed, trigh-accuracy analog processing. Concems about elec-
Eomagnetic interference dictate that this processi-ng be conducted as close to the focal
plane assembly as possible. On the other hand, strict thermal decouplin$ between
imagers and the heat dissipating elechonics must be maintained.

For CCD imagers the dark signal typically doubles with each rise ia temperature of
seven degrees. lnfrared imagers are usually cooled to low temperatures; therefore, we
must minimize each.heat leak to their cryostat to keep the cooling power low. The
cooling requirement becomes more stringent as the wavelength of the radiation to be
measured becomes longer. For wavelengths in the 100 pm range the detectors are typ-
ically cooled to 4 K. Even small heat leaks, such as those from the necessary electrical
wiring and mechanical connection to the spacecraft, transport excess heat requiring
high cooling power.

Fig.9-19. Block Diagram of an Optical Instrument. Photons are collected by the CCD
imager, then amplified and processed. The primary supporting functions of power and
control are also depicted. The sampling process tor charge coupled device signal pro-

- 
cessing typically uses correlated double sampling to eliminate reset noise.

The block diagram in Fig. 9-19 shows the typical functional blocks found in the
electronics of an optical instrument. The signal flow through the electronics begins
with the detector in the focal plane of the instrument. It converts photons to analog
electrical signals, which are amplified and conditioned. Any additional signal process-
ing is performed in the digital data processing block. The analog and digital signal

Analog
to Digitat

Conversion

Power Supply and Conditioning
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processing blocks operate synchronously with the read-out of the imagers. The central
timing system supplies appropriate timing signals to all relevant circuit blocks to guar-
antee synchronous operation. Because electrical signals processed in the instrument
electronics iue weak, we have to pay special attention to power conditioning. Careful
filtering aud clean electrical grounding must be implemented to decouple digital and
analog signals.

The instrument control computer manages the signal processing and timing func-
tions performed by the instrument and it interfaces to the rnain spacecraft computer.
Depending on the design, timetagged commands are executed by the instrument

rcomputer or issued by the spacecraft computer.
. Analog signal processing for CCD. imagers usually involves correlated double
sampling. This technique takes two slightly time-shifted samples of the analog signal
and subtracts one from the other to extract their image-related video signal. The adap-
tation of this video signal to the input range of the analog{o-digital converter requires
setting gain and offset parameters for the system. Digital data processing normalizes
the imager pixels. Normalization requires that any non-uniformity in photo response
and dark signal must be removed fror-n each pixel. This task is frequently conducted
on board the spacecraft because some of the most straightforward data compression
algorithms become invalid if the pixels are not normalized. Furthermore, signal pro-
cessing for normalizing pixels may be required if we use onboard calibration methods
in the sensor.

We must select the process of normalizing pixels based on the characteristics of the
sensor. For sensors with a linear responsd:, one- or two-point correction is suffrcient.
Highly nonlinear detectors, as is often the case for infrared detectors, require n-point
correction techniques. Figure 9-20 illustrates an example of two-point correction.The
offset (dark signal) and gain factor (response) are corrected by frst subtracting the
individual offset value and then by dividing by the individual response for each pixel.
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Flg.9-20. Two-point Normalizatlon ol Plxel Response. The left diagram shows the original
response functions of individual pixels. The right diagram shows the
response function of the same pixels, where the etfects of the variations in ofisel val-
ues and responsivity values have been removed from the individual pixels.

High-resolution optical instruments typically generate data rates on the order of
several hundred Mbps and above. To send'this data stream to a ground station in real"
time, the system may need several parallel channels with capacities up to 100 Mbps :
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then reconstruction fails). And on the right, sampling an illumination pattern with
twice the spatial frequency results in a pixel response of mid-gray since every detector
pixel is illuminated over half its area in the example. All samples in the third case show
the same constant value which corresponds to a spatial frequency of zero (line-pairs
per meter).which was not present in the original scene. This creation of new frequen-
cies is known as aliasing. Such frequency components cannot be removed by addition-
al processing of the reconstructed image. Furthermore, the well known techniques to
eliminate aliasing in electronic signal processing (band limiting the input signal to an
elechonic sampler using a low pass filter conesponding to the Nyquist condition) are
not feasible when we sample images in the spatial domain. Usually we cannot use our
optical system as a band-limiting low pass filter since its aperture diameter and cut-off
frequency are usually defined by radiometric requirements. The result is that we usu-
ally have a certain amount of unavoidable aliasing which degrades the image quality
of such svstems.

0.2 0.4 0.6 0.8 1 1.2 1.4

: , Spatial Frequency (F)

Fig. 9-22. Modulatlon Transfer Function of Clrcular Diffraction-Limited Optlcal Systeni,
vs. Spatlal Frequency. MTF curves for a clear circular optical system is compared
with one having a central obscuration (as found in on-axis reflective telescopes). The
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MTF can be thought of as a function dependent on the spatial frequency, E which
describes the modulation (contrast) funciion through the optical system (analogous
to the frequency dependent gain of an electrical transmission block). The MTF'starts

The Modulation Transfer Function MTD is the ratio of the intensiry variation of ,
the ground scene to the intensiry variation of the image at a given spatial frequency. .'I'he 

cut-off frequency is that spatial frequency at which the transfer function beComes'
zero. Figure 9-22 shows the theoretical MTF of an optical system with and without'
central obscuration. The theoretical MTF can be approximated by a Iine starting at I
when the spatial frequency is 0 and falling to 0 at the cut-off frequency, F" = b\h,',

ii:;: i'

r rri

\
\

\ MTF 01dear ap

I
Theo]etlcal
wilh cenlral

I

I
vlTF'of aperture
tbseuration

I

\

\
, =  D / L l

I
\)



Sizing

ing an illumination pattern
of mid-gray since every

All samples in the third case

9.5 Observation Payload Sizing

where D is the aperture diameter, 21" is the wavelength, and /r is the altitude. It is the
autocorrelation function of the effective aperture. In optical terms, the MTF is the
absolute value of the complex Optical Transfer Function (OTF) which describes how
the complex amplitudes of the optical wave front are transferred by an optical system
at different spatial fiequencies.

The MTF describes the transfer quality of an optical system as a function of spatial
frequency. The point-spread function illustrated in Fig. 9-16 describes exactly the
same properties by showing the two-dimensional intensity distribution in the focus of
the optical system. The two are interrelated by the Fourier transform function.

9.5.2 Estimating Radiometric Performance

In order to estimate the radiometric perforrnance of optical instruments-in the visi-
ble or near infrared we start with the radiometric input of the Sun shown in Fig. 9-23.
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Fig. 9-23. Solar Radiometric lnput. Radiometric input (radiance in Wm-2 m-1 [wavelength])
the Sun at sea level as a function of the wavelength.

'Ihe 
integration of the.spectral radiometric input over the spectral bandwidth gives

the power density in the spectral band of interest. To first-order we can assume that
lambertian (ideal) reflection with a constant reflection coefficient occurs at the target
scene (this approximation holds for small spectral bandwidth). The area of the ground
pixel resulting in back-radiated power determines the power density per solid angle-
The atmosphere attenuates this radiation by a constant fransmission factor (again
invoking an approximation for small spectral bandwidth). The effective aperture at
orbital altitude collects a very small fraction of this radiation resulting in the power at
the entrance of the optics. The signal power is attenuated further by transmission
through the optics, ultimately resulting in a lower power level at the detector pixel.
During the integration period a certain amount of energy (power times integratisn
period) is accumulated in each pixel. This energy is divided by the bnergy of one
photon (which is wavelength dependent) resulting in the number of available photons
per pixel. The quantum fficiency of the detector transforms this number of photons
into the number of available electrons. These electrons comprise a charge packet and
correspond to the output signal ofthe detector.

To fully characterize the radiometric performance of an instrument, we must
determine the signal-to-noise ratio and dynamic range. The signal-to-noiie
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ficient of the target scene. The maximum dynamic range is the difference between the

darkest and brig-htest possible scene. The brightest scene is typically refleqtion from

instrument in itS ability to resolve temperature variations for a given background

temperatue.

9.5.3 Estimating Size, Weight, and Power

We must be able to estimate the size and main characteristics of the mission pay-

load before completing a detailed design. We want to be able to look at several options

without necessarily designing each in depttr. This section provides )vays to compute

data rates and estimate the overall size and key parameters. In Sec. 9.6.1, we will apply

these values to the FireSat example.
We have looked in some detlil at the design of specific observation payloads in

Sec. 9.4. However, irrespective of the nature of the particular payload, we would like

to estimate its size, weight, and power even before we have done a detailed design' TO

do so, we can use three basic methods:

' Analogy with existing systems

. Scaling from existing systems

. Budgeting by comPonents

The most straightforward approaql ,
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emission of the surface of the

alent temperature of 290 K can be:
as a function of the wavelength is

characteristics. The multi-
transmission results in the

it over the selected bandwidth and
results in the power per solid angle.,
aperrure ofthe receiving optics the,
calculated. This transforms via the

level (usually in the picoWatt
t of energy is accurnulated pei:-

one photon gives the number of
the quantum efficiency to the avail- i

to its output signal.
an instrument with respect to the

- e quiv alent t enxpe rature differ-
temperarure resolution is given

), which generates a signal equiv-
. The NEAT characterizes the
tions for a given background

characteristics of the mission pay-
to be able to look at several options
section provides ways to compute

In Sec.9.6.1, we wil l apply

specific observation payloads in
particular payload, we would like

we have done a detailed desisn. To
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The most straightforward approach is to use an analogy with existing systems. To

do this, we turn to the list of existing payloads in Table 9-13 in Sec. 9.4.3 or other pay-

loads that we may be aware of which have characteristics matching the mission we

have in mind. Kramer [1996] offers a very thorough list of existing sensors. We look

for payloads whose performance and complexity match what we are trying to achieve

and make a first estimate that our payload will have characteristics comparable to the
previously designed, existing payload. While this approach is rough, it does provide a
first estimate and some bounds to decide whether the approach we have in mind is

reasonable.
A second approach, described in more detail below, is scaling the payload estimate

from existing systems. This can provide moderately accurate estimates of reasonable

accuracy if the scale of the proposed payload does not differ too greatly from current

payloads. In addition, scaling provides an excellent check. Most existing payloads

have been carefully designed and optimized. If our new payload is either too large or

too small relative to prior ones, there should be some reason for this change in charac-

teristics. If more detailed estimates based on detailed budgets don't scale from existing

systerns, we must understand whY.
The most accurate process for first-order payload sizing is budgeting by compo-

nents. Here we develop a list of payload components such as detectors, optics, optical
bench, and electronics. We then estimate the weight, power, and number of each. This

is the best and most accurate approach but may be very difficult to apply at early mis-

sion stages because we simply don't have enough initial information. Ultimately, we

will size the payload with budgeting by components. We will develop budges as out-

lined in Chap. 10 for each payload instrument for weight, power, and any critical
payload parameters. These budgets will then help us monitor the ongoing payload

development. However, even with a detailed budget estimate, it is valuable to use

scaling as a check on component budgeting. Again, we wish to understand whether the

components scale from existing payloads and, if not, why not.

Scaling from Existing Sy stems

An excellent approach for preliminary design is to adjust the parameters in

Table 9-13 to match the instrument we are designing. We will scale the instruments
based on aperture-a main design parametel that we can determine from preliminary

mission requirements. To scale, we compute the aperture ratio, R, defrned by

(e-16)n=4
Ao

where A; is the required aperture of our new instrument, and Ao is the aperture of a

similar instrument (Table 9-13). We then estimate the si2e, weight, and power based

on ratios with the selected instrument from Table 9-13, using the following:

L;= R Lo l=lineardimensions (e-17)

(e-18)

(e-ie)

(9:20)

(e-2r)

Si= Lr2

Vi= Li3

.S = surface area

V = volume

Wr= KR3Wo W= weight

Pi=KR3P' P=power
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The factor K should be 2 when R is less than 0.5, and I otherwise. This reflects an
additional factor of 2 in weight and power for increased margin when scaling the sys-
tem down by a factor of more than 2. When the system grows, the R3 term will directly
add a level of margin. For instruments more than a factor of five smaller than those
listed in Table 9-13, scaling becomes unreliable. We recsmmend assuming a madis
density of I gm/cm3 and power density of 0,005 Wcm3 for small instruments. An
example of these computations for FireSat is in Sec. 9.6.1.

9.5.4 Evaluate Candidate Payloads

Multi-attribute performance indices can be defined for comparing optical instru-
ments with similar performance characteristics. For high-resolution spatial
instruments three basic values describe the quality (corresponding to the information
content) in the image. The three defining features are the signal-to-noise ratio at spatial
frequency zero (high SNR conesponds to high information content), the MTF of an
instrument at the Nyquist frequency (high MTF corresponds to high information
content for sampling rates between zero and the Nyquist frequency), and the ground
sample distance GSD (small GSD corresponds to high information content). We
define a relative quality inde.r (RQI) to allow straightforward quantitative compari-
sons with a reference instrument denoted bv the suffix ref.

y.5 Observal .,:

l f i

PP=?4!  'v '  '6  =
XY

where 4 is the maximum look angle i
craft ground-track velocity, ,S, is the
sion, and I is the along-frack pixeld
swath widths. The data rate can be inc
keeping data or coding and it can be d
13.2.2, nd 15.3.2.). t,

TABLE 9-15. Calculation Design Para ,

Step Calculat

Step 1. Del

(e-22)

This relative quality index allows the designer to tradd requirements with respect to
each other. For example, a higher SNR can compensate for a lower MTF at the Nyquist
frequency for a given GSD. Such comparisons allow for first-order insights into the
relationships between complexity, performance, and cost of candidate sensors. For
example, suppose we define a reference instrument to have an SNR of 5L2, and an
MTF of 0.5 and a GSD of 25 m. If we then compute design parameters for a particular
mission, We.can generate a relative quality index, or score,'for our design wiih respect
to the reference instrument. For instance, if our design choices lead us to an instrument
with a SNR of 705.2, a MTF of.0.47 and a GSD of 30 m, then the (QI for this system
will be 1087o. This index offers a straighforward method for comparing several com-
peting sensors across thr6e key performance measures.

9.5.5 Obseryation Payload Design ProceSs

Table 9-15 contains the details of the design process for visible and infrared
systems. We begin with basic designparameters such as the orbital height, minimum
observation angle and ground resolution. We then compute the quantities that describe
the performance of the instrument. In parlicular, we determine the pixel processing
parameters and system data rate, the size of the optics for a given pixel size, and the
radiornetry of the sensor. Sample computations for the FireSat payload are given in the
third colurnn.

The data rate required for observation payloads depends on the resolution,, cover-
age, and amplitude accuracy. With the maximum look angle, 4, spacecraft altitude, ft,
and cross-track pixel size, X, we have to image 2qh I X pixels per swath line (cross-
track). With the spacecraft ground-track velocity Vg and the along-track pixel size I
we have to scan V* / Y swath lines in one second. If we quantify the intensity of
each pixel by D bits (24 amplitude levels) we generate a data rate, DR, of

D^f _ .sNR MTF GSD,rf
l \ v ,  -  -

.tNR 
"/ 

MTF,"f GSD

Define orbital altitude; h

Computeorbitperiod, P
Compute ground track
velocity, V,

Compute node shift, AL

angular
of the Earth, p

max. distance
to the horizon, Dr",

rnax. incidence
ang" /.r4, or max. Earth
cen. ang. ECAmex

Compute sensor look
angle (= nadir angle), 4
Compute min. elev.
angle,  e=90' - /A

Compute max. Earth
central angle, ECAmax

Compute slant
ra4ge, Fg

Find swath width

Design paramete,

Eq.(7-7),lRC., : i.

Eq. (5-31), IRC-

Eq. (7-13), IHC-
Step 2. Define S

Eq.  (5-15) , IRC'

Eq. (5-17), IRC'

Design parametet

Eqs. (5-24) or
(5-25b), IRC* ,

Eqs. (5-25b) and
(s-26), rRC.

Eqs. (5-25b) and
(5-26), rRC'

Eq. (5-27), IRC-

=2 ECAnax

Step 3. Define Pixt
Specity max. along-
track ground sampling
dist., Y.r,

Determine instan-
taneous field of view,
tFov
Find m€ix. cross-track
pixel resolution, Xrro
al ECA*",
' IRC = parameter tabulated on the Inside Rear (
tCalculations are based on a circular orbit.

Design parameter

IFov =Y'u '1t
Fs

u Y^u^'"r =i6liEl
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and 1 otherwise. This reflects
margin when scaling the s

grows, the R3 term will directl
factor of five smaller than

We recommendassumlng a
/cm3 for small rnstruments.
96r

for comparing optical
For high-resolution

corresponding to the i
the signal-to-noise ratio at spatial

content), the MTF of an
corresponds to high information'
/quist frequency), and the ground'.

high information content). We
quantitative compari.

Observation PaYload Sizing

,o=ry'+'u =+'+', bits/second (bPs)

13.2.2, and 15.3.2.)'

TABLE 9-15. Calculation Design Parameters for a Passive optical sensor.

. IRC = oarameter tabulated on the Inside Rear co/er for Earth satellites Parameters.

toalculations are based on a circular orbit.
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(e-2t)

ref.

D--r

GSD (9-221,

frade requirements with respect to
for a lowerMTF at the Nyquist:,
for first-order insights into the,
cost of candidate sensors. For';r

to have an SNR of 5I2, and an
design parameters for a particular:
score, for our design with respect'

choices lead us to an instrument
m, then the RQI for this system

for comparing several com-

for visible and infrarec
as the orbital height, minimum

the quantities that describe
determine the pixel processing
for a given pixel size, and the

FireSat payload are given in the

nds on the resolution. cover-
angle, 4, spacecraft altitude, ft,

/ X pixels per swath line (cross-
and the along-track pixel size I
If we quantify the intensity of
a data rate, DR, of

Step Calculation Firesat

Step 1. Define Orbit Parameters

Comments

Define orbital altitude, h

Compute orbit Period, P

Compute ground track
velocity, Vn

Compute node shitt, AL

Design parameterr

Eq. (7-7), IRC'

Eq. (5-31), IRC'

Eq. (7-13),lRC.

h = 700 km See Table 3-4, Sec. 7.4

P = 98.8 min Assumes circular orbit

Vn = 6J6 kn/s Assumes circular orbit

AL = 24.8 deg Function of inclination

SteD 2. Define Sensor viewing Paramelers

Compute angular
radius of the Earth, P

Compute max. distance
to the horizon,, Dmax

Define max. incidence
ang. IA, or max. Earth
cen. ang. ECAmax

Compute sensor look
angle (= nadir angle), 4

Compute min. elev.
ang le ,e=90 ' - rA

Compute max. Earth
central angle, ECAmax

Compute slant
ra4ge, Bg

Find swath width

Depends.on orbital
altitude

Depends on orbital
altitude

Adjust swath width for
good coverage
(Sec.7.4)

Will be less than P

ll max. ECAr"r given,
compute t

lf e given, comPute
ECAnax

Fs here = D in ChaP. 5.

Determines coverage

Eq.  (5-1s) , lRC.

Eq.  (5-17) , IRC'

Design parameter, IRC'

Eqs. (5-24) or
(5-25b),lRc'

Eqs. (5-25b) and
(5-26), IRC'

Eqs. (5-25b) and
(s-26),lRc.

Eq. (5-27),IRC'

=2 ECAmax

p = 64.3 deg

n -vmax -

3,069 km

lA = 70 deg

4 = 57.9 deg

e = 20 cleg

ECA^*=
12.1 deg

Rs = 1'578 km

2 ECAnax-
24.2deg

Steo 3. Define Pixel Parameters and DaIa Hare

Specity max. along-
track ground samPling
dist., Yrr"

Determine instan-
taneous field of view,
tFov
Find max. cross-track
pixel resolution, Xr"*,
at ECArrr

Based on sPatial
resolution requirements
at ECA^",

One pixel width

Driven by resolution
requirement at
maximum slant range

Ymax = 68 m

IFOV=
0.00245 deg

Xmax=
199.6 m



Step CommenlsCalculalion FireSat

Step 3. Deline Pixel Farameter5 and Data Rate (Continued)

Determine cross-track
groud pixel resolution,
X, at nadir

Determine along-track
pixel,resolution, Y,
at nadir

Determine no. of
cross-track pixels, Z"

X = 3 0 m

Y = 3 0 m

Z"= !.-/ Y lQa

Za= 225.6

Z = 1 . 0 6 x 1 0 7

I bits

DF = 65 1t160.

Best cross-track
resolution for this
instrument

Best along-track
resolution tor this
instrumenl

Ground pixel size varies
along the swath

Number of successive
swaihs without gaps at
nadir

Based on radiometric
resolution requirement
and dynamic range

Large number may
challenge downlink
capacity

Find no. of swbths
recorded along-lrack 2. =vg'1 

sec

in 1 sec, Z, Y

Find no. of pixels Z = Zc. Za
recorded in 1 sec., Z

Specity no, of bits Design parameter
used to encode
each pixel, B

Compute data rate, DR = Z. B
DH

Step 4. Define Sensor Integration Parameters

Specify no. of pixels for
whiskbroom inst. N,

Find pixel integration
period, I

Find resulting pixel
read-out frequency, F,

Verify detector time
constant, I4"1, is
smaller than 71

Nm = 256

Ti=24j ps

Fp= 42kH'z

Ta"t. Tt

Must be large enough
to allow sufficient
integration time

Integration tirne of
each detector pixel

Compare with
physical properties
in Table 9-12.

Design parameter

T, =!- 'N*' v s z c

Fp = 1l\

Ta"t. Tt.

Step 5. Define Sensor Optics

Specify width for
square detectors, d

Specify quality factor
lor imaging, O

Specify operating
wavelength, ,t

Define focal length, f

Find diffractionJimited
aperture diameter, D

d= 30 pm

Q =  1 . 1

)"= 4.2 pm

f  =O.7  m

D= 0.263 m

Typical for available
detectors

0 . 5 < O < 2 ( Q = 1 . 1  f o r
good ima$e quality)

Based on subject trades

Use aititude and
Eq. (s-12)

Eq. (9-14) equivalent

Design parameter

Design parameter

Design parameter,

.  h . d
t = -

X

^  2 .441. f  .O
u = -

d

288 Space Payload Design and Sizing 9..l

TABLE 9-15. Calculat ion Design Parameters for a Passive Optical Sensor. (Continued) TABLE 9-15.

Step

Comoute F-number
of optics, F#

Compute field of view
ol optical system, FOY

Determine cut-off
frequency, F"

Determine cross-track
Nyquist frequency, Fn"

DeterminE along-track
Nyquist freqaency, Fr"

Compute relative
Nyquist fiequencies,
l-qs d,OQ Fqa

Find optics PSFas a
function of distance, ,i
from center of detector

Find optical modulation
transf er f unctio n (MT F s)
for clear circular optics

Compute system MTF
cross-track, MIFS

Defihe equivalent
blackbody temp. T

Define the operating
bandwidth, A.1

Determine blackbody
spectral radiance, L,

Look up transmissivity,
r (/,) of the airnosphere

Compute upwelling
radiance, Lrol

Compute integrated
upwelling radianca, L;n1,

Observati

Calculation Design Parar

Calculatl

Step 5. Dr

F#= f/D

FQV= lfQt/ ' l't^

F"= D/ )vh

Fnc = 1l2X

Fna = 1l2Y

tr
E  - ' 0 c  .

tr

PSF(r)=11J, (4
Z= n ' r  D /1f

MTFy(F)= (2C l,

xlv- c
12 r".,lrc2

Step 6. Estimate Sensc

Compute detector MTF MTFX= [sin(F;)/I
cross-track, MTFy, and MTFy= lsin(Fy) t
along-track, MIFy

MTFs(n =
wFo(F). MTF|U

Design parameter

Design paramele'

Lt=E(1) |4n
E(.1) from Eq.(9-i

See Fig.9-6

Luo;i ()"1= L7 c (7)

Lint( )=ZL,p,(
I



Sizing

Passive Optical Sensor.

Observation PaYload Sizing

TABLE 9-15. calculation Design Parameters for a Passive optical sensor' (continued)

instrument :1:

Best along-tracn '',..
resolution for this :-.i

Ground pixel size variel
along the swath 1:

Number of successive
swaths without gaps at.'
nadir

j

Based on radiometric .r
resolution requirement :'

Large number may .,,
challenge downlink
capacity ..

= 256 Must be large enough
to allow sufficient
inlegration time .,

24.1 lls Integration time of
each detector pixel

< T Compare with' 
physical properties \t
in Table 9-12.

30 pm Typical for available
detectors

1 . 1  0 . 5 < O < 2 ( Q = 1  . 1  f o r
good image quality)

4.2 pm Based on subjecttrades

0.7 rn Use altitude and
Eq. (s-12)

0.263 m Eq. (9-14) equivalent

' Calculation FireSat

Step 5. Define Sensor OPtics

Nyquist frequency, Fnc

Determine along'track
Nyquist frequencY, Fn"

Compute relative
Nyquist frequencies,
Fo" and Foa'

Find optics PSFas a
function of distance, r'
from center of detector

Find optical modulation
transfer f unctio n (MTF s)

PSF(r)  = l IJ1(4 |  42
Z = x r D l T f

MTFy(F\=(2C tn)
r " l

xlL--L-asincl
l2 F".h-cz I

F# = 2.7

FOV=
0.628 deg

Fc =0'09
line pairVm

F,rc =

0.017lp/m

c -t n a -

0.017lp/m

tr - 1Qo/^
' a c -  ' v r e

F - 1o0/^
' q a - . v ' v

See Figs.
9-26A and B

See Fig.9-268

Typical range = 4-€

FOV for the
array of Pixels

Referred to nadir

Referred to ground Pixel
resolution atnadir

Referred to ground Pixel
rbsolution at nadir

% of the cutotf
frequencY used
for tlis case

Use-2d < r<2d
J1 is the Bessel function
of order 1

U s e 0 ( F c F t
Q = F / F s

St"p 6' Estimate Sensor Radiometry (for Nadir Viewing)

ComDute detector MIF
cross-track, MTF 7a, and
along-track, MIFy

Compute sYstem MTF
cross-track, MIF"

blackbody temP. T

Define the oPerating
bandwidth, al

Determine blackbodY
spectral radiance, Lrl

Look up transmissivity'
r (tr) of the atrnosPhere

Compute uPwelling

MTFy= [sin(F;)/F16]2.
WFy= lsin(Fil lFv I

MTFs(n =

wFo(F).MTFc(n

Design Parameter

Design Parameter

L7= E(7) | 4n

E(.1)from Eq. (9-2)

See Fig.9-6

Luoi (L)= L;t Q.\

Li,t(L) =ltro,1l, - )"*',1

See Fig. 9-22 Use 0 < F( F"

Fy=n X F
F y = n Y  F

See Fig. 9'22 Let Frange: O < F< Fc

T = 2 9 0 K

Ai - 1.9 pm

BlackbodY temPerature
of the Earth

Based on subiect trades

Use range ). + M. | 2

Evaluate operating
bandwidth

Total input radiance as.
a function of wavelength

Evaluate over operating
bandwidth



calculation Deslgn Parameters for a passlve optical Sensor. (continued)
Step Calculation FirdSat

Slep 6. Estlmate Sensor Fadlometry (for Nadlr Vlewing) (Conilnued)

efficiency, OE, of
detector at r,

Compute no. of
electrons available, N"

Determine no. of
noise electrons, No

Define no, of read-out
noise electrons, N,

Delermine total no. of

Find signal-to-noise
ratio of the image, SNF

Determine sensor
dynamic range, DF

Total power from the
ground scene that
arrives'at the instrument

P7, is power at the
entrance to the optics

ro=0.75 Typical value for optical
, systems

PD= Very little poWer arrives
3.2 x 10-11 w at each pixel

E=' Radiometric design
7.8 x 10-16 Ws challenge for FireSat

"Np= 1.7 x 104 h is Planck's constant,
c is speed of light

OE= 0.5 Typical physical' property of detector
material

At = 8.3 x 103 Evaluate for an ideal
detector

Nn = 91 Considers only
,Shott noise

Nr=25 Typical vatue

Nr = 95 Assumes uncorrelated
noise processes

SNF = 88 Assuming signal
dominates background

DF = 332.9 With respect to
cold space

Design parameter

P p =  P 6 ' I s

E= Po- Tt

Np= ENhc

Design parameter

Na=  Np 'QE

N, = ffr-

Design parameter

N,=.[MtN?

glyp=rflrlN1

DH - Ne/Nr

Step 7. Find the Noise.Equlvalent Temperature Difference

Ne = 8.7 x 103 Assume scene
temperature changes
b y l d e g K

AN= $$$.9

NEdr= 0.3 K Temperature limit the' instrument can resolve

Becompute afl the Tnew=T+1K
parameters in Step 6
for AI- 1 K

Determine no. oi AN = N"n". _N"
charoe carriers for
1 K temp. change

Compute noise- NEAT = N'/LN
equivalent temp.
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9.5.6 Assess Life-cycle Cost and Ope '

In addition to trades between minimi
are heavily driven by cost. Several app:
to treat cost as an independent variable
trading cost and performance means i
requirements clearly and realistically
involved in the iterative process of d'
excellent descriptions of how to include
see for example Shishko and Jorgensel

Working through the hade-offs ass:
ments in this early stage of payload def
best sensor characteristics to ma*imi
Designers sometimes have a tendency,r
tion of the costs and benefits of vario'
benefis of different design feature9,ar'.
unambiguous and universally acCeptG
providing a corunon footing and level 1
Ultimately, however, judgments about .
schedule constraints rely on human insi
this portion of the payload definition pr

Once we determing the final pa'
requirements, then payload final desi;
could be as simple as an evaluation of r
involve detailed design, fabrication, at
f,rnal step in the payload definiLion and:
ricate the spacecraft payload.

lntegrating a payload into a spacgcl
erations for the other payload subsys
significant impact on the rest. of tlte q :
some of the accommodation aspects c
subsystems. Resolving the-impact of t,-
performance, cost, and technical risk o1r;

9.6 :,

We present two examples of.remot,:
nary and one very mature-to give an
of the design process. Sec. 9.6.1 provii
the FireSat mission. Sec: 9.6.2 desr
Imaging Spebtroradiometer (MODIS),
Observing System EOS-AM1 spacecre

9.6.1 The FireSat Payload

To illustrate the preliminary design
parameters for the FireSat payload de
Chap. 9. We cannot expect to carry out
an IR payload designer. Still, we wo
payload is the size of a shoebox or the
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9.5.6 Assess Life-cycle Cost and Operability of the Payload and Mission

In addition to trades between minimal and desired performance, spacecraft designs
are heavily driven by cost. Several approaches have been proposed and implemented
to treat cost as an independent variable. For our pulposes, it is sufficient tO note that
uading cost and perforrnance means it is no longer suff,rcient to state the mission
requirements clearly and realistically. Rather, the mission requirements become
involved in the iterative process of design (see Fleeter t19961). There are several
excellent descriptions of how to include cost as a system parameter rather than a given;
see for example Shishko and Jorgensen [1996].

Working through the trade-offs associated with cost, perforrnanc.e, and require-
ments in this early stage ofpayload definition keeps payload designers focused on the
best sensor characteristics to maximize mission performance and minimize cost.
Designers sometimes have a tendency to want to perform a purely analytical evalua-
tion of the costs and benefits of various design options. Unfortunately, the relative
benefits of different design features are difficult if not impossible to quantify in an
unambiguous and universally accepted mainer. Analysis can be very useful for
providing a corlmon footing and level playing field for the different design attributes.
Ultimately, however, judgments about satisfuing mission objectives'within cost and
schedule constraints rely on human insight, adding to the difficulty and importance of
this portion of the payload definition process.

Once we determine the final payload type and basic payload performance
requirements, then payload final design can commence. The frnal payload design
could be as simple as an evaluation ofexisting payloads that are available, or it could
involve detailed design, fabrication, and testing of an entirely new instrument. The
final step in the payload definition and sizing process is the decision to procure or fab-
ricate the spacecraft payload.

Integrating a payload into a spacecraft design introduces several practical consid-
erations for the other payload subsystems. These derived requirernent can have a
significant impact on the rest of the spacecraft. Table 9-16 contains an overview of
some of the accommodation aspects of a.payload as it impacts the other spacecraft
subsystems. Resolving the impact of these requirements means we must assess the
performance, cost, and technical risk of each subsystem to accornmodate the payload.

9.6 Exrmples

We present two examples of remote sensing payload designs----one very prelimi-
nary and one very matue-to give an indication of the beginning and ending points
of the design process. Sec. 9.6.1 provides an initial assessment of a payload to fulfill
the FireSat mission. Sec. 9.6.2 describes features of the MODerate-Resolution
Imaging Specuoradiometer (N4ODIS), one of the prirnary sensors on board the Earth
Observing System EOS-AMI spacecraft, which haS a fire detection capability.

9.6.1 The FireSat Payload

To illustrate the preliminary design process for payloads, we will estimate the basic
parameters for the FireSat payload developed throughout Chaps. 1-8 and earlier in
Chap. 9. We cannot expect to carry out a detailed design without substantial input from
an IR payload designer. Still, we would at least like to know whether the FireSat
payload is the size of a shoebox or the size of a truck.

Optical Sensor. (Continued):r'

,389.5 Wsr Total power from the
ground scene that

, arrives at the instrument

= 4n is power at the
x 10-1r W entrance to the optics,,.

= 0.75 Typical value for optical
, : systems

= . Very little power anivesI very ||[ue powef arry

x 1o.r1 W at each pixel

Radiometric design
x 10-16 Ws challenge for FireSat

= 1.7 x 1Oa h is Planck's constant,
c is speed of light

= 0.5 Typical physical
property of detector

Evaluate for an ideal
detector

Considers only
Shott noise

Typical value

Assumes unconelated
norse processes

Assuming signal
dominates background

With respect to
cold space

8.7 x 103 Assume scene
temperature changes
b y l d e g K

335.8

f = 0.3 K Temperature limit the' instrument can resolve
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TABLE 9-16. lmpact ol Bemote Sensing Payloads on the Spacecralt Design. The table
summarizes requirements in other elements of the spacecraft design that must be
present to support a remote sensing payload.
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lmpact Area
Typical Bequirements to

Support Payload
Additional

Considerations

Structure Mount the optical instruments
isostatically to the spacecraft bus

Do not apply excessive forces or
torques to the payload instrument

Make the mounting structure or base
plate for optical components stiff
enough to prevent any misalignment
when subjected to the forces and
vibralions of launch

Carefully analyze aging of material
(e.9., stress release in metal parts),
humidity release, transition to micro-
gravity, and acceleration forces

Typical stability requirements at.critical 
locations within the optical

.instrument housing are in the pm and
mdeg range

Thermal Make large opto-mqchanical
assemblies temperature stabilized or
isothermal

Operate refractive optical systems
typically within a specific temperature
range to achieve required
performance (f requently they employ
semi-active temperature control)

Make reflective systems entirely from
the same material which leads to a
compensation of thermal effects
(typically done for cryogenic optical
systems)

Large reflective sysJems (which use
Zerodur, Aluminum, or Beryllium or
,newly developed materials such as
SiC or CsiC as materials for the
mirrors) and mounting structures
(which use composite materials) are
temperature sensitive and may
require semi-active temperature
control of structure and/or mirrors

Temperature gradients in optical
components can severely degrade
performance

External
Alignment

Align the optical axis of the instrument
and/or the line of sight ot the pointing
device with an external reference on
the spacecrafi . External alignments
may need to be on the order of
1 arc sec

Use reference cubes to achieve
alignment

External alignment requires a
calibrated. optical bench.

Pointing For monocular optical instruments,
make the pointing requirements on
the order of.0.1 to 0.01 of the swath
width, typically
For stereoscopic instruments,
automated digital terrain mapping
requires pointing knowledge of 1/5
of a pixel

Mount attitude determinalion sensors
(e.9., star sensors) to the instrument
(not the bus) to minimize lhe effects
of thermoelasticity

Do pointing by maneuvering the
spacecraft or by pointing devices
(such as pointing mirrors for the tront
of the instrument or Eimbals for the
entire instrument)

Assembly
lntegrution and
Verification

Optical instruments require clean
rooms and clean laminar air flow
benches for all integration and
verifi cation activities

Clean ragm requirements typically
range from 100 to 100,000 ppm

Cleaning optical surfaces is generally
not possible

During eiposure to the environment,
use cleanliness samples to verity the
level of contamination

System
Aciommodation

Sensor must have an unobstructed
field-of-view

Sensor must have a guard cone to
prevent perf ormance degradation due
to stray light

Avoid poinling loward the Sun

Orient radiators and passive coolers
for infrared systems to prevent
interference with optical devices

Calibration devices impose
geometric conslraints with respect to
the optics of the system and the orbit
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The FireSat altitude trade led to a preliminary altitude, h =700 km. From this, we
can determine the angular radius of the Earth, p:

P = sin-l (Rp/(RE + h)) = 64.3 deg From Eq. (5-15) (e-24)

A key parameter in the system design is the minimum elevation angle, q at which
the system can work. We do not have an.estimate of that yet, but we do know that IR
payloads do not work well at small elevation angles. Therefore, we will tentatively
issume a minimum elevation angle of 20 deg, recognizing that this may be a very crii-
ical trade at a later stage. With this assumption, we can compute the nadir angle range,
4, the maximum ground-track angle or swath width, ,1" and the maximum rdnge to the
target, D, from the formulas in Sec. 5.2:

sin 4 = cos e sin p n = 57.9 deg From Eq. (5-25a) (9-25)

A = 9 0 - n - t = l 2 . l d e g

D = Rn $in ).lsin 4) = 1,580 km

From Eq. (5-26)

From Eq. (5-27)

(e-26)
(e-27)

These equations imply that the sensor on board the spacecraft will have to swing
back and forth through an angle of +57.9 deg to cover the swath. The swath width on
the ground will be 2 x 12.1 = 24.2 deg wide in Earth-central angle, with a maximum
distance to the far edge of the swath of 1,580 km. Had we been able to work all the
way to the true horizon (s = 0), the maximum Earth central angle would be 90 - p =
27.5 deg, and the swath width would be 55 deg. Increasing the minimum elevation
angle to 20 deg has very,dramatically reduced the size of the available swath.

We next find the orbit period, P, and longitude shift per orbit, A/, (Sec. 7.2):

P = I.659 x 10.4 x (6,378 + h)3t2 = 98.8 min From Eq. (7-7) (e-28)

M = 1.65 x (360124) = 24.8 deg From Eq. (5-17) (9-29)

Therefore, at the equator, successive node crossings are 24.8 deg apart. Notice that
this is slightly larger but very close to the 24.2 deg swath width which we computed
above. This is an important characteristic for FireSat. It would be extremely valuable
to have the swaths overlap so that every FireSat spacecraft can cover all locations on
the Earft twice per day. Therefore, in designing the payload, we should work hard to
maintain either the altitude or the minimum elevation angle to provide some swath
overlap. Doing so could dramatically reduce the number of spacecraft required and
therefore the cost of the system.

As Fig. 9-24 shows, the swath width does not need to be quite as large as the
spacing between nodes along the equator. Even at the equator, it is enough to have a
swath width equal to S, the perpendicular separation between the ground tracks. In
Chap. 7, we selected an inclination for FireSat of 55 deg to cover up to 65 deg latitude.
Consequently, we can use the spherical triangle ABC shown in the frgure to compute
S as follows:

S = sin-l (sin 24.8 deg sin 55 deg) = 20.1 deg (e-30)

The perpendicular separation between the orbits at the equator is 20.1 deg. Because
the swath width is 24.2 deg, we now have sorne overlapmargin even at the equator and
substantial margin at higher latitudes, which are the primary areas of interest. We
could, therefore, incr-ease the minimum elevation angle to 25 deg. This would be a

Carefully analyze aging of material
(e.g.,.stress release in metal parts),;j
humidity release, transition to microjl
gravity, and acceleration forces .

Typical stability requirements at !1
critical lpcations within the optical
instrument housing are in the plm and,
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Zerodur, Aluminum, or Beryllium or ,
newly developed materials such as
SiC or CsiC as materials for the
mirrors) and mounting structures .
(which use composite materials) are
temperalure sensitive and may
requiie semi-active temperature
control of struclure and/or mirrors

Temperature gradients in optical
components can severely degrade
performance

Use reference cubes to achieve
alignment

External alignment requires a

attitude determination sensors
.9., star sensors) to the instrument

the bus) to minimize the effects

polnting by maneuvering the
or by pointing devices

as pointing mirrors for the front
the instrument or gimbals for the

optical surfaces is generally

exposure to the environment,
cleanliness samples to verify the

radiators and passive coolers
infrared systems to prevent

with optical devices

constraints with respect to
optics of the system and the orbit
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reasonable option. At present, we instead choose to tlold e at20 deg and to provide
some margin on altitude and elevation angle for later payload trades.

Fig. 9-24. Computation of FireSat Ground-Track Parameters.

We next compute the required resolution and data rates for FireSat. From Table
l-5, we initially estimated the needed ground resolution as 30 m. Because this is meant
to be a vbry low cost system, we will assume that the required resolution, 9r, is at nadir
so that from an altiQde of 700 km we have:

0, = 0.0301799 = 4.3 x 10-5 rad = 0.00245 deg (9.31)

Had we made this requirement at the maximum slant range of 1,580 km, the required
resolution would have been 0.001 deg.

Using this resolution, we can follow *re procedure outlined in Table 9-15 to com:
pute the data rate for FireSat as 85 lvlbps. This data rate from the FireSat sensor is very
high. However, we will be able to reduce it in many ways. We could process the data
on board or, more simply, turn off the payload over the oceans or other areas where
fire detection is of marginal utility. Fofnow, we will leave the value as computed so
that we remain aware of the data rate out the sensor, recognizing that this will be need
to be reduced later in the system design.

We next compute mapping and pointing budgets for FireSat. We do not have a firm
mapping requirement, but we do have some broad sense of what is needed. We begin,
therefore, with a rough estimate of performance parameters and create the mapping
error as a function of the elevation angle shown in Fig. 9-254. In this figure, we have
used a 0.1-deg nadir angle and azimuth errors coffesponding to a relatively inexpen-
sive pointing system, based on an Earth sensor. We know we can go to a more expen-
sive system if necessary. In looking at Fig. 9-25A, we see that the mapping enor at our
chosen minimum elevation angle of 20 deg is between 6 and 8 km. While we are not

E 6

j r
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certain what our mapping requirement is, we are reasonably swe that it is smaller than
6 km. We need to locate fires more accurately than this. Note also that the accuracy
has been set almost entirely by our crude attitude number of 0.1 deg.

The next most critical parameter is the l-km error in target altitude. This means that
we assume we can determine the altitude of the fire above the Earth to I km-a rea-
sonable accuracy with an oblate Earth model. But significantly improving this accura-
cy would require carrying a map of the altitudes of all of the regions of interest. That
could be very difficult, particularly in mountainous areas, and would cost a lot more
money. Therefore, it is of little value to drive the error in nadir angle down below ap-
proximately 0.05 deg because it would no longer be the dominant error source. Fig. 9-
25B shows the curves that we would achieve with the error in nadir angle reduced to
0.05 deg and all of the other error sources remaining the same. Now the contribution
of the errors in nadir angle and target altitude are comparable, so we will use this bud-
get to establish a preliminary mapping requirement of 5.5 km at a2O-deg elevation an-
gle, and 3.5 km at a 30-deg elevation angle. This may still be considerably more crude
than we would like, so we may need to revisit this issue.

E
rates for FireSat. From Tab
as 30- m. Because this is

required resolution, 0r, is at nad

= 0.00245 deg

t range of 1,580 km, the

outlined in Table 9-15 to
from the FireSat sensor is

ways. We could Process ttre dajl
the oceans or other areas

I leave the value as comPuted
recognizing that this will be

for FireSat. We do not have a fi

of what is needed. We
and create the

.9-25A.In this hgure, we
ponding to a relativelY inex

know we can go to a more
see that the maPPing error at

n 6 and 8 km. While we are

r o a s € s o 7 0 m s
sffiEi El$don Sdn trofr Grcund

A. 0.1 deg Nadir Angle Error

Srrfr tudd hn lffi G|M (dq)

B. 0.05 deg Nadir Angle Error

Fig.925. FireSat Mapping Budget. Beducing the nadir angle error below 0.05 deg will have .
relatively little impact on the overall mapping error because of the 1 km target altitude
error. Compare with Fig.5-22.

Equipped with the analysis of the mission geomegy, we turn our attention to the
process described in Table 9-15, these computations allow us to evaluate the optical,
signal processing, and radiometric performance of the instrument. The thirdcolumn in
that table summarizes the results of the computations for a whiskbroom sensor design
for the FireSat mission.

The example FireSat design addresses only initial feasibility of the instrument.
Several challenges remain with this design and addition iterations need to be made in
the context of mission requirements and constraints. The computed data rate of
85 Mbps will present a design challenge, as will the multiple pixel scanner needed to
scan 256 pixels simultaneously. This will require aJl256 pixels to be read out in par-
allel, and the signal processing will need to be designed accordingly. These features
present a particularly demanding element of the initial design.
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Flg. 9-26. Sample Characteristics for Sample FireSat Sensor Described In Table 9-15 In
Sec. 9,5.5. A shows the point spread function of the sensor with respect to the pixel
size (shown as a horizontal bar). B shows the modulation transfer functions of the
sample instrument. C illustrates optical transmission of the atmosphere over the
operating wavelength of the sensor. D shows the total upwelling radiance through the
atmosphere across the operating bandwidth of the sensor.

A secondchallenge with the design is the relatively poor signal-to-noise ratio of
88. If we consider a pixel at the limit of the field of view, then radiometric information
becomes indistinguishable from noise. From this point of view our current design is at
the limit of feasibility and mhy require changes to meet the SNR requirements. Finally
the F-number of the optics of 2.7 (driven by the focal length of 0.7 m and an aperture
dianieter of 26 cm) is quite a demanding optical design.

We now select a "similar instrument" from Table 9-13 for our FireSat example.
We appear to have two options: the Thematic Mapper or the Multispectral Mid-IR
instrument. We tentatively select the Multispectral Mid-IR as our similar instrument
and will scale from its fundamental parameters of 1.5 m x I m diameter, 800-kg
weight, and 900 W power, for its l-m aperture. We flust compute the aperture ratio,

R =0.2611.0 = 0.26 From @q.9-16) (e-32)

With this fundamental ratio, we now estimate the FireSat payload parameters as

Size = 0.4 m x 0.3 m diameter

Weight = 2 x 800 x0.263 = 28 kg

Power = 2 x 900 x 0.263 = 32 W
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As described in Sec. 9.5.3, we have incorporated a factor of 2 to provide margin for
having substantially scaled down the payload size. The estimate of tire linear dimen-
sions needs to be adjusted as well to allow for the size of the scanner which will need
to be mounted in front of the sensor optics and electronics. A rough estimate of the
scanner dimensions is the same size as the payload estimate. Thus, as summarized in
Table 9-17, the budgeted dimensions for the optics plus scanner is 0.8 m long x 0.3 m
diameter. Thus, oqr flrst guess is that the FireSat payload is a moderately sized instru-
ment and could fit well on a small to medium-sized spacecraft.

TABLE 9-17. Summary of FireSat lnitial Parameter Estimates.

Our preliminary analysis of a small, lightweight FireSat payload shows that the
mission is feasible but challenging. Several refrnements and iterations on the design
have the potential to result in a viable and cost-effective payload concept. To illustrate
the end point of such a process, we turn our attention to MODIS, a large instrument
and a mature design with a fire detection mission.

9.6.2 MODIS-A Real FireSat Example

A detailed design for a spacecraft sensor that can automatically detect fues already
exists. The MODIS instrument (MODerate-resolution Imaging Spectroradiometer) on
the Terra spacecraft has been designed for a comprehensive range ofscientific inves-
tigations into Earth's atmosphere, oceans, and land use-much more challenging than
fundamental requirements for the FireSat mission (therefore, MODIS may be over-
designed for the FireSat mission). However, the MODIS instrument represents a
JRature design and a sophisticated, space-based fire detection system. The features and
considerations that drove the MODIS fire detection sensor and data processing
algorithms offer an opportunity to inform our broader discussion of Firesat throughout
this book. "
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The development of the MODIS sensor for Terra traces its roots to the GOES and
NOAA spacecraft, and it represents at least a decade of research and design to improve
the performance of the Advanced Very High Resolution Radiometer (AVHRR) flown
on the NOAA series of spacecraft. The MODIS sensor on Terra is a whiskbroom, elec-
tro-optical system. Table 9- I 8 lists its technical characteristics and specifications. The
MODIS instrument includes specific design features to capitalize on the physics of
thermal detection of fires. MODIS fire products include detecting the incidence of fire,
its location, emitted energy, its ratio of flaring to smoldering, and the area burned (burn

scar detection). These products are important for understanding the influence ofburn-
ing biomass on many atmospheric processes as well as direct and indirect effects on
terrestrial ecosystems [Kaufman and Justice, 1996]. The key innovations for the fire
detection algorithms include distinguishing the flaring and smoldering parts of the fire
and the automatic algorithms for reporting the progress of fires.

TABLE 9-18. MODIS lnstrument Characteristics. [Hening, 1997.]

Orbit 705 km, 10:30 a.m. descending node, Sun synchronous

Scan Rate 20.3 rpm cross track

Swath Dimensions 2,330 km (across track) by 10 km (along track)

Telescope 17.78 cm diam off-axis, afocal (collimated, with intermediate tield stop)

S ize  1 .0  x  1 .6  x  1 .0  m

Mass 274k9

Power 162.5 W (avg for one orbit), 168.5 W (peak)

Design Life 6 years

Quantization 12 bits

Data Hate 6.2 Mbps (avg), 10.8 Mbps (day), 2.5 Mbps (night)

Spectral Range O.4-14.4 pm

Spectrat Coverage +55deg, 2,330 km swath (contiguous scans at nadir at equator)

Spatial Resolution 250 m (2 bands),500 m (5 bands), 1,000 m (29 bands) at nadir

Duty Cycle 100%

The algorithm developed for MODIS fire detection data products employs two of
the 500 m resolution bands, one at 4 pm and the other at l1 pm. The algorithm is an
extension of the methods developed using AVHRR. A summary of the steps in the fire
processing algorithm follows [Kaufman and Justice, 1996]. (See also Sec. 16.3.)

Initialization. The algorithm eliminates pixels with potential problems due to
clouds or extreme viewing angles. It corrects apparent temperature readings for atmo-
spheric absorption (including water vapor), and estimates the background temperature
for pixels containing fire.

Fire detection. The algorithm defines fire pixels based on thresholds and temper-
ature differences between readings in the two spectral bands.

Correction. It eliminates potential false positive readings due to sun glint and con-
solidates fire readings from adjacent pixels to eliminate redundant reports.

Total emitted energy. It estimates the total energy based on measurements in the
4 pm channel.

Smoldering or flaming stage. It estimates the nature of the fire, namely, smolder-
ing; f laming, or a combination of both.
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The MODIS payload illustrates many of the design features of an automated fire
detection system. In the context of the FireSat mission, this example provides a point
design that has finalized a series of trade-offs in size, weight, power, resolution, and
data rate.
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10.1 Requirements, Consfraints, and the Design Frocess _
10.2 Spacecraft Configuration
10.3 Design Budges
10.4 Desigring the Spacecraft Bus

Propulsion Subsystem; Aninde D etermination and
Control Subsystem: Communications Subsystetn;
Commanil and Data Handling Subsystem; Thermal

. Subsystem; Power Subsystem; Structures and
Michanisms

10.5 Integrating the Spacecraft Design
Spacecraft Size; Lifertme and Reliability

10.6 Examples

Over the past four decades the engineering design of spacecraft has evolved from
infancy to well-defined techniques supported by analysis tools, manufacturing
technology, and space-qualified hardware. This chapter summarizei these techniques,
with emphasis on the conceptual design'of the spacecraft vehicle. The following two
chapters present more detailed design and manirfacturing information. To design a
spacecraft, we must understand the mission, including'ttre payload's size and charac-
teristics, plus significant system constraints such as orbit, lifetime, and operations. We
then configure a space vehicle to carry.the payload equipment and provide 'the

functions necessary for rnission success. The design process shown in Table 10-1
involves identifying these functions, choosing candidate approaches for each function,

selecting the best approaches. This chapter presents design methods with rules of
that will help us roughly estimate the spacecraft design [Agrawal, 1986; Chetty;

1991; Griffin and French, 19911.
,. An unmanned spacecraft consists of at least three elements: a payload, a spacecraft

and a booster adapter. T\e payload is the mission-peculiar equipment or instru-
ments. The spacecrart bas carries the payload and provides housekeeping functions.
The payload and spacecraft bus may be separate modules, or the vehicle may be an

design. The booster adapter provides the load-carrying interface with the
boost vehicle. The spacecraft may also have a propellant load and a propulsion kick
stage. The propellant, either compressed gas, liquid or solid fuel, is used for velocity
corrections and anitude control. A kick stage,* if used, is a separate rocket motor or

stage used to inject the spacecraft into its mission orbit.

I Also called apogee boost motor, propulsion module, or integral propulsion stage.
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TABLEl0-1. Overview of Spacecraft Design and Sizing. The process is highly iterative,
normally requiring several cycles through the table even for preliminary designs.

The top-level requirements and constraints are dictated by the mission concept,
mission architecture, and by payload operation. For instance, the selection of orbit is
intimately tied to the selected mission and payload as described in Chaps. 6 and 7.
From a spacecraft design standpoint, the orbit also affects attitude control, thermal
design, and the electric power subsystem. However, most of these design effects are
secondary to the effect that the orbit can have on payload performance. The designer
therefore selects the orbit based on mission and payload performance, and computes
the required spacecraft performance characteristics such as pointing, thermal control,
power quantity, and duty cycle. The spacecraft is then sized to meet these require-
ments. We can summarize succinctly the spaceciaft bus functions: support the payload
mass; point the payload correctly; keep the payload at the right temperature; provida
electric power, commands, and telemetryi put the payload in the right orbit and keep
it there; and provide data storage and communieations, if required. The spacecraft bus
consists of subsystems or equipment groups which provide these functions. Table l0-2
lists the somewhat arbitrary definitions of subsystems used here and in Chap. 11. The
table also includes alternate terminology and groupings you may encounter, along
with references to more detailed information. Sometimes the payload is also treated as
a subsystem. Chapters 9 and 13 discuss payload design.

The propulsion subsystem provides thrust for changing the spacecraft's transla-.
tional velocity or applying torques to change its angular momentum. The simplest
spacecraft do not require thrust and hence have no propulsion equipment. But most
spacecraft need some controlled thrus! so their design includes some form of metered
propulsion-a propulsion system that can be turned on and off in small increments,,
We, use thrusting io chang! orbital parameters, correct velocity errors, maneuu"r,
counter disturbance forces (e.g., drag), control attitude during thrusting, and control
and correct angular momentum. The equipment in the propulsion subsystem includes
a propellant supply (propellant, tankage, distribution system, pressurant, and propel-,
lant controls) and thrusters or engines. Compressed gasses, such as nitrogen, and
liquids, such as monopropellant hydrazine, are common propellants. Significant sizing
parameters for the subsystem are the total impulse and the number, orientation, and
thrust levels of the thrusters. Chapter 17 describes design and equipment for propul-
sion subsystems.

The attitude determination and control subsystem measures and controls the
spacecraft's angular orientation (pointing direction), or, in the case of a guidance,
navigation, and control system, both its orientation and linear velocity (which affects
its orbit). The simplest spacecraft are either uncontrolled or achieve control by passive
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Step

1. Prepare list of design requirements and constraints

2. Select preliminary spacecraft design approach and overall configuration
based on the above list

3. Establish budgets for spacecraft propellant, power, and weight

4. Develop preliminary subsystem designs

5. Develop baseline spacecraft configuration

6. lterate, negotiate, and update requirements, constraints, design budgets
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TABLE 1 0-2. Spacecraft Subsystems. A spacecraft consists of functional groups of equipment
or subsystems.

Subsystem Principal Functions Other Names References

Propulsion Provides thrust to adjust orbit and
attitude, and to manage angular
momentum

Reaction Control
System (BCS)

Sec. 10.4.1,
Chap.17

Attitude
Determination &
Control System
(ADCS)

Provides determination and control
of attitude and orbit position, plus
pointing of spacecraft and
appendages

Aftitude ControlSystem
(ACS) Guidance,
Navigation, & Control
(GNAq System,
Control System

Secs.
10.4.2,11.1,
11-7

Communication
(Comm)

Communicates with ground & other
spacecraft; spacecraft tracking

Tracking, Telemetry,
& Command (TT&C)

Secs.
10 .4 .3 ,11 .2

Command & Data
Handling (C&DH)

Processes and distributes
commands; processes, stores,
and formats data

Spacecraft Computer
System, Spacecraft
Processor

Secs.
10.4.4, 1 1 .3,
Ghap. 16

Thermal Maintains equipment within
allowed temperafu re ranges

Environmental
Control System

Secs.
10 .4 .5 ,  11 .5

Power Generates, stores, regulates,
and distributes electric power

Electic Power System
(EPs)

Secs.
10.4.6, 1 1 .4

Structures and
Mechanisms

Provides support structure, booster
adapter, and moving parts

Structurc Subsystem Secs.
10.4.7, 11 .6

methods such as spinning or interacting with the Earth's magnetic or gravity fields.
These may or may not use sensors to measure the attitude or position. More complex
systems employ controllers to process the spacecraft attitude, arid actuato.rs, torquerc,
or propulsion subsystem thrusters to change attitude, velocity, or angular momentum.
Spacecraft may have several bodies or appendages, such as solar arrays or communi-
cation antennas, that require individual attitude pointing. To control the appenddges'
anirude, we use actuators, sometimes with separate sensors and controllers. The
capability of the attitude control subsystem depends on the number ofbody axes and
appendages to be controlled, control accuracy and speed of response, maneuvering
requirements, and the disturbance environment. Section 11.1 discusses design of the

-,attitude determination and control subsystem.
Tlte communications subsystem links the spacecraft with the ground or other

spacecraft. Information flowing to the spacecraft (uplink or forward link) consists of
commands and ranging tones. Information flowing from the spacecraft (downlink ar
renm link) consists of status telemetry and ranging tones and may include payload
data. The basic communication subsystem consists of a receiver, a transmitter,:and a
wide-angle (hemispheric or omnidirectional) antenna. Systems with high data rates
may also use a directional antenna. The communications subsystem receives and
demodulates coinmands, modulates and ftansmits telemetry and payload data, and
receives and retransmits ranse tones----rnodulation that allows sisnal turnaround time
delay and hence range to bJmeasured. The subsystem may alslo provide coherence
'between uplink and downlink signals, allowing us to measure range-rate Doppler
shifts. We size the communications subsystem by data rate, allowable error rate,
communication path length, and RF frequency. Section Il.2'and Chap. 13 discuss
design sf the communications subsystem.

configuration

design budgets

Sec .10 .1

Sec. 10.2

Sec. 10.3

Sec. 10.4

Secs. 10.4,10.5

Steps 1 to 5



Spacecraft Design and Sizing

'fhe 
command and data handling subsystem distributes commands and accu-

mulates, stores, and formats data from the spacecraft and payload' For simpler
systems, we combine these functions with the communications subsystem as a track:
ing, telemetry, and command subsystem. This arrangement assumes that distributing
co]rmands ind formatting telemetry are baseband extensions of communicationd
modulation and demodulation. In its more general form, the subsystem includes a
central processor (computer), data buses, remote interface units, and data.storage unitq
to implement its functions. It may also handle sequenced or programmed events. For
the most part, data volume and data rate deterrnine the subsystemls size. Section 11.3
discusseJsubsystem design, and Chap. 16 covers computers and software

The power silbsystem provides electric power for the equipment on the spacecraft
and payload. It consists ofa power source (usually solar cells), power storage (batter.

ies),-and power conversion and distribution equipment. The power needed to operate
the equipment and the power duty cycle determine the subsystem's size,'but we must
also consider power requirements during eclipses and peak power consumption.
Because solar cells and batteries have limited lives, our design must account for power
requirements at beginning-ofaife (BOL) and end-of-life (EOL). Section I 1.4 disOusses
design of the power, subsystem.

The thermal subsystem controls the spacecraft equipment's temperatures..It does so
by the physical arrangement of equipment and using thermal insulation and coatings to
balance heat from power dissipation, absorption from the Earth and Sun, and radiation
to space. Sometimes passive, thermal-balance techniques are not enough. In this case,,
electrical.heaters and high-capacity heat conductors, or heat pipes, actlely control
equipment temperatures, The amount of heat dissipation and temperatures required for
equipment to operate and survive determine the subsystem's size. Section 11.5
discusses temperature control in more detail.

The structural subsystem carries, supports, and mechanically aligns the spacecraft
equipment. It also cages and protects folded components during boost and deploys
them in orbit. The main load-carrying structure, or primary structure, is sized by either
(1) the strength needed to carry the spacecraft mass through launch accelerations and
transient events during launch or (2) stiffness needed to avoid dynamic interaction
between the spacecraft and the launch vehicle structures. Secondary structure, which
consists of deployables and supports for components is designed for compact packag-
ingandconvenienceofassembly.Section11.6discussesstructuraldesign.

L0.1 Requirements, Constraints, and the Design Process

In designing spacecraft, we begin by developing baseline requirements and.
constraints such as those in Table 10-3. If some of the information is not available, we 

'

may need to assume values or use typical values such as those presented here or in the 
'

following chapters. For successful design, we must document all assumptions and.
revisit them until we establish an acceptable baseline. :

To get a feel for the size and complexity of a spacecraft design, we must understand
the space mission: its concept of operations, duration, overall architecture, and con-
straints on cost and schedule. Even if we select a mission concept arbitrarily from,
'several good candidates, clearly defining it allows us to complete the spacecraft design
and evaluate its performance.

The payload is the single most significant driver of spacecraft design. Its physical
parameters---{ize, weight, and power---dominate the physical parameters of the
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TABLEl0-3. Principal Requirements and Constraints for Spacecraft Design' These
parameters typically drive the design of a baseline system.
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spacecraft. Payload operations and support are key requirements for the spacecraft's
subsystems, as well. The payload may also impose significant special requirements
that drive the design approach, such as cryogenic temperatures or avoidance of con-'
tamination. Fortunately, we often dnderstand the payload's characteristics befter than
the spacecraft's Overall characteristics in the early design phases. Thus, we can infer
many important design features by understanding the payload and how it operates. :

such as pointing, thermal control, and power quandry and duty cycle. Finally, \rye size:
the spacecraft to meet these needs.

The natural space envkonment---€specially radiation-Jimits two aspects of space-
craft design: usable materials or piece parts, and spacecraft lifetime. Radiation levels'
and dose must be considered in the design, but they do not normally affect the system's
configuration or ability, Chapter 8 provides useful space environment information.,
How&er, some types of hostite (weipon) environrnents may affect countermeasures,,

lconfiguration, shielding, or maneuvering ability. i
Selecting a boost vehicle and the possible use of kick stages are central issues in;

designing a spacecraft. We must select a booster that can put at least the minimum
version ofour spacecraft into its required orbit. Chapter 18 describes available boost-j
ers, all of which have limited weighrlifting ability. In most cases, we must extrapolate
published data to meet our mission requirements. Chapters 6 and 7 present the laws of
orbital mechanics and the techniques of trajectory design. These include methods for,
computing velocity increments and guidance techniques. In some cases, the spacecrafq
must provide large amounts of velocity just to reach orbit or to guide the flight path't
Chapter 17 presents performance characteristics for solid and liquid propulsion kick
stages to implement these functions. Common nomenclature for a kick stage used toj

with a large area but small intrinsic mass, such as a solar alray or antenna, we
the item as light as possible, fold it and protect it dr.rring boost, and deploy it (u
pull, or stretch it into shape) on orbit. Solar cells may rest on lightweight substrates oi
even on film that is folded or rolled for storage. Antenna reflectors have consisted of
tolded rigid panels or of fabric, either film or mesh. Thus, we meet the launch vehicle'$
demands for a smaller spacecraft by using a stowed configuiation and then deploying
the spacecraft to meet the full size needed on orbit. We..use weight efficiently by.
caging and protecting the light-weight deployables during boost. i

The ground system interface determines how much ground operators and the spacel
craft can interact-an important part of design. The periods of visibility between
ground stations and the spacecraft limit ground control of spacecraft operations or;
conections of errant behavior. Visibility periods and ground coverage issues are

10.1 Requirements, Constr
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described in Chap. 5. If ground operations cost too much, we may want the spacecraft
to operate autonomously-another major design decision.

Table 10-4 lists initial configuration decisions or trade-offs designers often face.
Weight, size, and power requirements for the payload place lower limits on
spacecraft's weight, size, and power. The spacecraft's overall size may depend on such
payload parameters as antenna size or optical system diameter. Our approach to space-
craft design must match these dimensions and provide fields of view appropriate to the
payload functions. The spacecraft must generate enough power to satisfy the payload
needs as well as its own requirements. The amount of power and the duty cycle will
dictate the size and shape of solar arrays and the requirements for the battery.

TABLE 10-4. Initial Spacecraft Design Decisions or Trade-offs. Further discussion of these
trades is in Sec. 10.2.

Field-of-view and pointing considerations influence how we configure the space-
craft. lnstruments, sensors, solar arrays, and thermal radiators all have pointing'and
field-of-view requirements that must be satisfied by their mounting on the spacecraft
and the spacecraft's orientation. In the simplest case, all items are fixed to the body,
and control of the body's attitude points the field of view. ln more complex cases,
single or two-degree-of-freedom mechanisms articulate the field of view.

We must also establish how to conhgure the spacecraft's propulsion eady in the
design process. Although interaction with the Earth's gravity or magnetic field can
control attitude, it cannot change the spacecraft's velocity state. Ifspacecraft velocity
control is needed, some form of metered propulsion must be used. If we decide to use
meEred propulsion, we should look at using this system for such functions as attitude
control or as an orbit transfer stage. Most attitude-conhol systems use metered pro-
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Aspect
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Discussed
Principal Options

or Key lssues

Spacecraft
Weight

Table 10-10 Must allow for spacecraft bus weight and payload weight.

Spacecraft
Power

Tables 10-8,
10-9

Must meet power requirements of payload and bus.

Spacecraft Size S e c . 1 0 . 1 ls there an item such as a payload antenna or optical
system that dominates the spacecraffs physical size? Can
the soacecraft be folded to fit within the booster diameter?
Spacecraft size can be estimated from weight and power
requirements.

Attitude Control
Approach

Secs. 10.2,
10.4.2, 11.1

Options include no control, spin stabilization, or 3-axis
control: selection of sensors and control torquers. Key
issues are number of items to be controlled, accuracy, and
amount of scanning or slewing required.

Solar Anay
Approach

Secs. 10.2,
10 .4 .6 ,  11 .4

Options include planar, cylindrical, and omnidirectional
arrays either body mounted or offset.

Kick Stage Use Chaps.  17 ,18 Use of a kick stage can raise injected weight. Options
include solid and liquid gtages.

Propulsion
Approach

Secs. 10.2,
10.4.1 , 17.2,
1 7 . 3

ls metered propulsion required? Options include no
propulsion, compressed gas, liquid monopropellant or
bipropellant.
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pulsion to exert external torque on the spacecraft. Selecting a propulsion approach
depends on the total impulse requirement, and the propulsion system's performance,
as discussed in Chap. 17.

10.2 Spacecraft Configuration

To estimate the size and structure of a spacecraft, we select a design approach,
develop a spacecraft configuration (overall arrangement) and make performance
allocations to the spacecraft subsystems. We then evaluate the resulting design and
reconfigure or reallocate as needed. Subsequent iterations add design detail and pro-
vide better allocations. The process of allocating design requirements involves two
mutually supporting techniques. First, the allocated design requirements are dictated
by considering the overall spacecraft design-a top-down approach. Alternatively, the
allocated design requirements are developed by gathering detailed design informa-
tion a bottom-up approach. For instance, we may allocate 100 kg for structural
weight based on I0Vo of the overall spacecraft weight. This is a top-down allocation.
However, a detailed design of the structure may require 120 kg if aluminum is used
and 90 kg if composites are used. These are bottom-up allocations, providing us with
the opportunity to trade off alternatives and reallocate requirements to optimize the
design. Most of the allocation methods presented in this chapter are top-down. They
provide a starting point for the allocation process. However, we should use them in
conjunetion with bottom-up design from the more detailed information given in:
Chaps. 11, 16, and 17.

Figure 10-1 shows different spacecraft configurations. First, observe that each of
these spacecraft has a central body or equipment compartment that houses most of the
spacecraft equipment. Second, note that these spacecraft all have solar arrays either
mounted on extemal panels or on the skin of the equipment compartment. And frnally
note that some of the spacecraft have appendages carrying instruments or antennas
attached to the main compartment. Let's examine each of these configuration features
in more detail.

Table 10-5 lists the factors called configuratien drivers leading to the various:
configurations. The weight, size and shape of the payload, and the boost vehicle diam-
eter drive the size and shape of the equipment compartment. Table 10-5 also presentsl
rules of thumb based on analysis of a lalge number of spacecraft designs. This analysis
shows that the average spacecraft bus dry weight (spacecraft weight excluding propel-
lant) is approximately twice that of the payload. The minimum spacecraft bus dry
weight is equal to the payload weight and is achieved only when the payload is
massive and compact. At the other extreme, low-density payloads or those consisting
of multiple instruments can lead to a spacecraft bus as massive as 6 times the payload. 

'

Although this is a large range of possible spacecraft bus weights, these ratios are at
least a bound. Section 10.3 shows how to refine the estimate.

The spacecraft equipment compartment volume can be estimated from its weight.
For 75 spacecraft launched between 1975 and 1984, the average spacecraft in launch
configuration with propellant loaded and all appendages folded had a density of only
79 kg/m3 with a maximum of 172 kg/m3 and a minimum of 20 kg/m3. However,
appendages are usually lightweight, so the weight of the equipment compartment is
only slightly less than the total spacecraft weight. We can use this experience to esti-
mate the spacecraft size (volume and dimensions) by the steps shown in Table 10-6.
We.start with payload weight to obtain an estimate of spacecraft bus weight (e.g.,
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A. Spin-Stabilized Spacecraft

Mission: Nuclear Detection

Orbtt Super synchronous -107,000 km

Payload: Radiation instruments body
mounted

Co nf i g u rati on Featu res :
- Equipment compartment: '1 .6 m

diapolyhedron; internal solid AKM
- Solar anay: Body mounted solar

panels
-Appendages: None
- Attitude control: Spin-stabilized,

inertially pointed

Weight: 221 kg Power: 9OW

EXPLORER VI Mission: Radiation Fields Measurement

Orbit 245 x 42,400 km
47 deg inclination

Payloat Radiation Instruments body
mounted

Co nf i g u rati o n Featu re e,
- Equipment Compartment

0.6 m dia Sphere
- Solar A'rny: Four deployed paddles

2.2 m sDan
- Appendages: Whip antennas
- Attitude control: Spin-stabilized,

inertially pointed

Weight: 64.6 kg

DSCS II Mission: Communications

Orbili Geosynchronous

Payload: Communications transponder;
Earth coverage hom antennas, and
steerable pencil beam antennas

Configurati on Features:
- Equipment Compartment:

3 m dia cylinder, 4.2 m long
- Solar Array: Body mounted on cylinder
- Appendages: Despun antenna platform

with steerable parabolic antennas
- Attitude contrcl: Spin-stabilized,

spin axis normal to orbit plane!

Weight: 523 kg

Power: 535 W BOL, 360 W EOL



B. 3-Axis-Stabilized Spacecraft

Mission: Earth Observation
Orbit,' Geosynchronous
Payload: Body mounted telescope and

attitude sensors
C o nf i g u rat i on Fe atu re s:

- Equipment Comparlment:
4.5 m dia cyl inder

- Solar Array: Body mounted on cylinder
and on deployed panels

- Appendages: Solar panels and
communications antennas

- Attitude Control: Cylinder axis,-pointed
toward nadir; Body rotates slowly about
cylinder axis to scan the payload FOV

llVeight: 2,273k9 Power: 1,274W

LANDSAT 4, 5 Mission: Earth Observation
Orbit: 700 km, Sun synchronous
Payload: Multispectral scanner fixed to
spacecraft body with internal scanning mirror
Conf igu ratio n Featu resi

- Equipment Compartment:
Triangular cylinder 2 m dia, 4 m long

- SolarArray: Four panel deployed planar,
single axis pointing control

- Appendages.' Communication antenna
- Attitude Control: 3-axis control, 1 face

toward nadir, 1 axis in direction of flight

Wt:940k9 Power: 990 W BOL, 840 W EOL

TDRS Mission: Communications
Orbit: Geosynchronous
Payload: S, K, and C band communication

transponders with multiple antennas
Configuration Features:

- Equipment Compariment:
2.5 m hexagonal cylinder. Auxiliary
compartments behind each of the
large steerable antennas

- Solar Array: Deployed planar panels on
both sides of equipment cornpartment.
Single-axis articulation

- Appendages: Two 5 m steerable para-
bolic antennas. one 2 m steerable an-
tenna, one 1.5 m lixed parabolic antenna

- Attitude Control: 3-axis control, one face
toward nadir, 1-axis in direction of flight

Weight: 2,2OO kg Power: 1,700 W

310 Spacecraft Design and Sizing

Fig. 10-1. Typical Spacecraft Showing Different Configuration Options. (Continued)
FOV = field-of-view; BOL = beginning-of-life; EOL = end-of-life.

Spacecraf

Fig.10-1. Typical Spacecraft Showing
FOV = field-of-view; BOL = begi

twile payload weight) and add an estin
spacecraft loaded weight. We now t

compute the sPacecraft volume. We
dimensions to provide this volume, m
booster diameter.

Usually, a spacecraft in folded lat

mounted on the booster with the axi:
folded spacecraft diameter is designed
on rare occasions a bulbous fairing mi
(Bulbous fairings are generally avoi(
mance.) Since the equipment compart:
folded spacecraft diameter, we can us
equipment compartment diameter ant
diameter. Knowing its volume, we c
Table 10-28 in Sec. 10.5 provides fot

C. Spacecraft Configurt



C. Spacecraft Configurations Featuring Long Booms
Earth Observation 

-.

Geosynchronous
Body mounted telescope and
sensors

Features,,
Companment:

m dia cylinder
Anay: Body mounted on cYlinde

Solar ganels and i.
antennas

Control: Cylinder axis pointed.
nadir; Body rotates slowly
axis to scan the Payload FOV

2,273k9 Power: 1,274W

Mission: Mapping the Earth's shape

Payload: Radar altimeter

Configu ration Featu res :
- Solar Anay: Eight panels, each 3 m

in length
- Appendages.' 7 m boom with 50 kg tip

weight
- Attitude Control: Gravity-gradient long' 

axis vertical

Weight: 636k9

Mission: Observation of Geophysical
Phenomena

Payload: Multiple instruments for particle,
fields and radiation measurements

Configu ration Featu resl
- Equipment Compaftment:

R e c t a n g u l a r l  m x l  m x 2 m
- Solar Array: Planar panels with single

axis articulation
- Appendagesr Boom-mounted

instruments, single-axis articulated
instrument package

- Attitude control: 3-axis Earth-Sun control
using reaction wheels and cold gas
thrusters

Weight: 520kg Power: 560W

: Earth Observation
: 700 km, Sun sYnchronous :

Multisoectral scanner fixed to
body with internal scanning mir.i

cyl inder2 m dia,4 m longr. i

Array: Four panel dePloYed Plana
axis pointing control

Control: 3-axis control, 1
nadir, 1 axis in direction of

kg Power: 990 W BOL, 840 W.

Communications
Geosynchronous r;t

S, K, and C band communica
rders with multiple antennas

Features: i.

.5 m hexagonal cylinder. Auxiliary
cmpartments behind each of thd;;j

steerable antennas : :'il

Aray: Deployed Planar
sides of equipment comPartrl

articulation :rn

:  Two5msteerab le
antennas, one 2 m steeraole.a[

one 1.5 m fixed Parabolic antell

ttitude Control: 3-axis control' one.
nadir, 1-axis in direction

2,2OOkg Power: 1,700W.:

Configuration OPtions.
EOL = end-of-life.

Spacecraft Confrguration

10-1. Typical Spacecraft Showing Different Configuration Options. (Continued)
FOV = f1s16-61-view; BOL = beginning-of-life; EOL = end-of-life.

payload weight) and add an estimate of propellant weight (see Sec. 10.3) to yield
loaded weight. We now use an esrimated density (e.g., 79 kg/m3) to

the spacecraft volume. We select an equipment compartment shape and
ions to provide this volume, match the payload dimensions,. and fit within the
diameter.

Usually, a spacecraft in folded launch configuration is cylindrically symmetric,
ted on the booster with the axis of symmetry parallel to the.thrust axis. The
spacecraft diameteris designed to fit within the boost vehicle diameter although

rare occasions a bulbous fairing may be used to provide a slightly larger diameter.
rrs fairings are generally avoided because they detract from booster perfor-
) Since the equipment compartment diameter is approximately the same as the
spacecraft diameter, we can use the booster diameter as an upper limit for the

compartment diameter and select a compartment shape to fit within this
er. Knowing its volume, we can readily compute the compartment's length.
10-28 in Sec. 10.5 provides formulas for compartment parameters for a cubic

ir
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TABLE 10-5. Spacecraft Configuration Drivers.

Conflguration
Driver Effect Rule of Thumb Reference

Payload Wgight Spacecrafl dry
weight

Payload weight is between 17o/o andSQo/o
of spacecraft dry weight. Average is 30%

Chap. 9

Payload Size
and Shape

Spacecratt size Soacecraft dimensions must
accommodate payload dimensions

Chaps. 9,
1 0 , 1 1 , 1 3

Payload Power Spacecraft power Spacecraft power is equal to payload
power plus an allowance for the
spacecraft bus and battery recharging

Chap. 9, .
10 .2 ,  10 .3

Spacecraft
Weight

Spacecraft size Spacecraft density will be betvveen
20 kg/m3 and 172 kg/m3. Average is
79 kg/m3

Secs.
10 .2 ,  10 .3

Spacecraft Power Solar arrav area The solar array will produce approxi-
mately 100 Wm2 of projected area

S e c .  1 1 . 4

Solar Array Area Solar anay type lf required solar array area is larger than
area available on equipment compart-
ment, then external panels are required

Sec.11 .4

Booster Diameter Spacecratt
diameter

Spacecraft diameter is generally less
than the booster diameter

Sec.10.2,
Table 18-3

Pointing
Requirements

Spacecraft body
orientation and
number of
articulated joints

Two axes of control are required for each
article to be pointed. Attitude control of
the spacecraft body provides 3 axes of
control

S e c . 1 1 . 1
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TABLE 10-6. Estimating Spacecraft Equipment Compartment Dimensions.

compartment using a density of 100 kglm3. Figure 10-1 shows examples of various
spacecraft compartment shapes.

Spacecraft solar arrays are of two types: body mounted and panel mounted. Exam-
ples of both types are shown in Fig. 10-1. An array produces about 100 Wm2 of
projected solar cell area. This is unregulated power and represents an array efficiency
of l%o. To use this rule of thumb, we need to estimate the total spacecraft power, as

L0.2 Spacecr,

described in Sec. 10.3. However fo
bound the power requirements and I
compartment to allow body-mountec
for the payload. Prudent design woul
power and battery recharge power wl
there is insufficient area on the spacer
forced to use panels.

Evalualion of pointing and attitud'
identifying all pointing requirements'
payload. The process of synthesizing
discussed in Sec. 10.4.2. Although wt
full effect of pointing on the spacecl
derived by the process and rules of th
must provide 2 axes ofcontrol for eac
has 3 axes so the body alone can sat
body axis (i.e., the yaw axis) can be p
axes (roll and pitch). If two items i
configureci with at least one articulate
body-mounted antenna can be point
attitude. A solar array can then simult
third body axis and providing a singlr
attitude relative to the body. This
Fig. 10-1C).,If the spacecraft has a s
(say, an antenna that must point to!
configuration must provide 2 more ax
10-18 has 3 separate articulated antet
in addition to 3 axes of body attitude
shown in Fig 10-18, has a body-mou
to point toward nadir. The third body
communication antenna is articulatec
and although solar array panels are u
not articulated.

Spin stabilization is a particularli
Satellites that employ spin stabilizatir
in Fig 10-1A, For such a satellite, th,
motor-driven platform that is despu,
satellite body). This,is sometimes cal
the despun platform can be articulate
ing capability.

The attitude control method may
Solar panels may be body-fixed such
lated, as shown on OGO and TDRS
have body-fixed arrays, and 3-axis-
panels. The power generated by a soli
sunlight (the pro.iected area). A plan
ratio of total array area to projected
axis pelpendicular to the Sun line has
area in all directions has a ratio of 1/4
the type of array selected therefore af

Step Procedure Comments

1. Payload Weight Starting point Sec. 9.1

2. Estimate Spacecraft
Dry Weight

Multiply payload weight by
betlveen 2 and 7

Average is 3.3

3. Estimate Spacecraft
Propellant

Prepare a bottom-up
propellant budget or
arbitrarily select a weight

Normal range is 0% to 25% of
spacecraft dry weight (Table 10-7)

4. Estimate Spacecrafl
Volume

Divide spacecraft loaded
weight by estimated density

Range of density is 20-172kglm3;'
Average is 79 kg/m3

5. Select Equipment
Compartment Shape
and Dimensions

Shaoe and dimensions
should match payload
dimensions and fit within the
booster diameter

In the folded configuration,
spacecraft are cylindrically
symmetric about the booster thrust
axis. Cross-sectional shapes range
from triangular to circular.
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described in Sec. 10,3. However for initial configuration selection, we need only
hnrrnr l  the nnrvcr reorr ' i rAmanfc rnr l  caa i f  fh. . .  io c"f f i^ i -- t  +L- ^^. , i -*^-+

of Thumb Reference
compartment to allow body-mounted cells. At a minimum, power must be provided
for the payload. Prudent design would also make some allowance for spacecraft bus
power and battery recharge power which are discussed in more detail in Sec. 10.3. If
there is insufficient area on the spacecraft body for a body-mounted array, then we are
forced to use panels.

Evaluation of pointing and attitude control on spacecraft configuration starts wi&
identifying all pointing requirements (see Table 10-13) for both the spacecraft bus and
payload. The process of synthesizing a control approach to meet these requiiements,is
discussed in Sec. 10.4.2" Although we must go through this process in detail to see the
full pffect of pointing on the spacecraft configuration, the basic implications can be
derived by the process and rules of thumb in Table 10-5. The spacecraft configuration
must provide 2 axes of control for each item that is to be pointed. The spacecraft body
has 3 axes so the body alone can satisfy one pointing requirement; for instance, one
body axis (i.e., the yaw axis) can be pointed toward nadir by confrol about the other 2
axes (roll and pitch). If two items are to be pointed, then the spacecraft must be
configured with at least one lrrticulated joint between the two items. For illustration, a
body-mounted antenna can be pointed toward nadir by controlling 2 axes of body
attitude. A solar uuray can then simultaneously be pointed toward the Sun by using the
third body axis and providing a single axis solar array drive to control the solar array
attitude relative to the body, This approach is called yaw steeing (see OGO,
Fig. 10-1C). If the spacecraft has a second item that must point in another direction
(say, an antenna that must point toward a dommunication relay satellite), then the
configuration must provide 2 more axes of control. The TDRS spacecraft shown in Fig
l0-1B has 3 separate articulated antennas with a total of6 mechanical axes ofcontrol
in addition to 3 axes of body attitude control and 1 axis of solar array control. DSP,
shown in Fig 10-18, has a body-mounted payload and uses control of.rwo body axes
to point toward nadir. The third body axis is used to scan the payload field-of-view. A
communication antenna is articulated about 2 axes to point toward a ground station,
and although solar array panels are used to augment the solar iuray area, the array is
not articulated.

Spin stabilization is a particularly simple and robust method of aftinrde control.
Satellites that employ spin stabilization are often cylindrical, such as DSCS II shown
inFig 10- IA.Forsuchasate l l i te , thespinaxissuppl ies I  ax isof  contro lbyusinga
motor-driven platform that is despun (spinning in a negative sense relative to the
satellite body). This is sometimes called a dual-spin system. Equipinent mounted on
the despun plarform can be articulated about additional axes to achieve further point-
ing capability.

The attitude control method may also interact with the solar aray configuration.
Solar panels may be body-frxed such as Explorer VI and DSP, or they may be articu-
lated, as shown on OGO and TDRS in Fig. l0-1. Spin-stabilized spacecraft usually

ti
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Chap.9
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of projected area

Sec.  11.4
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Sec.11 .4

)ter is generally less
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Sec.10.2,
Table 18-3

'ol are required for each
ed. Attitude control of
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S e c . 1 1 . 1

rartment Dimensions.

Comments

Sec.9 .1

Average is 3.3

Normal range is 0% to 25% of
spacecraft'dry weight (Iable 10-7)'

Range of density is 20-172kglms;
Average is 79 kg/m3

In the folded configuration,
spacecraft are cylindrically
symmetric about the booster thrust
axis. Cross-sectional shapes range
from triangular to circular.

10-1 shows examples of various

lunted and panel mounted. Exam'
'ay produces about 100 Wm2 of
and represents an iuray efficiencY
rate the total spacecraft power, as

have body-fixed'arrays, and 3-axisrontrolled spacecraft generally use articulated
panels. The power generated by a solar array is proporlional to the area that intercepts
sunlight (the projected area). A planar 4rray which is pointed toward the Sun has a
ratio of total array area to projected area of one. A cylindrical array which has its
axis perpendicular to the Sun line has a ratio of lln and an array which projects equal
area in all directions has a ratio of l/4. The rnethod of solar array pointing control and
the type ofarray selected therefore affect the total array area.
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Sometimes a spacecraft configuration is driven to use long booms either to control
spacecraft moment of inertia or to separate delicate instruments from the spacecraft
body electrical fields. GEOSAT, shown in Fig. l0-1C, uses a boom to increase the
moment of inertia and provide gravity-gradient attitude stabilization, a passive attitude
control technique described in Sec. 11.1. OGO, also shown in Fig.10-lC, uses booms
to isolate payload magnetometers from the spacecraft body.

10.3 Design Budgets

We begin allocating performance by establishing budgets' or allocations fori
propellant, power, weight, and reliability. We can derive the propellant budget by
estimating the propellant requirements for velocity changes (orbit conection and
maintenance) and attitude control. At first, we estimate the power budget by adding
the payload's power requirements to power estimates for the spacecraft bus
subsystems, To derive the first weight budget for the spacecraft, we add the payload
weight to estimates for the spacecraft bus, including propulsion components and
power componsnts. We make the initial reliability budget by defrning the probability
of achieving acceptable spacecraft performance and lifetime.

A typical propellant budget as shown in Table 10-7 contains four elements: veloc-
ity-control propellant, attitude-control propellant, margin, and residual. The velocity-
correction requirement is expressed as total velocity change or A% which is obtained
from Sec. 7.3. Chapter 17 presents the rocket equation Eq. (17-21) by which we
convert velocity change to propellant mass. Attitude-control propellant is used for spin
stabilization and maneuvering while spinning, countering disturbance torques (in-

cluding control during AV thrusting), attitude maneuvering, and limit cycling or
oscillation. Formulas for these entries are presented in Sec. 10.4.2 and summarized in
Table 10-7. Propellant marginis a percentage of the identified propellant requirement,
typically 25Vo for preliminary design. I7o or ZVo is unavailable propellant.

TABLE 10-7. Propellant Budget.

Elements Reference

Velocity Correction and Control Eqs. (17-9), (7-14), Table 7-3

Attitude Control
Spinup and despin
Maneuvering while spinning
Cancelling disturbance torque
Control during AY thrusting
Attitude maneuvering
Limit cycling

Secs.  10.4.2,  11.1
Eq. (10-e)
Eq .  (10 -11 )
Table 10-18
Table 10-18 and Eqs, (10-8a,b)
Eq. (10-3)
Eqs. (1 0-5) through {1 0-7)

Nominal Propellant Sum of above

Margin 1OY-25'/" of noininal

Residual 1"/"-21" ol lotal

Total Propellant Sum of above

" See p. 4 in Chap. 1 for the definition of a budget.

Desi

Table l0-8 outlines the three steps
First, we prepare an operating power L
payload and the spacecraft subsystems
that differ in power requirements, we
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Table 10-8 outlines the three steps for estimating spacecraft power requirements.
First, we prepare an operating power budget by estimating the power required by the
payload and the spacecraft subsystems. Ifthe spacecraft has several operating modes
that differ in power requirements, we must budget separately for each mode, paying
particular attention to peak power needs for each subsystem. The second step is battery
sizing, or selecting the battery capacity appropriate to the spacecraft power require-
ments and battery cycle life. With size established, we can compute the baffery's
recharge power. The third step is accounting for power-subsystem degradation over
the mission life by computing radiation damage to the solar array.

TABLE 10-8. Steps in Preparing a Power Budget.

Table 10.9 lists.references that discuss operating power for the payload and the
spacecraft bus subsystems, and shows typical percentages of the operating power
budget devoted to each subsystem. These percentages change with the spacecraft's
total power use, so I have presented ranges for a minimum (<100 W), a small (200 W),
and a medium to large spacecraft (500-10,000 SD.We can use these values as a start-
ing point if we do not hav'e more inforrnation, but Sec. 10.6 and Chap. 1l give specihc
examples of various power requirements.

Sections 10.4.6 and 11.3 discuss battery recharge power. At the minimum, the
recharge energy must exceed the energy drawn from the battery duriqg discharge by
an amount that accounts for the efficiency of the charge-discharge process (typically
807o). Most batteries also require recharge at a minimum rate---+peeified as a fraction
of battery capacity (typically 1/15). These two requirements translate into recharge
power ranging from 7Vo of the discharge power for geosynchronous orbits to 60Vo for
low-altitude orbits.

The solar array must supply enough power for operations and recharging the
bauery until end-of-life. The beginning-of-life power requirement must allow for
degradation in the solar array. As Sec. 11.4 points out, this degradation depends on
orbit altitude and radiation environment, but 3OVo is typical for 10 years at geosyn-
chronous altitude. We can assume the same value for altitudes of 800 km or less.
Between these altitudes the degradation is much larger.

Table 10-10 shows the build-up of spacecraft weight. As pointed out in Sec. 10.2,
the ratio of spacecraft dry weight to payload weight lies in the range of 2: I to 7:1; the
payload weight is typically less than half the spacecraft dry weight and may be as little

0-7 contains four elements: veloc.j:
nargin, and residual. The velocity-{;

change or AV, which is obtainei
uation Eq. (17-21) by which

propellant is used for spiriili
ing disturbance torques (in-t

vering, and limit cycling or,l
in Sec. 70.4.2 and summarized in
identified propellant requirement;,

unavailable propellant.

Step What's lnvolved Where Discussed
1. Prepare Operating

Power Budgel
Estimate power requirements for
payload and each spacecraft bus
subsystem

C h a p s . 9 ,  1 1 ,  1 3

2. Size the Battery Estimate power level that the battery
must supply
Compute discharge cycle duration,
charge cycle duration, and number of
charge-discharge cycles

Select depth of discharge

Select charge rate

Compute battery recharge power

Generally egual to or less than
the operating power level
Determined by orbit selection
and mission duration {Chap. 7)

S e c . 1 1 . 4

Sec.11 .4

Sec.11 .4

3. Estimate Power
Degradation Over
Mission Life

Compute degradation of power
system from orbitial environment

Secs .  8 .1 ,  11 .4

(17-s), (7-14), Table 7-3

10.4.2, 11.1

q .  ( 1 0 - 1 1 )
1 0 - 1 8
10-18 and Eqs. (10-8a,b)

(10-5) through (10-7)
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TABLE 10-9. Typical Power Consumption by Module or Subsystem.

TABLE 10-10. Weight Budget. The. percentages shown in the right-hand column are the
percent of spacecraft dry weight.

as 75Vo of the dry weight. Spacecraft
I5Vo to 25Vo of spacecraft dry weight
may also be estimated at \Vo to l27o
injection stage). Spacecraft thermal sul
craft dry weight. Weight percentages
more detailed investigation. (See Se
uncertainties during preliminary desig
ment and 57o or less for known hardv
2Vo) at the system level to account {
mounting hardware, which are often o

From the start of the spacecraft des
to achieve reliable operation. The prc
ceptual design phase with the detern
allocation of these requirements to I
process as shown in Table 10-11. Fi
which is a list of events and operatior
assign a numerical probability to meet
and select a set of ground rules for cr
allocate reliability requirements to all

Spacecraft Slze
Spacecraft Power

Minimum
(< 100 W total)

7o of Operating Power

References
, Small
(- 200 w)

Medium to Large
(> 500 w)

Subsystem'
Payload

Propulsion

Attitude Control

Communications

Command &
Data Handling
Thermal
Power
Structure

20-50 w

0

0
15W

5 W

0

10-3qw
0

40

0

1 5
E

5

30
0

40-80

0-5

5-10
5-1 0

5-10

0-5

5-25
0

Chaps. 9, 13

Sec. 10.4.1, Chap. 17

Secs .  10 .4 .2 ,  11 .1

Secs. 10,4.3, 11.2.

Secs .  10 .4 .4 ,  11 .3

Secs .  10 .4 .5 ,  11 .5

Secs .  10 .4 .6 ,  11 .4

Secs .  10 .4 .7 ,  11 .6

Average Power: Sum of above
Margin: 5y" lo 25y" of power based on design maturity
Total Average Requirement for Operating Power: Total of above
' lncludes conversion and line losses.

Element Weight Reference Comments

Payload

Spacecraft Subsystems

Propulsion

Attitude Control

Communications

Command &
Data Handling

Thermal

Power

Structure & Mechanisms

Margin

Spacecraft Dry Weight

Propellant

Loaded Weight

Kick Stage

Injected Weight

Adapter

Boosted Weight

Mplu

Mss

Mpropulsion

Mgn"

M"ot

Mcaoh

Mrn

Mep

Mr"t

Mt",'

M6 ry=Mp71  +Mgg+Mp6 , .

Mprop

Mtoaded=M6O+Mprop

Mti"t

M;n;  =M1o66"6+Mk;sk

Madapter

Mboosted = Minl + Madapter

Chaps.9 ,  13

Chap.17

S e c .  1 1 . 1

Sec.  11 .2

S e c .  1 1 . 3

Sec.  11 .5

Sec.  11 .4

Sec.  11 .6

Table 10-7

Chap. 17

Sec.  17 .3

Sec. 1 1.6

C h a p ; 1 8

15% to 50% of M6o

Sum of subsystem wts

2"/"to 57" ol M6,

8"/" to 12oh of M;n; or
15% to 25% of M6o

5"/o to 25o/" of wt based
on design maturity

TABLE 10-11. Preparing a Rellabi l i ty Br

Step

1. Establ ish mission
success criteria

The criteria sh
multiple eleme
spacecraft hal
types of servic
channel of eac
of channels ar

2. Assign numerical
success probability to
each element of the
mission success
criteria and define the
method for computing
success probability

This might be,
operating servi
0,7 of operatin
operating serv
of the success
associated life
Several metho
are available-

3. Create the reliability
budget by allocating the
success probability
(reliability) to each item
of hardware & software

lf, for instance,
it might be allo

Propulsion
Struclure
Thermal
ADCS

4. Evaluate the system
reliability and iterate the
design to maximize
reliability and identify
and eliminate lailure
modes

Assuming inde
failure rate is g
piece part failu
MIL-HDBK-17
and eliminatiot
of failures can
changing the c
hardware, or a
software.
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in the right-hand column are

Design Budgets

as 75Vo of the dry weight. Spacecraft structure weight generally falls in the range of
I5Vo to 25Vo of spacecraft dry weight (see Appendix A). Spacecraft structural weight
may also be estimated at 8Vo to l2%o of injected weight (dry weight + propellant +
injection stage). Spacecraft thermal subsystem weight is between ZVo and 5Vo of space-
craft dry weight. Weight percentages for other subsystems vary widely and require
more detailed investigation. (See Sec. 10.4.3, Chaps. 11 and 17.) To account for
uncertainties during preliminary design we add 25Vo to these weights for new equip-
ment and 57o or less for known hardware. We should hold a small allowance (7Vo Io
2Vo) at the system level to account for integration hardware, such as brackets and
mounting hardware, which are often overlooked.

TABLE 10-11. Preparing a Reliability Budget.

From the start of the spaceclaft design we must design our hardware and softwarc
to achieve reliable operation. The process of design-for-reliability starts in the con-
ceptual design phase with the determination of system reliability requirements and
allocation of these requirements to the spacecraft subsystems. This is a four-part
process as shown in Table 10-11. First, we establish the mission success criteria,
which is a list of events and operations that together constitute success. Second, we
assign a numerical probabiliry to meeting each element of the mission success criteria
and select a set of ground rules for computing the probability of success. Third, we
allocate reliability requirements to all spacecraft hardware and software. Fourth, we

H

5-1 0

F10

5-10

0-5

,-25
0

Chaps. 9, 13

Sec. 10.4.1 , Chap. 17.,
Secs.  10 .4 .2 ,  11 .1

Secs .  10 .4 .3 ,  11 .2

Secs .  10 .4 .4 ,  11 .3

Secs. 10.4.5, 1 1.5

Secs. 10.4.6, 11.4

Secs .  10 .4 .7 ,  11 .6

1 1 . 1

11.2

1  1 .3

1 1 . 5

11.4
' t  1 .6

15% to 50% of M6o

Sum of subsystem wts

2l"to 5o/o ol M6o

8"/" to 12Y" of Minl or
15"/" to 257" of M6o

5"/" lo 25% of wt based
on design maturity

Step Comments Reference

1. Establ ish mission
success criteria

The criteria should be numerical and may have
multiple elements. For instance, a communication
spacecraft having muliiple channels for several
types of service might define success as one
channel of each type of service or as a total number
of channels and total radiated oower.

Chaps.  1,2,3

2. Assign numerical
success probability to
each element of the
mission success
criteria and define the
method for computing
success probability

This might be stated as a probability ot 0.5 of
operating service "A'for 5 years and a probability of
0,7 of operating service "8" for 2 years and 0.4 of
operating service '8" for 7 years. For each element
of the success criteria, numerical values and
associated lifetimes are assigned.
Several methods of evaluating success probability
are available-see Chap. 19.

Sec. 19.2

3. Create the reliability
, budgetbyal locatingthe

success probability
(reliability) to each item
cif hardware & software

lf, for instance, a system reliability of 0.6 is required,
it might be allocated as:

Propulsion 0.95 Comm 0.93
Structure 0.99 C&DH 0.93
Thermal 0.99 Power 0.93
ADCS 0.9 Pavload . 0.89

Sec. 19.2

4. Evaluate the system
reliability and iterate the
design to maximize
reliability and identify
and eliminate failure
modes

Assuming independent, serial operation, hardware
tailure rate is generally evaluated by summing
piece part failure rates. (See Chap. 19 and
MIL-HDBK-17 [1 991].).Fai lure mode analysis
and elimination dre discussed in Sec. 10.4. Etfect
of failures can be reduced and reliability raised by
changing the design, selecting more reliable
hardware, or adding redundant hardware and
software.

Sec, 19.2
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evaluate system reliability and iterate the design to maximize the reliability assess-
ment, and identify and eliminate failure modes. (See Secs. 10.5.2 and L9.2 for further
discussions of reliability.)

10.4 Designing the Spacecraft Bus

10.4.1 Propulsion Subsystem

The propulsion equipment for a spacecraft includes tankage to hold the propellant,
' lines and pressure-regulating equipment, and the engines or thrusters. Common

propellants are pressurized gas such as nitrogen, selected monopropellants such as
hydrazine, and bipropellants. The pressurized feed systems typically used may be
pressure regulated or blow down.Important design parameters are the number, orien-
tation, and location of the thrusters; the thrust level; and the amount of impulse
required. Chapter 17 discusses the design ofpropulsion subsystems and characteristics
of propulsion components.

The propulsion tanks rest at or near the,spacecraft's center ofmass to avoid shifting
of the center of mags as the propellant is used. Engines for'hanslational control are
aligned to thrust through the center of mass, whereas engines for attitude confrol thrust
tangentially and are mounted as far away from the center of mass as possible to
increase the lever arm and thus increase the torque per unit thrust. Attitude control
engines which fire in the direction of flight (along or in opposition to the velocity
vector) are generally used in pairs to produce a pure torque without net linear force.
However, the spacecraft flight path is less sensitive to thrust at right angles to the
velocity vector and single attitude control engines are sometimes used in these
directions. Three-axis control requires a minimum of 6 attitude control thrusters, and
many designs use 8 to 12 plus backup units for reliability.

Table 10-12 gives weight and power estimates for the propulsion subsystem,
Chapter 17 gives more detailed weights and Sec. 10.6 offers examples of integrated
designs. The propulsion subsystem does not use much electrical power unless it
employs thrusters with heated catalyst beds, heated thrusters, or electric propulsion, r
Electric propulsion is rare, but heated thrusters are common. Propulsion lines and
tanks must be protected from freezing, usually by thermostatically controlled guard
heaters. Powelfor these heaters is included in the thermal subsystem. Electrically
operated solenoid valves control propellant flow to the thrusters, but we account for
their power in the ADC subsystem.

10.4318

Welght and Power Budget for Propulsion Subsystem. See Sec. 17.4 tor..

Designing

L0.4.2 Attitude Determination and t

Attitude control requirements are
spacecraft bus pointing. Table 10-13
control the attitude of all or part of the
entire spacecraft or to articulate the pa:
of a scanning payload fixed to the sp
spacecraft. Similar decisions are neces
ing in other directions such as pointinl

TABLE 10-13. Typical Sources of iequi

Requirement

Payload Requirements:

Article to be Pointed

Pointing Direction

Pointing Range

Pointing Accuracy

Pointing Knowledge

Pointing Stability

Slew Rate

Exclusion Zones

Other Requirements:

Sun Point ing

Pointing During Thrusting

Communications Antenna Pointing

Pointing in a particular direction rec
of the 2 axes pelpendicular to the poin
must point toward the Earth, we need t
the payload is fixed to the spacecraft's
can use the third axis-rotation about 1
requirement, such as pointing one axis j

of pointing systems.
Either spin stabilization or 3-axis co

control the spacecraft's attilude. Spin s
precession control, ot dual spin (spit
control depend on the sensor type or to
Sun and star sensors, gyroscopes, magr
include gravity gradienq magnetic, th
speed reaction wheelsi momentum wh(
therefore provide angular momentum

TABLE 1O-12,
specific design information.

Cornponent Weight (kg) Power (W) Comments

Propellant Table 10-7 Added to overall budget in Table 10-7;
not part of propulsion subsystem

Tank 10% of propellant
weight

Tanks for compressed gas may be up to
50% of gas weight

Thrusters 0.35-0.4 kg for
O.44 to 4.4 N hydrazine
units

5 W p e r
thruster
when firing

Lines, Valves,
& Fittings

Dependent on detailed
spacecraft design

Example spacecraft of Sec. 10.6 used
6.8 kg (HEAO) & 7.5 kg (FLTSATCOM)
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the center of mass as Possi
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ines are sometimes used in','i
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for the propulsion
10.6 offers examples of i
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TABLE 10-13. Typicar sources of Requirements tor Attitude control.

lq 1nd siarsensors,.gyroscopes, magnetomerers, and directionar unt"on;.-i;r;;;
tnclude gravity gradient, magnetic, thrusters, and wheels. wheels include variable

reaction wheels; momentum wheels, which have a nominal nonzero soeed and
lre provide angular momentum to the spacecraft; and control *o*"it gyror,
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10.4.2 Attrtude Determination and Control Subsystem

much elecrical Power
thrusters, or electric

are cofitmon. ProPulsion
thermostaticallY controlled.

he thermal subsYstem. EleqFP
to the thrusters, but we account

unless

j , . { :1 j

Subsystem. See Sec. 17.4
'1 

L. : :

must point toward the Earth, we need to control its attitude about Z trorZontal axes. If
the payload is fixed to the spacecraft's body, these 2 axes are 2 of the 3 axes. Thus. we
can use the third axis----+otation about the pointing axis--+o satisfy a second pointing
requirement, such as pointing one axis in rhe direction of flight. ta6te to-t+ tiits typei
of pointing systems.

Pointing in a particular direction requires control of angular orientation about each
the 2 axes perpendicular to the pointing axis. If, for eximple, a payload or antema

Either spin stabilization or 3-afis control using sensors and torquers can be used to
control the spacecraft's attitude. spin stabilization divides nto passive spin, spin with

ion control, or dual sprn (spin with a despun platform). clasies oi 3-*it
depend on the sensor type or torquing method. possible sensors include Earth.

Payload Eequirements:

Article to be Pointed

Pointing Direction

Pointing Bange

Pointing Accuracy

Pointing Knowledge

Pointing Stability

Slew Rate

Exclusion Zones

Entire payload or some payload subset such as
antennas or a thermal radiator

Defined relative to what reference

All of the possible pointing directions

Absolute angular control requirement

Knowledge of pointing direction either in real time
or after the fact

Maximum rate of change of angular orientation

Reorientation from one pointing direction to another
in a specified time

For example, "not within 10 deg of the Sun,'

Other Beqairements:

Sun Pointing

Pointing During Thrusting

Communications Antenna pointino

May need for power generation or thermal control

May need for guidance corrections

Toward a ground station-or relay satellite

to overall budget in Table 1-
part of propulsion subsystem .r:,!

anks for comPressed gas may

E-"tpl" .p**raft of Sec' 10'6 used 'i

ffi;;iHEioia 7.s rg (FLrsArcoM)



TABLE 10-14. Design Approaches for Selected Pointing Requirements.

Requirement System

Nadir-Pointed Payload Body-fixed payload using 2 axes of body attitude control to meel
the Earth-pointing requirement. The third axis is used to point a
horizontal axis in the direction of flight.

Can also use spin-stabilized spacecraft with spin axis normal to
the orbit plane and payload mounted on despun platform.

Payload Pointed in a
Fixed-lnerlial Direction

Body{ixed payload using 2 axes of body attitude for payload-
pointing direction in inertial space. Third axis is used to keep one
side toward the Sun.

Sun-Oiented Solar Array Planar anay requires 2 axes of control. May be achieved by
1 axis of body attitude and 1 rotation axis.

Cylindrical anay with array axis perpendicular to Sun line.

Communications Antenna 2-axis mechanism.

Spacecraft Design and Sizing

which are fixed-speed gimballed wheels. Table 10-15 summ€rizes these methods of
control during thrusting and nonthrusting.

TABLE 10-15. Types of Attitude Control.

Control Mode Type of Control

Control During Thrusting:

Spin Stabilization with Axial Thrust

Soin Stabilization with Radial Thrust

3-Axis Control

Passive spin in a fixed direction with thrust applied
parallel to the spin axis.

Passive spin in a fixed direction with thrust applied
perpendicular to the spin axis in short pulses.

Attitude is sensed with sensors whose output is used to
control torquers. Torquers include thrusters operated
off-on or swiveled to control thrust direction.

Control While Not Thrusting:

Soin Stabilization with
Precession Control

Dual Spin

3-Axis Control

Spin direction is controlled by applying precession
torque with an oft-axis thruster.

Spin-stabilized with a despun platform.

Control using attitude sensors and torquers.

can provide coarse control to support low-accuracy pointing requirements and simple ;
spacecraft. The active 3-axis method gives us highly accurate pointing control, more';
efficient solar arrays (by allowing oriented planar arrays), and pointing of
payloads or spacecraft appendages. But active 3-axis systems are more complex

10.4 Designing r

usually heavier than spin-stabilized
approaches carefully befoie deciding
various requirements affect this decisir

We use spin stabilization extensively for attitude control during kick-stage firin$
and for small spacecraft. Spin-stabilized satellites with a despun platform, called a;
dual spin syStem, frequently support communications payloads. In this case, we mount.
the payload antenna on the despun platform so we can control its pointing. If the spin, :Most star sensors are too slow (fypical
axis is roughly perpendicular to the Sun line, we can mount solar cells on the space- i,attitude directly, so we normally use ther

Spin s
Spin s
Eilher

Either

3-axis

Orientr
3-axis
Dual sl

The guidance and navigation functi
guidance. It uses ground tracking to mei
ground computing of desired velocity
through the communiqations and cornn
correction is governed by the attitude co
is controlled by engine firing time. Twc
and spacecraft attitude-control during th
may provide another way to measure
guidance computer, a GPS receiver sho
the spacecraft to navigate autohomour
hutonomous navigation methods are alsr

, to intercept or rendezvous usually reqr
assembly, and often accelerometers.

i- Accurate attitude control depends on
what present sensors can do. Each sen

;, version. Magnetometers, Earth sensors,
,-use the spin motion of a spinning space
,>rf,agnetometers and Earth and Sun sens

{accurate Earth sensors use scanning detr
below about 6.000 km because the Earr
itude. Uncertainty in the Earth's magneti
iaccuracy of a magnetometer. In 

.fe 
sat

,sensor's accuracy. Star sensors, however

Iresponse. Gyroscope accuracy is limitec
igems are used in conjunction with an a

j: After-the-fact processing can improvr
pan monitor the Earth's magnetic field cr
ivariable effects of magnetic sensing, Va

:i:a daily cycle, so we can apply some filte

craft's cylindrical skin to produce electricpower.
Three-axis approaches range frompassive control using gravity gradient or mag;i

netics toy'rll active control with propulsion thrusters and wheels. Passive techniques , '.directional antenna.

TABLE 10-16. lmplication of Point ing R

Control during kick-stage firing

Coarse control (> 1 0 deg)

Low-accuracy.pointing (> 0.1 deg)

Low power requiremenl (< 1 kW)

High-accuracy pointing (< 0,1 deg)

High power requirement (> 1 kW)

Multiple pointing requirernents

Attitude slewing requirement
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usually heavier than spin-stabilized ones, and we may need to consider
approaches carefully before deciding between them. Table 10-16 summarizes
various requirements affect this decision.

TABLE 10-16. lmplication of Pointing Requirements on Attitude Control Approach.

The guidance andnavigarron function on most spacecraft is a basic form ofradio
guidance. It uses ground tracking to measure the flight path (or spacecrafi ephemeris),
ground computing of desired velocity corrections, and command of the correction
through the communiqations and command subsystems. The direction of the velocity
correction is governed by the attitude control of the spacecraft body and the magnitude
is controlled by engine fring time. Two elements limit perfonnance: ground-tracking
and spacecraft attitude-control during thrusting. The Global Positioning System (GPS)

y provide another way to measure the flight path. Coupled with an appropriate
guidance computer, a GPS receiver should be able to guide the boost phase and allow

spacecraft to navigate autonomously in orbit, at least for low altitudes. Other
navigation methods are also available (see Sec. 11.7). Guiding spacecraft

intercept or rendezvous usually requires a guidance radar, a gyroscope reference
assembly, and often accelerometers.

Accurate aftinrde control depends on the attitude sensors. Table 10-17 summarizes
present sensors can do. Each sensor class is available in either a 1- or 2-axis

ion. Magnetometers, Earth sensors, and Sun sensors are available in forms which
the spin motion of a spinning spacecraft to scan the sensor's field of view. Some

ters and Earth and Sun sensors do not require scanning, but some highly
Earth sensors use scanning detectors. Magnetometers apply only to altitudes

about 6,000 km bqcause the Earth's magnetic field falls off rapidly with alti-
Uncertainty in the Earth's magnetic field and its variability with time limits the

racy of a magnetometer. In the same way, horizon uncertainty limits an Earth
's accuracy. Star sensors, however, allow us to measure attitude very accurately.

Most star sensors are too slow (typically several. seconds) to control a spacecraft's
itude directly, so we normally use thern with gyroscopes for high accuracy and rapid

Gyroscope accruacy is limited by instrument drift, so most gyroscope sys-
are used in conjunction with an absolute reference such as a star sensor or a

irectional antenna.
After-the-fact processing can improve our knowledge of attitude. For example, we
monitor the Earth's magnetic field continuously and therefore partially correct the

iable effects of masnetic sensins. Variations in the Earth's horizon tend to follow
daily cycle, so we can apply some filtering correction.

15 suinmarizes these methods'

Requirements.

control during kick-stage'
with a desPun Platform,

both
how

ns payloads. In this case' we r

can c'ontrol its Pointing. If the

mount solar cells on the sPq

using gravitY gradient or

and wheels. Passive
pointing requirements and s

u u.aor-ut" oointing control'

arrays), and Pointing of se-]

t tyit"*t are more comPle,l

axes of body attitude convol to mee
ent. The third axis is used to point x

of flight.

I spacecraft with spin axis normal'td:3
.bunt"O on despun platform. lf-+l{

axes of bodY attitude for Payload:';
space. Third axis is used to keep oiit

of control. MaY be achieved bY ::

Type of Control ''trii,i.:i:;

fixed direction with thrust applied;

fixed direction with thrust applied',1
the soin axis in short Pulses' ';

with sensors whose output is use;d I

. Torquers include thrusters operaGd.
)d to control thrust direction. ':i+,i

controlled bY aPPlYing

a despun Platform' .j

sensors and torquers- i:

Requirement lmplication

Control during kick-stage firing

Coarse control (> 10 deg).

Low-accuracy pointing (> 0.1 deg)

Low power requirement (< 1 kW)

High-accuracy pointing (< 0.1 deg)

High power requirement (> 1 kW)

Multiple pointing requirements

Attitude slewing requirement

Spin stabilization prefened in most cases

Spin stabilization or passive control using gravity gradient

Either 3-axis control or dual spin

Either oriented planar array or spinning cylindrical array

3-axis control

Oriented planar array

3-axis control

Dual spin with articulation mechanism or 3 axis with wheels
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TABLE 10-17. Ranges of Sensor Accuracy. Microprocessor-based sensors afe likely to
improve accuracies in the future.

Sensor Accuracy Characteristics and Applicability

Magnetometers

Earth Sensors

Sun Sensors

Sfar Sensors

Gyroscopes

Directional Antennas

1.0" (5,000 km alt)
5'(200 km alt)

0.05 deg (GEO)

0.1deg (low altitude)

0.01 deg

2 arc sec

0.001 deg/hr

0.01deg to 0.5 deg

Attilude measured relative to Earth's local
magnetic field. Magnetic field uncertainties
and variability dominate accuracy. Usable
only below -6,000 km.

Horizon uncertainties dominate accuracy.
Highly accurale units use scanning.

Typical field of view t130 deg.

Typical ffeld of view 116 deg. ̂

Normal use involves periodically resetting the
reterence position.

Typically 1% of the antenna beamwidth.

The attitude-control system can also produce attitude motions which combine with
the attitude sensor's accuracy to affect the total control accuracy. Control systems that'
use thrusters alone require a dead zone to avoid continuous firing of the thrusters. The
control system's accuacy is limited to half the dead-zone value plus the sensor
accuracy. Systems which use wheels (either speed-controlled reaction wheels or
gimballed constant:speed wheels) can avoid dead-zone attitude errors, so they usually
can operate close to the sensor accuracy.

Torquing methods for 3-axis-controlled spacecraft include giavity gradient, mag-
netic, thrusters, and wheels. Spacecraft using gravity-gradient and magnetic torquing
are clean and simple but do not provide high levels of control torque. We use thrusters
on most spacecraft because they produce large torque and can control the spacecraft's
translational velocity as well as attitude. If the spacecraft must maneuver or suffers
cyclical disturbances, such as those at orbit rate or twice orbitrate (see Chap' 11), we
need to use wheels. A wheel can cyclically speed up or slow down, thus producing
maneuvering torque or counteracting disturbance torques. A wheel system consumes
less propellant than a thruster-only system because periodic effects do not require
propellant use. On the othei hand, wheel systerns are heavier and more complex than
those without wheels. Variable-speed reaction wheels produce only limited control
torque (less than 1 N.m). To obtain large values of cyclic torque, we use control
moment gyros----constant-speed wheels gimballed about an axis perpendicular to the
spin axis. These gyros can develop torques up to several thousand N' m. When we need
more degrees of freedom or better pointing accuracy, we use mechanisms to point
spacecraft appendages, such as solar arrays or directional antennas.

E stimat ing T orqu e Re quir e m e nts

One important sizing parameter for the control subsystem is its torque capability.
This capability, often called the control authority, must be large enough to counter-
balance disturbance torques and control the attitude during maneuvers and following
transient events such as spacecraft separation, deployment; and failure recovery.
These latter events usually size the torque requirement. The separation transient is
usually specified in terms of tip-off rate-the angular velocity, typically 0.1 to 1 deg/s,
imparted to the spacecraft at release from the booster. We size the attitude control
thrusters to capture or stabilize the spacecraft attitude before it has exceeded a speci-

Dpsignin6

fred value, as shown in Fig. 10-2A. T
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As Fig. 10-28 shows, this is based on
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A. Attitude Capture Following Separa

Flg. 104. Estimatlng Torque for Attitud

The control torque required to st
firing of a rocket motor is the product
its line-of-action is offset from the sp
either to thruster misalignment or cg r

Estimating Angular Impuke for 3-A
Another major sizing parameter fi

impulse capability of its torquers. Azll
thruster-produced torque, the angular
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to wheel moment of inertia and speed.
system weight.

, For 3-axis control systems, we calc
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oscillation or limit cycling: We dete
euvering from spacecraft moment of
impulse required to start an attitude m
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where .I, is spacecraft moment of ine
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fied value, as shown in Fig, 10-2A. The relation between required torque f,, the tip-off
1ate, o, (in rad/s), spacecraft moment of inertia, 1r, and the maximum attitude excur-

0^* (in rad), is:

r=|al( t , to^*) (10-1)

torquing ability of a thruster system, a reaction wheel, a control moment g)iro, or
pointing mechanism may be set by an acceleration requirement such as that arising

an attitude slew maneuver, shown in Fig 10-28. Thg torque is simply lowherc I
the moment of inertia and a is the acceleration. Sometimes the anitude maneuver is

ified as a change in angle of 0 in a time t6u, . The torque in this case is:

tr =401 | tar? (r0-2)

Fig. 10-28 shows, this is based on applying full accelerating torque for t1url 2 and
decelerating torque for the remaining time.

A. Attitude Capture Following Separation B. Attitude Maneuver in Time, fo*

10-2. Estlmating Torque for Attitude Capture and Maneuvering.

The control torque required to stabilize a spacecraft during velocity-correction
of a rocket motor is the product of the rocket's thrust level and the-distance that

line-of-ac4on is offset from the spacecraft center-of-mass. This torque can be due
to thruster misalignment or cg offset (see Table 10-18).

Angular Impulse for 3-Axis Control
Another major sizing parameter for the attitude control subsystem is the angular

capability of its torquers. Angular impulse is the time integral of torque. For
torque, the angular impulse is related to the propellant mass ex.

nded. For reaction wheels and control moment gyros, the angular impulse is related
wheel moment of inertia and speed. In all cases, angular impulse is related to control

weight.
For 3-axis control systems, we calculate angular impulse by evaluating.that needed
attitude maneuvering, for counteracting the effects of disturbance torques, and for

ion or limit cycling. We determine the angular impulse required for man-
from spacecraft moment of inertia and maneuver angular rate. The angular

lse required to start an attitude maneuver l"ror, is:

Lrton = I, @-on

1, is spacecraft moment of inertia and @r*n is the angular rate

sensors are

motions which combinE,
accuracy. Contol

fring of the
dead-zone value Plus the;
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zone attitude errors, so theY ui
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gradient and magnetic
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periodic effects do not,i
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about an axis PelPendicular

thousandN'm.
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velocity, typically 0.1 to'!

. We size the
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(10-3)

(rad/s) of the
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TABLE 10-18. Disturbance Torques. These are vector equations where
cross product and 'r denotes vector dot product. See Sec.

10.4

"x" denotes vector
11.1 tor simpli f ied

Designlng

and comes about when the spacecr
coordinates. Tg is the torque, Q is thr
H, is the spacecraft angular momer
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coupling torques are of the same fonn
often combined.

Note that, for any single axis, the
integrate to zero over an integer nu:
periodic. Also n_ote that angular impu
tion wheels and control moment gy;
speed or direction. If we use reaction v
size them for the cyclic terms and cou:
if we are designing a system that has r
counteract all disturbances, and the an
integrals of the absolute value of dist
process of computing control system
identifying cyclic and secular compor

Thruster control systems operate
exceeds a set value known as the dead.
length of the pulsg*typically from 0.(
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well designed control system will fir,
zone limit is exceeded. The angular
pulse P.;n is:

La

where P^;n = T s t^i,|, I is thrust le
which the thruster works to produce ti
and 1, is the spacecraft's moment of i:
craft while in the dead-zone is Lro/2
a dead-zone of 206 in 406/ La secon
ative to the time spent in traversing thr
minimum pulse every 404/ L,rtt secon<

The total angular
duration:

IR= P

impulse expended

L^= l f t  *

The torque.produced by a thruster i
time integral of thrust is linear impulse
the rocket equation (Eq. 17-6). An app
propellant use is:

r ='J

f f i P =

equations.

maneuver. Stopping the maneuver requires an equal amount of angular impulse of-

impulse which, if uncontrolled, will disturb the spacecraft attitude. The control sub: ;

system must counteract these disturbance torques by applying control torque and the
control subsystem angular impulse capability must be at least equal to the disturbancg
angular impulse.

In. addition to the disturbance torques listed in Table 10-18, the control system may
be sized by the requirement to interchange momentum between spacecraft body axes
(sometimes referred to as Euler cross-coupling torque). Numerically this torque-like
effect is:

TE = -f,I x H, (10-4)

Disturbance Equatiqn Delinition of Terms

LV Thruster
Misalignment

s x T 3

T

vector distance frcim center of
mass to thrust application point

vector lhrust

Aerodynamic
Torque Iov2ca A(u, xs"o)

p atmospheric density
Co drag coetficient (Vpically 2.25)
A area perpendicular to uu
V velocity
uu unit vector in velocity direction
s^^ vector distance from center of-' 

mass lo center of pressure

Gravity
Gradient
Torque

$ u"  x( t .u" )
p Earth'sgravitationalcoefficient

0.986 X 1014 m3/s2
Bo Distance to Earth's center (m)

I Spacecraft inertia tensor

u" Unit vector toward nadir

Solar
Radiation
Torque

fu"(a+16)+ IK.(u'' un) ol,"{r,, . Au}l " ""

Ko solar pressure constant- 
4.644 X 10-6 N/m2

sc vector from spacecraft
center of mass to area A

un unit vector normal to A

u" unit vector toward the Sun

a surface absorptivity coefficient
rs surface specular reflectance

coefficient
rd surface diffuse reflectance

coefficient
(Note :  a+  r "+  t6=1)
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and comes about when the spacecraft dynamic equations are written in rotating
coordinates. Tg is the torque, Q is the angular velocity of the coordinate system, and
H, is the spacecraft angular momentum including that due to body rotation and
internal moving parts (such as reaction wheels). For a circular orbit and the,dynamic
equations written in a coordinate system which rotates at orbit rate, the Euler cross-
coupling torques are ofthe same form as gravity-gradienttorques and these effects are
often'combined.

Note that, for any single axis, the disturbance torque may have cyclic terms that
integrate to zero over an integer number of cycles and secular terms that are not
periodic. Also note that angular impulse required for maneuvering is all cyclic. Reac-
tion wheels and control moment gyros can counteract cyclic torques by changing
speed or direction. If we use reaction wheels or control moment gyros (CMGs), we can
size them for the cyclic terms and cofnteract only the secular terms with thnisters. But
if we are designing a system that has no wheels or CMGs, we must expel propellant to
counteract all disturbances, and the angular impulse requirement is the sum of the time
integrals of the absolute value of disturbance torque computed about each axis. The
process of computing control system angular impulse from disturbance torques and
identifying cyclic and secular components is shown in Table 10-19.

Thruster control systems operate by pulsing a thruster when the attitude error
exceeds a set value known as the dead-zone limit. The thruster's design determines the
length of the pulse-typically from 0.02 sec to 0.1 sec. The propellant consumption of
such a system is proportional to the size of the pulses and the rate of pulse firing. A
well designed control system will f,rre a minimum length pulse each time the dead-
zone limit is exceeded. The angular velocity change, Acl, produced by a minimum
pulse P;;n is:

L.o = P^inlI, (10-5)

where P^in - T s t^in, I is thrust level of the thruster, s is the lever arm through
which the thruster works to produce torque, /.;n is the minimum thruster firing time,
and 1" is the spacecraft's moment of inertia. The mean angular velocity of the space-
craft while in the dead-zoneis L,a/2 which implies that the spacecraft transverses
a dead-zone of 20a in 401/ La s6conds. Since the pulse firing time is negligible rel-
ative to the time spent in traversing the dead-zone, the average impulse rate, IR, is one
minimum pulse every 404/ La seconds, or:

IR = P2*rn/ ( gdls) (10-6)

angular impulse expended during the mission, L^, is 1R times mission

L^= IR x mission duration (10-7)

equations where '!" denotes
product. See Sec. 11.1 for

amount of angular impulse

are generally used. For a given

)ance torques, we exarrune thgri,
Table 10-18. These disturbancdii
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attitude. The control sub- ili
applying control torque and'the :,
at least eoual to the disturbance

l0-18, the confol system may
between spacecraft body axes

). Numerically this torque-like

(10-4)

The torque produced by a thruster is equal to its thrust 7 times its lever arm s. The
time inte$al of thrust is linear impulse and is related to the mass of propellant used by
the rocket equation (Eq. 17-6). An appropriate expression relating angular impulse to
propellant use is:

t=r l rat=sl ,ogmo (10-8a)

(10-8b)m p = L l ( s 1 r p g )

s vector distance from center of
mass to thrust application point

T vector thrust

p atmospheric density i
Co drag coefficient ltypically 2.25),;
A area perpendicular to uu
V velocity
uu unit vector in velocitl/ direction "'

s^. vector distance from center of'' 
mass to center of pressure

p Earth'sgravitationalcoefficient
3.986 X 1gt4 63/s2o . J o u   t v  ' i l t - t J -

B9 Distance to Earth's center (m)
I Spacecraft inertia tensor ;

u" Unit vector toward nadir '.!-i

K, solar pressure constant
4.644x 1O$ N/mz

sc vector from spacecraft
center of mass to area A i:

un unit vector normal to A
u. unit vector loward the Sun
a surface absorptivity coetficient .:

rs surface specular reflectance ..
coetficient

rd surface diffuse reflectance l
coefficient
(Note :  d+  rs+  16= 1)



TABLE 10-19. Computing Control System Angular lmpulse Requirements.

Step Operation Comments

1. Calculate disturbance
torques

Use equations in Table 10-18

2. Compute time integral of
disturbance torque lor
each control axis

4 =lro,dt

r, = 
[r6rat

t, = 
[r*at

Lx, Lv, Lz angular impulse
requirements about x, y, and z
control axes

Tdr, Tdr, I4. disturbance
torque5 about x, y, and z
control axes

3. ldentifycyclic and secular
components of angular
impulse

Either identify cyclic
components from the
equations or plot each
component of angular impulse
to identify components

4. Size torquers Wheels or CMGs are sized for
the cyclic terms. Thrusters, if
used with wheels, are sized for
the secular lerms.

5. lf thruster control is used
without wheels or CMGs,
compute time integrals of
the absolute value of
disturbance torque

4=[lrd-lat

+=llr',la'
t, = llrd,lat

Spacecraft Design and Sizing '

where L is angular impulse, f is time, 1", is specific impulse, g is gravitational accel-
eration and rnris propellant mass expeniled.

A reactiori wheel produces torque by changing its speed. Its angular impulse
capability is equal to its moment of inertia times its maximum speed-its total angular
momentum. A control moment gyro produces torque by changing the direction of its
constant-speed momentum wheel. The angular impulse capability of a CMG is its
momentum (wheel mass moment of inertia times speed) times the angle through which
it can be moved. The relation between momentum and weight and power for wheels
and CMGs is presented in Table 10-20.

Estimating Angular Impulse for Spin Stabilization

For a spin-stabilized spacecraft, angular impulse is required for spinup, spin main-
tenance, and spin-axis precession. If the spacecraft is spin-stabilized for only part of
its mission (such as during kick-stage thrusting), then impulse is also needed for
despin.

10.4 Designing I

TABLE 10-20; Weight and Power of Gon
SubsYstem. Note f=Torq

Weight
(ks)

2 to 3.5

0.2 to 1

0.2 to 1.5

0.8 to 3.5

5 t o 5 0

5 t o 2 5

2 + 0 . 4 x H  H < '
5 + 0 . 1  x H  1 0 <

3 5 + 0 . 0 5 x H
1 0 0 < H < 2 , 5 0 0

4 + 0 . 0 3 x f

The impulse requirement for spinul

Lspin,

where Lroiruo is the impulse_required i
about thdipin axis in kg-m2, and 'C2, i
speed range from 0.1 rad/s for spacecl
for stabilization during kick motor fi:
with this same equation. Note that the
different than during sPinuP'

The principal merit of spin stabiliza
spacecraft will remain spinning at conl
inertial space. However, if the spacecrt
or thruster firing for velocity colrectio
tion may be changed. Disturbance torc
spin corrections necessiuy.

,.!' Variation in spin speed occurs wh
mass are misaligned. If the offset betw
angular impulse, AI1, imparted by a ve

M:I =

If the offset is in the directiol that
required to correct spin speed. If th'

rr angular-momentum vector will preces
In either event, impulse is required '

correction is required, the impulse is a
it is normal to the spin axis' Typica.
tolerance, coupled with center of m'
center-of-mass offset of 0.002s-0.01s
center of mass.
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Earth Sensor

Sun Sensor

Magnetometer

Gyroscope

Star Sensor

Processors

Reaction Wheels

Control
Moment Gyros

Actuators
(single axis)
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TABLE 10-20: Weight and Power of Components in an Attitude Determination and Control
Subsystem. Note f = Torque in N 'm, and H = angular momentum in N 'm's.

Component
Weight
(ks)

Power
(w)

Earth Sensor

Sun Sensor

Magnetometer

Gyroscope

Star Sensor

Processors ,

Reaction Wheels

Control
Moment Gyros

Actuators
(single axis)

2 to 3.5

0 . 2 t o 1  :

0.2 to 1.5 l

0.8 to 3.5

5 t o 5 0

5 to25

2 + 0 . 4 x  H  H <  1 0
5 + 0 - 1  x H  1 0 < H < 1 0 0

3 5 + 0 . 0 5 x H
1 0 0 < H < 2 , 5 0 0

4 + 0 . 0 3 x f

2 t o 1 0

0 to 0.2

0.2 to 1

5 to20

2lo 20

5 t o 2 5

10 to 20 at constant speed;
500 to 1,000 Wi (N.m) when torquing

1 5 to 30 standby;
0.02to 0.2 W/(N.m) when torquing

1 to5  W/ (N .m)

The impulse requirement for spinup is:

Lspinup = 1r, o,

where Lro;nuo is the impulse required in N'm's, 1r, is the spacecraft moment of inertia
about thd spin axis in kg-m2, and O" is the spin speed in rad/s. Typical values of spin
speed range from 0.1 rad/s for spacecraft requiring minimal spin stability to 10 rad/s
for stabilization during kick motor firing, Impulse required for despin is computed
with this same equation. Note that the inertia of the spacecraft during despin may be
different than during spinup.

The principal merit of spin stabilization is that it is passive; that is, a spin-stabilized
spacecraft will remain spinning at constant rate with its spin axis substantially fixed in
inertial space. However, if the spacecraft has a thrusting mode such as kick-stage fuing
or thruster firing for velocity correction, both the spin speed and the spin axis orienta-
tion may be changed. Disturbance torques as presented in Table 10-18 may also make
spin corrections necessary.

Variation in spin speed occurs when the thruster's axis and spacecraft center of
mass are misaligned. If the offset between center of mass and the thrust axis is L*the
angular impulse, A^Fl, imparted by a velociry correction AV to a spacecraft of mass mr7.
is:

LH =mrb LV Lcm (10-10)

If the offset is in the direction that changes the spin speed, then impulse will be
required to correct spin speed. If the offset is along the spin axis, the spacecraft
angular-momentum vector will precess, thus changing the orientation of the spin axis.
In either event, impulse is required to correct the unwanted change. If spin-speed
correction is required, the impulse is about the spin axis and ifprecession is involved,
it is normal to the spin axis. Typical thruster alignment tolerance is 0.1 deg. This
tolerance, coupled with center of mass uncertainty, leads to typical thrust-axis to
center-of-mass offset of 0.002s-0.01s where s is the distance from the thruster to the
center of mass.

Requirements.

impulse, g is gravitational acceli.i

speed. Its angular i
speed-its total

by changing the direction of its:J
capability of a CMG is its

times the angle through which ;
and weight and power for wheels ''

then impulse is also needed for

is required for spinup, spin mnin- :'
is spin-stabilized for only part of .r:li

(10-e)
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To change the direction of spin-axis orientation, we must precess the angular-
momentum vector. This is usually done by synchronizing off-axis thruster pulses with
the spin period of the spacecraft. The small increments of angular impulse imparted by
properly synchronized firings add at 90 deg to the momentum vector to rotate the
vector direction. Some nutation is also introduced by the thruster firings but this
decays with time. The impulse required to precess a spinning spacecraft through an
angle of aradians is

Lpr""rr, = Iss 9s d (10-11)

where 1"" is the mass moment of inertia about the spin axis, O" is the spin speed (in
rad/s) and a is the angle of rotation of the spin vector in radians.

The'total angular impulse is converted to propellant weight through the use of
Eq. (10-10). Typical weight and power for attitude control components :ue summa-
rized in Table 10-20 and discussed in Sec. 1 1. 1. Actuators and wheels are available in
a large number of sizes and capabilities. Their weight and power as a function of
torque may be estimated by the relations given.

L0.4.3 Communications Subsystem

The communications subsystem receives and demodulates uplink signals and
modulates and transmits downlink signals. The subsystem also allows us to track
spacecraft by retransmifting received range tones or by providing coherence between
received and transmitted signals, so we can measure Doppler shift. Table 10-21 sum-
marizes the main system considerations which drive the design of communications
subsystems.

TABLE 10-21. System Cbnsiderations for Deslgn of Communications Subsystems.

Communication access to a spacecraft requires'a clear field of view for the
spacecraft antenna. It also requireJsufficient reieived power to detect the signal with
acceptable error rate. Access across many viewing angles demands an antenna with a
wide beamwidth, so good spacecraft designs always include an antenna system that
can receive signals over at least a hemisphere. The gain of a widebeam antenna is
low--+ypically 0 dB for hemispheric coverage. Therefore, we must select a level of
transmit power and a receiver sensitivity that allow us to detect signals with an
acceptable error rate.

The spacecraft receives data consisting of commands and range tones. Command
rates range from 100 bits/s to 100 kbits/s, with most systems below 1,,000 bits/s. The
data rate depends on mission considerations and sets the communications subsystem's
bandwidth, which establishes the received power required to detect signals (Chap. 13).
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TABLE 10-23. Charadteristics of Commt

Gomponent
Welght

(ks)
Pt

S-band Antenna

Diplexer

Receiver -

Transmitter

n o

1 .2

1 . 8

2

Gonsideration lmplication

Access Ability to communicate with the spacecratt requires clear field of view
to the receiving antenna and appropriate antenna gain

Frequency Selection based on bands approved for spacecraft use by international
agreement. Standard bands are S (2 GHz), X (8 GHz), and Ku (12 GHz)

Baseband Data
Characteistics

Data bandwidth and allowable error rate determine RF power level
for communications
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For spacecraft communicating dhectly with ground terminals, received signal strength
is not a design driver because we can set the ground terminal's transmitting power as
high as necessary. However, received signal strength from a relay satellite does affect
the communications subsystem's receiver sensitivity and maximum data rate. Systems
that require data communications at rates greater than 1,000 bits/s normally use high-
gain, directional antennas and can operate at low bit rates to allow wide-angle access
when needed.

The downlink signal consists of range tones, telemetry for spacecraft status, and
payload data. The baseband data is normally digital and multiplexed by frequency or
time. Telemetry to report the spacecraft's status operates between 100 bits/s and
1,000 bits/s. If the downlink handles only status telemetry, or if the payload data will
fit within a low-bandwidth link, we can communicate using a widebeam antenna. Data
communication over a high bandwidth usually requires a high-gain, directional an-
tenna and a low-bandwidth mode for widebeam coverage.

Table 10-22 shows how we size the communications subsystem. To do so, we must
identify the data bandwidths of the uplink and downlink, select communication
frequencies, prepare RF power budgets for both links (Chap. 13), and select equip-
ment. The basic communications subsystem consists of a transmitter, a teceiver, a
widebeam antenna, and an RF diplexer. We may also use a high-power transmitter or
a directional antenna if the data rate requires it.

TABLE 10-22. Steps in Designing a Communications Subsystem.

Table 10-23 shows the characteristics of a standard communications subsystem. The
system operates at S-band, radiates 2 W, has a data rate of 1,000 bits/s, and weighs
5.9 kg. The transponder provides a coherent carrier response to measure range rates
and rehansmits ranging tones. Section 11.2 describes other equipment irl com-
munications subsystems, including transmitters with higher power and directional
antennas.

TABLE 10'23. Characterislics of Communications Subsyslems Using S'band.
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Step What's Involved Reference

1. ldentify Data Rate Payload commands and data--€hap. 9

Spacecraft bus commands and
telemetry-Secs. 1 0.4.3, 1 1.3

2. Select Frequencies Decide which of the
allowed bands to use

S e c . 1 3 . 1

3. Prepare RF
Power Budoet

Analyze characteristics
of RF links

Sec. 13.3

4. Select Equipment Sec.  11 .2

Compohent
Weighi

(ks)
Power
(w) Comments

S-band Antenna

Diplexer

Receiver

Transmifter

0.9

1 , 2

1 . 8

2

0

0

4

4.4

Hemispheric pattern 0 dB

Two units required for redundancy
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10.4.4 Command and Data Handling Subsystem

The command and data handling subsystem, (C&Dm, receives and distributes
commands and collects, formats, and delivers telemetry for standard spacecraft
operations (housekeeping) and payload operations. We usually handle housekeeping
data intermittently and at rates below 1,000 bits/s. Rates for payload commanding and
telemetry depend on the payload's design. They may require very high data rates
(10 kb/s to 500 Mb/s) and storage of payload data.

The C&DH subsystem may include encryptors, decryptors, a sequencer or timer, a
computer for data processing, and equipment for data storage. It interfaces with the

communications subsystem from which it receives commands and to which it sends
the formatted telemetry sheam. It also delivers commands to and receives telemetry
from the other spacecraft subsystems and may have similar interfaces with the
payload.

The decoding of command signals is peculiar to the detailed design of the system.
A typical command is a serial binary word containing a preamble, a user address, and
the command word. The preamble allows the spacecraft to identify and authenticate
the command. The command unit decodes the user addresses and then routes actual
commands to the correct users, either by separate wires or by a data bus. Each user then
decodes and executes the command.

In some cases, we need several commands to do something. If the function is time
critical, we can send precursor commands and verify their receipt before sending a
precisely timed execute or a time-tagged execute. A sequencer or onboard computer
can execute timetagged commands. If we need to send commands over time, we can
time-tag them or use a timer-execute command followed by a sequence of timer-reset
commands. If the command system fails, the command halts when the timer times out.
Ordnance normally requires separate arm and fire commands.

Telemetry signals tell us about the spacecraft's health and provide operational data
needed to conttol the spacecraft. Normally, we conYert telemetry measurements to
digital signals, serially multiplex them in a telemetry frame using a repetitive pattern,
and transmit the frame using a main frame word for frame synchronization. We may
use a main frame word as a subcommutated channel or we may superconmutate
signals if we need a sampling rate higher than the frame rate. Finally, we may place
the telemetry frames in packets and multiplex them with other downlink data.

Commands and telemetry signals depend on the spacecraft's operation. Each of the
spacecraft's commandable functions needs a separate command. In addition, we must
provide enough telemetry to define the spacecraft's state of health, as well as data for
operational control.

Table 10-24 lists the steps to size the C&DH subsystem. In its simplest form, this
subsystem consists of a command decoder and a telemetry multiplexer. More com-
plex systems distribute the command decoding function by routing serial commands
to user subsystems for final decoding. Telemetry multiplexing can also be distributed.'
High-performance subsystems use central digital computers for data processing.
Tabie 10-25 presents typical characteristics. Chapter 11 describes more complex
subsystems.

. 10.4.5 Thermal Subsystem

The thermal design of a spacecraft involves identifying the sources of heat and
designing paths for transporting and rejecting heat, so components will stay within
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TABLE 10-25. Typical Characteristics of Basic Components for Command and Data
Handling.

required temperatures. The sources of heat include solar radiation, Earth-reflection
and infrared iadiation, and electrical energy dissipated in the electrical componelts.
Conventional electronics operate at temperatures ilose to room temperature (25 "C)
and will tolerate temperature variations of about +20"C. Battery cells, pa4icularly
nickel-cadmium cells, are more sensitive to temperature than most electronics. But
they can still stand temperature ranges of 5 

oC to 20 oC. We can control the tempera-
tures of compartments for conventional electronics by coating or insulating theii outer
surfaces. We select these coatings to strike a balance between the heat absorbed and
the heat radiated to space. The coatings include various paints and tapes, and second
surface glass mirrors. The weight of such coatings is almost independent of the
quantity ofheat dissipated and seldom exceeds 47o ofthe spacecraft dly weight. The
thermal coatings, particularly insulation, can close out compartment openings and may
also shield components from electromagnetic radiation.

Components which have stringent temperafure requirements or which dissipate
large amounts of electrical power require more extensive thermal control. For exam-
ple, we usually place gyros and precision oscillators in insulated compartments, or
ovens,with active electrical heaters to control temperafures carefully. Traveling wave
tubes and other elements which dissipate a lot of power concentrate their dissipation
locally and produce hot spots. Normally, we conduct heat away from such hot spots
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TABLE 10-24. Steps in Sizing the Command and Data Handling Subsystem.

Step What's Involved Reference

Prepare
Command List

Prepare a complete list of commands for the payload and
each spacecraft bus subsystem. Include commands for
each redundancy option and each commandable operation.

Secs.
10 .4 ,  1  1  .3

Prepare
Telemetry List

Analyze spacecraft operation to select telemetry measure-
ment points^that completely characterize it. Include signals
to identify redundancy configuration and command receipt.

Secs.
10 ;4 ,  11 .3

Analyze Timing Analyze spacecraft operation to identify time-critical
operations, and limeliness needed for telemetry data.

Sec. 10.3,
Chap,16

Select Data Rates Choose data rates that support command and telemetry
requirements and time-critical operations.

Sec. 13.3

ldentify Proiessing
Requirements

Examine need for encryption, decryption, sequencing,
and processing of commands and telemetry.

Sec.  11 .3

Identify Storage
Requirement

Compare dala rates of payload and spacecraft to the
communications subsystem's ability.

Sec .  11 .3

Select
Equipment

Configure the subsystem and select components to meet
reouirements.

Sec .  11 .3

Component
Weight

(ks)
Power
(w) Comments

Command Unit 5.4 standby
14 operating

Redundant unit, 9 user addresses capacity,
18.892 commands

Pulse Code
Modulation Encoder

5.5 Redundant unit, 250 or 1,000 bits/s
64 word, I bit frame
5 subcommutated channels
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from primary power.

10.4.6 Power Subsystem

distributing and converting power.
Solar arrays are generally planar, cylindrical, or omnidirectional. Planar arrays are

flat panels pointed toward the Sun. Their power output is proportional to the projection

of their area toward the incident sunlight. Three-axis-stabilized spacecraft normally

array must have equal projected area in all directions. In other words. it must have an
omnidirectional array. A sphere has this properry, but paddles or cylinders combined
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energy intercepted, and the
Thus, the cylindrical array
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In other words, it must have an
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with planar panels are also possible. The total area of an ornnidirectional array must
be approximately 4 times the projected area, so an omnidirectional array has about
4 times the area of a planar array with the same power rating.

The required area of a planar solar array is related to the required power, F, the solar
constant (1,367 Wlm2), and the conversion efficiency .of the solar-cell system.
Although cells have had efficiencies as high as 30Vo, practical array designs range
from 57o to l5Vo when taking into account the operating conditions and degradation at
end-of-life. An array with an effrciency of 1Vo wotld have a required area of
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" 0.07 x1367
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(10-12)

where Ao is in m2 and P is in watts. This area is characteristic of current arrays; The
mass of a planar array with specffic perforrnance of 25 Wkg is

Ma=0.04 P (10-13)

wherc Mo is in kg and P in watts. Current designs range from 14to 47 Wkg at
end-of- life. The high end would provide 66 Wkg at beginning-ofJife, Solar arrays
mounted on the spacecraft's body usually weigh less than planar arrays.

Rechargeable nickel-cadmium or nickel-hydrogen batteries are the usual devices
for energy storage for unmanned spacecraft. They are available in various sizes and
are highly reliable even though their performance characteristics.are quite complex.
The battery often represents one of the rnost massive components in the spacecraft. It
also is very sensitive to temperature and to the use profile. Nickel-cadmium, a+d to a
lesser extent nickel-hydrogen batteries perform best when operated between 5 

-C 
and

20 
-C. 

This range is both lower and more restricted than the temperature requirements
for most electronic components, The battery also has complex wear-out mechanisms,
thus limiting cycle life as a function of depth-of-discharge. Other variables--+emper-
ature, rate of charge, rate of discharge, and degree of overcharge--also affect cycle life
but in a less well-defined way. If a battery has shallow discharge cycles, it loses capac-
iry. To counter this tendency, most spacecraft recondition their batteries from time to
time by discharging them completely.

We determine a battery's capacity from the energy if must produce (discharge
power times discharge duration) and from its depth-of-discharge. We-select the
battery's depth-of-discharge to meet cycle life requirements. Table 10-26 gives guide-
lines on depths-of-discharge for nickel-cadmiurn and, nickel-hydrogen batteries.
Section 11.4 discusses these concepts in more detail.

TABLE 10-26. Allowed Battery Depth-of-Discharge vs. Cycle Life.

Cycle Life Battery Type Depth of Discharge

Less than 1,000 cycles Nicd
NiH2

80%
1QO"/"

10,000 cycles Nicd
NiH2

3O/o

50%

To compute a battery's capacity, we divide the discharge energy (watt-hours) by
the depth-of-discharge. The ratio of battery weight to battery capacity is 30 to
40 W.hr/kg for NiCd batteries and 35 to 50 W.hr/kg for NiH2.Often, several batteries
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olrrate in parallel to provide the needed papacity. By using several small batteries, we
can add some redundant batteries for backup with less weight penalty than for a second
large battery.

Spacecraft primary power--power produced by the solar array and batteries-is
not well regulated (28 t 5 V is typical). Furthermore, we must match the solar array's
electrical output to ttre battery's charging requirements and provide switching equip-
ment that allows the battery to supply power when needed. Section 11.4 describes
various ways to meet these needs. Significant features include limiting the battery's
charge rate, lirniting overcharge, providing for low-impedance discharge, and provid-
ing for reconditioning. The controller or regulator must cope with the voltage swings
between charge and discharge. The power control unit must isolate faults and switch
to redundant units while also serving as the center of the power distribution network.
An estimate of the power control unit's'weight is 0.02 kgAV of controlled power.

Most electronic equipment; for both the payload and the spacecraft, requires
voltage regulation tighter than that provided by the arrays and batteries. We must
either regulate the primary power or convert itto secondary power, which we can reg-
ulate more tightly. In either case, power dissipates in the regulator or the power
converters. Tliis dissipation typically amounts to 207o of the power converted, which
may be all of the spacecraft's operating power. ln sizing the power subsystem, we
must therefore include the weight.of the power conversion equipment-{ypically
0.025 kg/W converted.

The power subsystem includes wiring for distribution and may have coniponents
for switching and fault isolation. The power dissipated in wiring losses and switching
equipment is27o to 5Vo of the operating power, and the wiring harness takes up 17o to
4Vo of the spacecraft dry weight. Spacecraft which must operate in high radiation
environments may require shielded wire to distribute power. Table 10-27 summarizes
the weight and power requirements of the power subsystem.

TABLE 10-27. Weight and Power Budget for Power Subsyslem. P= required power in watls.
Note that Mso is used here as in Table 10-10.

Primary power is distributed in most unmanned spacecraft as low-voltage direct
current. But for systems with power needs above l0 kW, we should consider alternat-
ing current distribution, both sine wave and square wave, at several hundred volts.

Radioisotope thermoelectric generators (R?Gs) have been designed for various
power levels but have been applied only to low-power needs. In practice, the units
consist of a radioisotope heat source which can produce power by thermoelectrics or
provide thermal energy to a rotating generator. If we use one of these units, we must
dispose of excess heat during all mission phases and particularly during launch
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preparation and boost. We must also consider safety issues, but RTG sources are
probably safer than most propellants. The design must ensure that the generator
remains intact and shielded even during catastrophic launch failure.

Using rotating machines to generate primary power is another design with
potential. Closed-cycle, thermal engines should be nearly twice as efficient as solar
cells, and rotating generators can provide sine-wave AC power with better regulation
than solar-cell designs.

10.4.7 Structures and Mechanisms

The spacecraft structure carries and protects the stacecraft and payload equipment
through the launch environment and deploys the spacecraft after orbit injection. The
load-carrying sttucture ofa spacecraft is primary structure,whereasbrackets, closeout
panels, and most deployable components ate secondary structure.

We size primary structure based on the launch loads, with strength and stiffness
dominating its design. The size of secondary structure depends on on-orbit factors
rather than boost-phase loads. Secondary structure only has to survive but not function
during boost, and we can usually cage and protect deployables throughout this phase.

Each of the launch boosters provides maximum acceleration levels.to be used for
design (see Chap. 18). These acceleration levels or load factors are typically 6 g's
maximum axial acceleration and 3 g's maximum lateral acceleration. These levels
work for conceptual design, but some designers prefer to increase them by as much as
50Vo duing early design phases. During preliminary sizing, we must remember that
the primary structure muit carry some weight, such as \ick motors and propellant,
which will drop away before orbit injection. Section 11.6 discusses structural design
and presents methods for preliminary structural sizing.

We use cylindrical and conical shell structures and trusses for primary structure,
commonly building them out of aluminum and magnesium with titanium for end
fittings and high-strength attachments. Composite materials have seen limited use in
primary structure to date but *rey will become more co[tmon. We can size primary
structure by modeling it as a cylindrical beam which is mass loaded by its own weight
and the spacecraft's cornponents. The lateral load factors applied to this beam produce
a moment that is a function of axial location. Compression in the extreme section of
the beam carries the moment. By adding the axial load to the moment-induced,
compressive load, we can estimate the critical load, which in turn sizes the primary
structure (see Eq. II-42). In these preliminary sizing calculations, we can exercibe
much license in assuming syrffnetry and in simplifying the loads. We can iterate the.
skin gage to withstand stress levels and check the tubular design for buckling (see
Sec.  11.6.6) .

We use a similar approach to size a truss-based primary structure. We reduce the
truss to its simplest form by successively removing redundant members until we reach
a statically determinant structure. Simply combining loading conditions allows us to
size the truss members.

We must also locate and mount components on the basic, load-carrying cylinder or
truss. Most electronic components have rectangular symmetry and are rnounted with
lugs or bosses integral to their housings. Mounting requirements include loads, good
thermal contact with the mounting surface, and good electrical contact. Aluminum
honeycomb is an excellent mount for components. It attaches to longeron-stringer
frames to form a semi-monocoque (load-carrying skin) structure. Honeycomb sheets
with composite faces occasionally substirute for other approaches.
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Some components are not rectangular. For example, propellant tanks are normally
spherical but may be elongated, have conical sectionS, or be toroidal. Electromechan-
ical drives and reaction wheels are cylindrical, and control moment gyros are complex.
These components include mounting provisions in their designs. Generally they have
flanges, bosses, or lugs. In most cases, and particulady in the case of tanks and pres-
sure vessels, the mounting must avoid loading the component. To do so, the mount
must be statically determinant, and component loads from deflection of the mount
must be minimal.

Other components of complex geometric shape, such as thrusters and connectors,
may mount through brackets specifically tailored to them. Hinges and similar items are
machined fittings with integral flanges or mounting bosses. We can align components
by shimming, but we must be careful not to disturb thermal and electrical bonds.

A set of data on spacecraft subsystem mass is presented in Appendix A. These data
show the structural mass to be approximately 20Vo of the spacecraft total. However
these data do not include all of the injected mass (apogee kick motors carried in the
spacecraft are not included). Therefore one should be careful about using these data
for estimating new designs. However, structural mass of l}Vo to20Vo of spacecraft dry
mass is a reasonable starting point.

We must have an interstage structure to mount the spacecraft to the booster. This
structure conforms to the booster provisions for mounting and carries loads during the
boost phase. Both truss strucfures and conical adapters are common. Because this
structure is designed for strength under high loads, it is an excellent candidate for
high-strength materials and weighrefficient design. The spacecraft usually provides
this interstage structure and incolporates a separationjoint to release the spacecraft at
orbit.

Common methods of attachment at the separation plane are mannon clamps or
separation bolts. In the marmon clamp, the separation joint is a continuous ring held
together by an annular clamp. Release of clamp tension allows the joint to separate. In
the case of separation bolts, the joint is held by several bolts which are released by
either severing the bolt or by releasing a nut. Once the separationjoint is free, springs
impart a small velocity increment to the spacecraft. After separation, the.booster
maneuvers to avoid accidental impact. For spin-stabilized spacecraft, the interstage
structure may incorporate a mechanism to impart spin while ejecting the spacbcraft.

The Shuttle interfaces differently from the expendable boosters. It links with its
payloads at a series ofhard points located along the sill of the cargo bay and along the
cargo bay's centerline (keelfittings). The payload and its upper stages usually require
a cradle or fittings to translate the loads into these hard points. Mechanisms for deploy-
ing the spacecraft may be spring-powered or motor-driven. Chapter 11 presents
weight-estin'rating relations for motor-driven mechanisms. Spring-powered mecha-
nisms must meet stiffness requirements, but they weigh about half as much as their
motor-driven equivalents.

10.5 Integrating the Spacecraft Design

L0.5.1 Spacecraft Size
If we know the spacecraft's weight and power, we can estimate its size. Most space-

craft have a main body or equipment compartrnent. Many also have solar panels which
wrap around the compartment for launch and deploy outside the compartment on orbit
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Table 10-28 gives estimating relations based on analysis of the volume and dimen-
sions of a number of spacecraft. These spacecraft ranged from 135 kg to 3,625 kg and
represent about I5Vo of the U.S. spacecraft launched between 1978 and 1984 [TRW
Defense and Space Systems Group, 1980-19851. Their density ranged from 20 kg/m3
to 172 kg/^3, with an average of 79 kg/m3. The spacecraft were all cylindrically
symmetric, although the cross section varied from rectangular to circular. The ratio of
base diameter to cube root of mass ranged from 0.16 mtkgrl3 to 0.31 mkgll3, with an
average of 0.23 nlkgll3. The ratio of spacecraft height to cube root of mass ranged
from 0.13 to 0.83, with an average of 0.39 m/kgl/3.

TABLE 10-28. Rules for Estimating Volume, Dimension, Area, and Momenls of Inertia.
M = spacecraft loaded mass in kg as defined in Table 10-10.

Characteristic Estimate Range

Volume.(m3)

Linear Dimension (m)

Body Area (m2)

Moment of Inertia (kS.n'2)

V = 0 . 0 1  M

s=o.25 M1l3

Ab= s2

l=0 .Q1 M5t3

0.005 to 0.05

0.15 to 0.30

Section 10.4.6 presented relations for estimating the area of a solar array. Some-
times, the required iuray area is smaller than the spacecraft's body area, and the body
can be oriented properly relative to the Sun. In this case, we can mount the solar cells
directly on the body. But high-power spacecraft usually mount the solar cells on
external panels, either off to one side or symmetrically on both sides of the equipment
compartment. External solar arrays geatly increase the spacecraft's moment of
inertia, particularly about the axes perpendicular to the array axis. Suppose the solar
array consists oftwo square panels, one on each side ofthe spacecraft, and the center
of each gf these panels is l,o meters from the body's center. If so, the increase in
moment of inertia is approximately LoZMo, wherc Mo is the solar array weight.
Table 10-29 gives an approximate expression for lo in terrns of the iuray area and the
body dimension, s. It shows the solar array's moment of inertia relatiye to the space-
craft's center. External solar arrays also affect the total projected spacecraft area,
which in turn influences aerodynamic drag and solar-radiation pressure. Table 10-29
summarizes estimating rules for solar-iuray moment of inertia and area offset. Aois the
total solar array area. We must add these inertias to the inertias of the central compart-
ment, assuming the latter to be equal to the values for the folded spacecraft computed
above.

TABLE 10-29. Rules for Estimating Area Offset and Moment of Inertia of a Solar Array.
These should be added to the body values computed in Table 10-28. See text for
definition of terms.

Solar Array Area Offset (m) I? = 1.5 s + 0-5 (A"12)12

Solar Array Moment of Inertia (kg ?r#)

Perpendicular to Array Face lu= (L^2 + A" / 12) M^

Perpendicufar to Array Axis 1", = (L"2 + A" / 24) M"

About Array Axis laa= (Aa/ 24) Ma

are co[rmon. Becausd thidi

plane are maflnon clamps otr

boosters. It links with its

. Spring-powered mecha-
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10.5.2 Lifetime and Reliability

Reliability is a parameter under the designer's control. We should consider its
potential effect on spacecraft sizing during conceptual design by examining failures
from wear-out and random causes. In other words, we should identify the ways in
which the spacecraft may fail and tailor the design to eliminate or limit failures to
acceptable levels. This implies identifying components or functions which can wear
out and designing the system so that they meet the mission's lifetime requirements.
Propellant supply and battery-cycle life,are examples of these components. If equip-
ment does not wear out, we must evaluate how each part's failure affects the mission
and modify the design to eliminate any single-point failures. Then, we use statistics to
compute the probability of mission success and tailor the design to acceptable levels.
This process is not exact, but careful attention to reliability gives us the most balanced
and able system possible.

To design for reliability, we must understand what constitutes success. The more
specifically and numerically we can state the success criteria, the easier we can trans-
late these criteria into design requirements. After defining success, we should list the
smallest amount of equipment or number of functions that will provide it. We can
begin by placing these functions in a signal flow or block diagram. In this basic form,
most functions involve only one path or set of equipment. For this reason, we some-
times call it a single-string reliability model. Later in the design process, we can add
multiple paths or backup modes to improve the probability of success, taking care to
understand both the reliability enhancement and the cost.

By understanding the functions needed for a successful mission, we understand the
factors which limit mission life or threaten that success. Often a new mission depends
on developing or exploiting new technology, so we need to know the technology and
the factors that stress the components of our system. By reducing our knowledge to a
set of specifications and applying the stfesses to our design, we improie our ability to
produce reliable hardware.

One of the key steps in design for reliability is to numerically predict the probability
of.success. To do so, we must differentiate failures from wear-out and failures from
random causes. Classic reliability models depict the rate of failure when plotted
against time as a "bathtub"-shaped curve. Early on, systems fail at high rates because
of infant mortaliry;late in life , they fail because of wear-out. We can eliminate failures
from infant mortality with careful construction, testing, and burn-in. We can avoid
wear-out by understanding and eliminating the factors that cause it or by providing
enough hardware to replace wom-out equipment. Between the extremes of infant
mortality and wear-out, the failure rate is more or less uniform and attributed to
random effects.

Wear-out shortens a mission. Random failures kill a gpacecraft with accumulated
effects. A successful design copes with them by providing enough backup components
tb cover them. Because we cannot determine when they will occur, our design must
allow us to detect and correct them. Also, a good design tolerates some failures and
remains useful in a degraded mode.

Searching for and identifying the ways in which equipment can fail is a basic part
of design for reliability. This process, called Failure Modes Effects and Criticality
Analysis (FMECA) assumes that we can identify the ways in which equipment can fail
and analyze the effect. Key to this process is identifying and eliminating single-point
failure modes-failures that by themselves can kill the mission. If we cannot eliminate
them, we must control their probability of occurrence.
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' We can analyze the failure modes of our equipment in several ways. For example,
the all-part method sirnply analyzes each of the spacecraft's parts to detemrine the
effect of its failure. On a large spacecraft ttris method is a lot of work but is straight-
forward and easy to do. The all-part method requires us to analyze shorts and opens
-systematically searching for wires or printed traces on circuit boards that can cause
failure if opened or shorted together. We can also use scenarios to find potential failure
rnodes. To do so, we simulate the spacecraftrs launch, deployment, and operation to
ensure that telemetry can detect failures and that the command system can correct
them. This simulation normally occurs when operational procedures are being pre-
pared, but it can more effectively detect design flaws if done earlier.

Another way to identify failure modes is the jury method. In many cases new
designs do not have a lot of experience behind them, but people have had experience
with similar equipment. We can poll them as part of a formal design review or in a
separate meeting, thus using their experience to identify likely failure modes and
probable effects.

10.6 Examples

In this section, we discuss three examples of spacecraft sizing. First we develop a
preliminary estimate of the FireSat spacecraft and then review two actual systems
-FLTSATCOM and IIEAO-B.

The drivers for the FireSat spacecraft design are the FireSat payload design
(Sec.9-7, Table 9-15) and the orbit and AVrequirements Cfable 7-3).We will use
these to get a broad estimate of the overall size, weight, and power for FireSat and then
to break this down into approximate subsystem allocations. The results of the top-level
process are summarized in Table 10-30. Keep in mind that these are crude estimates
that allow us to begin the process of spacecraft design. We must continually evaluate
and refine the requirements and resulting design and perform a variety ofsystem trades
to arrive at an acceptable, consistent design.

Our fust estimate of the spacecraft mass and power come directly from the payload
estimates of Sec. 9-7 (Table 9-15). As given in Table 10-5, the payload mass is
between l77o and50Vo ofthe spacecraftdry weightwith an average of3OVo (see also
Appendix A). We know very little about FireSat at this time, so we will add margin by
estimating the payload at2lVo of ttre spacecraft mass, well below the average percent-
age. However, FireSat was scaled down from a flight unit. This implies that the bus
will probably be a larger fraction of the spacecraft dry weight. Our knowledge of the
weight is poor at this time because we have not yet done a preliminary weight budget.
When we allocate the mass to subsystems below we will hold the margin at the,system
level to allow us to apply it as needed to various subsystems.

Similarly, our initial power estimate is based on the payload power of 32 W and the
estimate from Table 10-9 that for moderate size spacecraft, the payload represents
40Vo of. the spacecraft power. Our spacecraft is small with significant control and
processing requirements. Therefore, we will again be conservative and assume that the
payload represents only 30Vo of the power requirement for FireSat. Here the knowl-
edge is very poor, because we have not yet budgeted the power and have not
determined what payload duty cycle should be used-that is, should we turn the pay-
Ioad off over the poles and oceans? Because we will have to contend with eclipses
(Sec. 5.1, Example 1), the solar array output will be estimated at i70 W to provide
I 10 W to the spacecraft which then provides 32 W to the payload.
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TABLE 10-30. Preliminary Estimate of FireSat Spacecraft Parameters. See text for discus-
sion. These parameters are based primarily on the payload parameters defined
in Sec. 9.6.

Parameter FireSet Estimate Notes and References

Payload:
Mass
Power

28 kg
3 2 W

Table 9-15
Table 9-15

Spacecraft:

Dry mass
Average power
-Solar 

array power

Solar array design

Control approach

140 kg
1 1 0  W
1 7 0  W
Body-mounted omni array,
1.7 m2 facing the Sun
(8.5 m2 total area)
3-axis, nadir pointed

Payload massi 0.2; Text + Table 10-5
Payload power/O.3: Text + Table 10-S
Eclipse al lowance, Eq. (11-1)

Sec. 10.4.6, array on 5 non-nadir
faces

Sec. 10.4.2

Propellant:

A V
Attitude conlrol + residual
Margin
Total propellant

Propulsion approach

28 kg
2kg
4 k g
34 kg
Metered bipropellant
(/sp = 300 s); no kick stage

Table 7-3; Eq. (17-7)

7%; Secs. 10.4.2, 1'1 .1
15%; Table 10-7
Sum of the above
Text

Soacecraft Loaded Mass: 175 kg Dry mass + propellant

Spacecraft Size
and Moments:

Volume

Linear dimensions
Body cross-sectional
area
Moment of inertia

1 .7  m3
1 . 4  m

2.0 m2

50 kg .r#

Table 10-28

Table 10-28
Table 10-28

Table 10-28

In Sec. 7.5.1, we decided to try eliminating a kick stage and flying the spacecraft
up using low-thrust chemical propulsion. In order to maintain reasonable efficiency,
we initially assume a metered bipropellant system with an 1r, of 300 s (Sec. 10.4.1,
Chap. 17). Using the rocket equation @q. 17-1),we can comfute the propellant mass
as 28 kg and then add small amounts for attitude control and margin as given in
Table 10-30. Here our knowledge of the propellant mass as a fraction of the spacecraft
mass is good, although the spacecraft mass itself is not yet well known. Because the
propellant mass is small, we may choose later to go to a simpler monopropellant
system orto have the launch vehicle put FireSat directly into its end orbit.

Given an approximate mass for the whole system we can estimate the size and
moments of inertia from Table 10-28. This, in turn, can tell us something about the
solar array configuration. We estimate the body area at 2.0 m2 and the required solar
array area atl.7 rf,. So we can probably avoid solar panels altogether and use an
omnidirectional array consisting of solar cells mounted on the non-nadir facing sides
of the body. This will be compact, economical, and easy to control.

Finally, Table 10-31 presents two ways of developing a preliminary weight budget
for FireSat. We can estimate the mass of each subsystem as a percentage of spacecraft

dry mass or as a percentage of the pay
age of spacecraft dry mass devoted to
spacecraft listed in Appendix A. The r
in column (3). Column (2) lists the sa
payload mass devoted to each subsyl
shown in column (4). We reconrmen
(4). A weight margin of at\east25Vo
column (3) approach resulted in a "n
dry mass. This approach prematur
subsystems. We recommend maintair
cating it to the payload or other subsy

TABLE 10-31. Prel iminary FireSat Spar

Element of
Weight
Budget

(1) '
Est. % of

Spacecraft
Dry Mass

(2)r
Est. %
Paylo:

Mas:

Payload 20.0 100.c

Sttuctures 21.0 75.C

Thermal 4 .5 1 6 . 1

Power 30.0 107.1

TT&C 4 . 5 1 6 .

Att. Control o ,u 21

Prop (dry) 6.0 21

Margin (kg)

Spacecraft Dry
Mass (kg)

Propellant
Mass (kg)

Spacecraft
Loaded Mass (kg)

Margin as %"
of Dry Mass

' The percentages in Column (1) are the averag
tThe percentages in Column (2) are the averag,

To provide more detailed examPll
spacecraft-FLTSATCOM [Reeves,
estimating techniques to describe the
these spacecraft and their principal n

Table 10-32 summarizes the desig
FLTSATCOM is a communication
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dry mass or as a percentage of the payload mass. Column (1) lists the average percent-
age of spacecraft dry mass devoted to each subsystem based on the historical data for
spacecraft listed in Appendix A. The resulting mass distribution and margin are shown
in column (3). Column (2) lists the same data expressed as the average percentage of
payload mass devoted to each subsystem. The resulting FireSat mass distribution is
shown in column (4). We recommend using the mass distribution shown in column
(4). A weight margin of at least 25Vo aL this stage of development is appropriate. The
column (3) approach resulted in a "margin" of only lI.2 kg or 87o sf the spacecraft
dry mass. This approach prematurely divides the available margin among the
subsystems. We recommend maintaining the margin at the system level and then allo-
cating it to the payload or other subsystems as necessary throughout the deveiopment.

TABLE 10-31. Preliminary FireSat Spacecraft Weight Budget.

'The percentages in Column (1) are the average values listed in Appendix A.
tThe percentages in Column (2) are the average payload values listed in Appendix A.

To provide more detailed examples of spacecraft design, we'll look at two actual
spacecraft--{LTSATCOM [Reeves, 1979] and IEAO-B [Frazier, 1981] and use our
estimating techniques to describe them. Figure l0-3 shows the basic configuration of
these spacecraft and their principal mission parameters.

Table 10-32 summarizes the design requirements for FLTSATCOM and HEAO-B.
FLTSATCOM is a communications spacecraft that is part of a global network

Parameters. See text for
on the payload parameters

stage and flying the
to maintain reasonable effici
with an 1", of 300 s (Sec. 1
can comfute the propellant
control and margh as given

mass as a fraction of the
not yet well known. Because the.,
go to.a simpler monopropellant'

into its end orbit.
we car estimate the size andt

can tell us something about the
at2.0 mz and the reoui.red solar

panels altogether and use an
on the non-nadir facing sides

easy to control.
rping a preliminary weight budget

as a percentage ofspacecraft

Table 9-15 ,rj,

Table 9.15

Payload mass/0.2; Text + Table 1
Payload power/O.3; Text + Tabte loti
Eclipse allowance, Eq. (1 1-1) :
Sec. 10.4.6, array on 5 non-nadir :l
faces

Table 7-3; Eq. (17-7)
7%; Secs. 10.4.2, 11.1
15Y";Table 1O-7
Sum of the above
Texl

Dry mass + propellant "iq

Table 10-28
Table'10-28 

t'4:
'  : : ! !

:Table 10-28 .;;

Table 10-28 ']i

Element of
Weight
Budget

(1 )'
Est. % of

Spacecraft
Dry Mass

(2lt
Est. % of
Payload

Mass

(3)
Est. Mass
Based on
Col. (1)

(ks)

(4)
Est. Mass
Based on
Col. (2)
(ks) Comments

Payload 20.0 100.0 28.0 28.0 Payload mass estimate
from Table 10-30

Structures 21.0 75.0 29.4 21.0

Thermal 4.5 1 6 . 1 o . J 4.5

Power 30.0 107.1 42.0 30.0

TT&C A F 1 6 . 1 6.3 4.5

Att. Control 6.0 21.4 8.4 6.0

Prop (dry) 6.0 21.4 8.4 6.0

Margin (kg) 11.2 40.0 Note that using the
approach in Col. (4) the
margin is maintained at
the system level, not the
subsystem level

Spacecnft Dry
Mass (kg)

140.0 140.0 Estimale from
Table 10-30

Propellant
Mass (kg)

35.0 35.0 Estimate from
Table 10-30

Spacecraft
Loaded Mass (kg)

175.0 175.0 Sum of spacecraft dry
mass & propellant mass

Margin as %
of Dry Mass

8.0% 28-6o/o Margin/(Spacecraft
dry mass) x 100%
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Fig. 10-3. Mission Parameters for FLTSATCOM and HEAO-B. Note that loaded weight is

mass in kg; this use continues throughout the example'

providing llHF communications between ground stations and mobile users. The

iommunications payload equipment consists of receivers, processors, transmitters,

and antennas. ItJ mission of global communications requkes full-Earth antenna

coverage. The antennas are body-fixed and oriented to point toward nadir. The orbit

has a 24-hour period (geosynchronous) and initially is inclined 2.5 deg to the equator.

There is no active inclination control. The launch vehicle is an Atlas-Centaur to inject

the spacecraft into an elliptic transfer orbit. At apogee, a solid kick motor injects the

spacecraft into geosynchionous orbit. The spacecraft uses the Air Force Satellite

Control Network for command and control.
The mission of HEAO-B was X-ray astronomy. Its payload consisted of 5 X-ray

instruments mounted within a telescope assembly. The mission required the telescope

10.6 Ex

TABLE 10-32. FLTSATCOM and HEAO-B

Space-
craft Mission Payload

FLTSAT.
COM

Global
U H F
commu-
nications

Communications
transponder &
antennas

t r
z

HEAO.B X-ray
astronomy

X-ray telescope
& instruments

tr
z

to be pointed anywhere and stabilized t
over one hour. A slew rate of 10 deg,
540 km altitude inclined at22.75 deg'L
late 1978 and had a design life of one ye

ground network.
Table 10-33 presents the key design

Weight dominated the FLTSATCOM
and mission-reliability goals required
Centaur's launch capability limited tht

Because the FLTSATCOM PaYload rt

oriented planar solar array. The Atlas

spacecraft's folded size. The spacecra
stabilization for orbit injection and !

communication components are body-
antennas toward nadir. A planar solar
toward the Sun. Liquid-hydrazine pro;

solid apogee kick motor injected the sp

TABLE 10-33. Init ial  Design Decisions ft

Design Aspect FLTSATCOM DE:

Spacecraft Weight
and Power

Dominated bY heav
high-power payload
booster capability

Spacecraft Size Folded configuratio
fairing; deploYed cc
dominated bY anter
solar array area

Attitude Control
Approach

Spin stabilization fo
firing; 3-axis controi

Solar Array Approach Planar-oriented arri

Kick Stage Use Solid AKM used for

Propulsion Approach Liquid hydrazine th
attitudel

Orbit Control Liquid hydrazine th
attitude control

FLTSATCOM HEAO.B

Mission Military communications X-ray astronomy

Payload Communication transPonders
and antennas

X-ray telescope and instruments

Q i z o 4.9 m transmit antenna
3..10 m hel ical receive antenna
2 . 4 m h e x a g o n a l x l  m d e e p
electronics comPartment

2.3 m octagonal x 4.7 m
instrument compartment

Wt. (loaded) 927 kg 3,154 kg

Power 1,224W 6 1 9  W

Pointing 0.25 deg accuracy Telescope axis anywhere
1 arcmin accuracy
30 arcsec stability in t hr
10 deg/min slew rate

Data Rate
(selectable)

1 kbps/250 bps 6.4 kbps/128 kbps
84 Mb data storage caPabilitY

Orbit Geosynchronous, 2.5 deg inclined 540 km circular, 22.75 deg inclined

Heliability 0.267 at 5 yrs 0.81 at .1 yr
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2.3 m octagonalx 4.7 m
instrument compartment
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TABLE 10-32. FLTSATCOM and HEAO-B Requirements and Constraints (Seg Tabte 10-3).

to be pointed anywhere and stabilized to I arcmin , with 30 arcsec stability
over one hour. A slew rate of 10 deg/min was requi . The orbit was circular at
540 km altitude inclined at22.75 des. HEAO-B was on an Atlas.Centaur il
Iate 1978 and had a design life ofone year. Itinterfaced
ground network.

Table 10-33 presents the key design decisions for figuring the two spacecraft.
Weight dominated the FLTSATCOM design. The
and mission-reliability goals required complete

thNASA's GSTDNS-band

was large and complex
redundancy. The Atlas]

Centaur's launch capability limited the weight, thus iring tight weight conrol.
Because the FLTSATCOM payload required over 1, W, designers selected an

diameter also limited theoriented planar solar array. The Atlas-Centaur's fairi
spacecraft's folded size. The spacecraft employs two modes: spin
stabilization for orbit iniection and 3-axis stabilizati for on-orbit control. All

is controlled to point thecommunication components are body-fixed, and the
antennas toward nadir. A planar solar array is articu about one axis to point
toward the Sun. Liquid-hydrazine propulsion provides itude and orbit control; a
solid apogee kick motor injected the spacecraft into orbit

TABLE 10-33. Initial Design Decisions for FLTSATCOM HEAO-B (See Table 10-4).

Atlas-
Centaur
with solid
apogee
kick motor

Air Force
Satellite
Control
Network
(SGLS)

Dominated by heavy weight and
high-power payload; constrained by
booster capability

Folded configuration limited by
fairing; deployed configuration
dominated by antenna size and
solar array area

Spin stabilization for kick motor
firing; S-axis control on orbit

Solid AKM used for orbit insertion

Liquid hydrazine thrusters used for
attitude control
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Weight did not dominate the design for HEAO-B. Its payload instruments existed

before the program developed the spacecraft to carry them. The program was able to
establish large weight and power margins. The fairing diameter affected the space-
craft's size, but the instruments fit within this diameter. Power requirements were
modest and a planar body-fixed array was used. The spacecraft mission required
precision pointing of the payload, which led to 3-axis attitude control using
gyroscopes, star sensors, and reaction wheels. KJck-stage propulsion was not required.
Hydrazine monopropellant propulsion was used for attitude control.

Design Budgets
Table 10-34 presents the propellant budget, velocity increments, specific impulse,

and spacecraft mass for FLTSATCOM. To derive the velocity required to insert the
spacecraft into its final orbit, the designers used the methods in Chap. 7. That chapter
also describes injection-error analysis which the designers used to derive the velocity
increment that corrected the orbit. The ratio of this error to the AKM velocity (0.5Vo)

is typical of cunent performance for solid motors. The stationkeeping velocity derives
from analysis of orbit perturbations over the spacecraft's design life. The stationkeep-
ing increment developed from an operational requirement to move the spacecraft at a
rate of 15 deg longitude per day. During orbit injection FLTSATCOM spin-stabilized
at 60 rpm and maneuvered through an angle of65 deg while spinning.Eqs. (10-7) and
(10-9) translate these requirements into propellant weight. During its lifetime the
spacecraft uses propellant for attitude control, mainly to counter solar radiation
pressue. IIEAO-B needed propellant only to acquire attitude and to cancel distur-
bance torques (principally aerodynamics and gravity gradient; see Table 10-18). The
propellant's mass was 138 kg.

TABLE 10-34. Propellant Budget for FLTSATCOM (See Table 10-4)'

Tables 10-35 and 10-36 present the power and weight budgets for FLTSATCOM
and HEAO-B. HEAO-B had two normil power modes: cruise and ground pass. The
table shows power requirements for both modes, together with the orbital average. The
batteries were sized for 20Vo depth of discharge because the mission life exceeded
5,000 discharge cycles. For FLTSATCOM, payload power, including noted power
conversion losses, is the main entry. The FLTSATCOM battery was large enough to

support the full operating power durir
teries operated at a maximum depth
power of 167 W. Designers sized the a

TABLE 10-35. Power Budgets for FLTS
10_8).

' lncludes 192 W oower conversion losses
f {ncludes guidance and navigation functions.
t Combined communication and command and di

Subsystem

Payload

Spacecraft Bus
Prooulsion
Attitude Control
Communications
Command and data handling
Thermal
Electric oower
Structure

Spacecraft Dry Weight
Propellant

Loaded Weight

Apogee Kick Motor

Injected

Adapter
Boosted Weight

Subsystem

FLTSATCOI
Power Budg

(w)
Payload 1,070-

Spacecraft Bus
Propulsion 40

Attitude Control .J.J I

Communications

Data Handling

Thermal 1 7

Electic Power co

Operating Power 1,224

Orbital Average Power

Battery Recharye Power 167

End-of-Life Power 1 , 3 9 1

Beginning-ot-Life Power 1,800

Element Mass (kg) Design Characteristics

Velocity Correction and Control

Orbit insertion (AKM)

Guidance error correclion

Stationkeeping
Station change

855.0

4 .1

6 .5
52.7

LV = 1 ,748.8 m/s; /"o = 285.5 s

9.0 m/s; Isp=215.2 s; Me,c= 988 kg

14.2mls
115.2  mis

Attitude Control

Spinup and despin

Maneuvering while spinning

Attitude control

6.0
3.3

8.4

Spin spded = 60 rpm; S/C inertia = 995 kg'm2

Maneuver angle = 65 deg; Inert ia = 917 kg'm2

/so = 100 s; lever arm = 1.25 m

Residual 1 t r

Total Propellant

Solid
Liquid

855.0
82.5

TABLE 10-36. Weight Budgets lor HEA(

* Combined communication and command and di
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t weight. During its lifetime"

mainly to counter solar
uire attitude and to cancel

ity gradient; see Table 10-18).

Table 1G4).

weight budgets for FLTSA
: cruise and ground pass.
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' Includes 1 92 W power conversion losses.
t Includes guidance and navigation functions.
+ Combined communication and command and data handting.

TABLE 10-36. Weight Budgets for HEAO-B and FLTSATCOM (see Table 10-9).

support the full operating power during the maximum eclipse of 1.2 hours. The bat-
Fries operated at a maximum depth of discharge of 70vo and required a recharge
power of 167 w. Designers sized the array for a beginning-ofJife power of 1,g00 W.

TABLE 10-35. Power Budgets for FLTSATCoM and HEAO-B (See Tables 1o{, 10-7, and
1o-8).

The stationkeeping velocity deriVii
craft's design life. The stationkeit

i l

Subsystem

FLTSATCOM
Power Budget

(w)

HEAO-B
Power Budget
Cruise Mode

(w)

HE/AO-B
Power Budget
Ground Pass

(w)
Payload 1,070' 217.0 217;O
Spacecraft Bus

Propulsion 40 17.4 17.4
Attitude Control 33t 201.0 201 .0
Communications Y+ 13.4 78.4
Data Handling 33.8 41.6
Thermal 1 7 30.2 30.2
Electric Power 56 26.O 33.7
Operating Power 1,224 5Jd.6 619.3
Orbital Average Power 546.8
Battery Recharge Power 167 244.O
End-of-Life Power 1 ,391

Beginning-of-Life Power 1,800

Subsystem

FLTSATCOM
Weight Budget

(ks)

HEAO.B
Weight Budget

(ks)
Payload 222.0 1468.0
Spacecnft Bus

Propulsion
Attitude Control
Communications
Command and data handling
Thermal
Electric oower
Structure

29.5
E a a

26.9

14.5
336.0
154.0

25.5
124.0
30.0
41 .6
35.4

376.0
779.0

Spacecraft Dry Weight -841.0 2868.2
Propellant 85.41 138.0
Ballast 148.0
Loaded Weight 927.0 3154.2
Apogee Kick Motor 916.0
lnjected Weight 1844.0
Adaptel 19.5 1 8 . 1
Boosted Weight 1863.0 3172.3

' Combined communication and command and data handling. t Includes 2.g kg pressurant.
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Subsystem Design

Table 10-37 shows characteristics of the propulsion subsystems for the example
spacecraft. Each subsystem uses liquid-hydrazine propellant stored in two tanks. The
tanks are pressurized with a fixed dmount of nitrogen gas, so the hydrazine pressure
decays as propellant burns. The tanks can cross connect through commandable isola-
tion valves. Thrusters and propellant plumbing are redundant and able to cross
connect. HEAO-B used twelve 4.4-N thrusters mounted in six dual-thruster assem-
blies. FLTSATCOM uses sixteen 4.4-N thrusters and four 0.44-N thrusters mounted
in dual-thruster assemblies.

Table 10-38 summarizes the attitude .control requirements for the two example
spacecraft (see Table 10-13). FLTSATCOM employs body-mounted antennas for its
payload and orients one body face to point the antennas toward nadir. FLTSATCOM
also has a planar solar array which it orients toward the Sun by combining body
orientation and rotation of the array axis. Finally, FLTSATCOM has a guidance
requirement for AV corrections. IIEAO-B was required to point anywhere except close
to the Sun and hold accurate pointing for long periods. It also had modest power
requirements and no requirement for orbit correction.

TABLE 10-38. Attitude-Control Requirements for FLTSATCOM and HEAO-B.

Both FLTSATCOM and IIEAO-B
craft had body-mounted payloads anr
payloads (see Table 10-13). Both spac
orient a planar solar array toward the I
1 kW of electric power, orients the arre

FLTSATCOM employs a solid aPol
controlled during AKM hring by spin s
spin direction can be rotated by using a:
chronized with the spin period. During
is 3-axis stabilized. It uses Earth and St
a reaction wheel for torque. HEAO-
operation, it used gyroscopes and Sun
thrusters for torque. Its torqued gyrost
and payload star sensors allowed acc
Radiation pressure causes the main di
gradient and aerodynamics were the ct
S e c . 1 l . 1 .

Table 10-39 shows weight and Pc
guidance, navigation, and control s
FLTSATCOM and HEAO-B.

TABLE 10-39. Weight and Power for the

Component

FLTI

M""" (kS)

Sensors
Sun sensors
Earth sensors
Gyroscopes

1 .5
7.2

P ro ce s si n g E I ectro n i cs 23.8

Reaction Wheels 11 .3  (2 )

Solar Anay Dives 13.e (2)

Total 57.7

FLTSATCOM employed a single
(TT&C). This spacecraft uses orly 97
telemetry requirements are 178 mainf
1,000 subcommutated words-typical
beam antenna mounted on the tiP c
communications access to the satellite.

The communications requirements
altitude and low-inclination orbit, whi
for commanding and data readout. T
colnmunications subsystem and the
IIEAO-B's spacecraft had to maneuve
ground station. The commanding subs'
which could store and execute 256 con
the ground station read it out at comml

TABLE 10-37. Characteristics of FLTSATCOM and HEAO-B Propulsion Subsystems.

Characteristic FLTSATCOM HEAO-B

Propellanl

Capacity
Tankage
Pressuranl
Tank weight

Hydrazine monoprop.

83 kg
Two 0.6 m diameter titanium
2.8 kg nitrogen
14.4  kg

Hydrazine monoprop.

136.4 kg
Two 0.74 m diameter titanium
3.6 kg nitrogen
13.3  kq

Lines and Valves

Weight

Central isolation valve distribution
assembly

7;5 kg

Central propellant distribution
module

6.8 kg

Thrusters

Power Consumption
Weight

Sixteen 4.4 N (4 roll, 4 pitch, 8 yaw and
AV) Four 0.44 N (roll-yaw)

40 W (catalyst bed and line heaters)
7.6 kg

Twelve 4.4 N
(4 pitch, I roll-yaw)

1 7 . 4 W
5.5 kg

Requirement FLTSATCOM HEAO-B

Payload Hequirements

Article 1o be pointed

Pointing direction
Pointing accuracy
Pointing stability
Slew rate
Exclusion

Communication anlennas

Nadir
0.25 deg

X-ray telescope

Anywhere
1 arcmin
30 arcsec in t hr
10 deg/min
Within 15 deg of Sun

Other Flequirements

Sun pointing

Pointing during AY

Yaw (Z-axis) controlled to keep
Y-axis normal to orbital plane

Yaw (Z-axis) control as above

roll (X-axis) controlled to
keep Sun in X-Z plane
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Both FLTSATCOM and I{EAO-B are 3-axis-controlled spacecraft. Both space-
craft had body-mounted payloads and controlled the body's attitude to poinr the
payloads (see Table 10-13). Both spacecraft use one axis of body attitude control to
orient a planar solar array toward the Sun. FLTSATCOM, which requires more than
I kW ofelectric power, orients the array about a second axis.
' FLTSATCOM employs a solid apogee kick motor to inject it into orbit. Attitude is
controlled during AKM firing by spin stabilization (see Tables 10-14 and 10-15). The
spin direction can be rotated by using an off-axis thruster; the thruster fires pulses syn-
chronized with the spin period. During normal operation and AVfiring, FLTSATCOM
is 3.axis stabilized. It uses Earth and Sun sensors for attitude sensing and thrusters and
a reaction wheel for torque. ffiAO-B did not have a AV mode. Under normal
operation, it used gyroscopes and Sun sensors for attitude sensing with wheels and
thrusters for torque. Its torqued gyroscopes slewed the reference-pointin$ direction,
and payload star sensors allowed accurate rOference and correction of gyro drift.
Radiation pressure causes the main disturbance torques for FLTSATCOM. Gravity
gradient and aerodynamics were the chief torques for IIEAO-B. See Table 10-18 and
S e c . 1 1 . 1 .

Table 10-39 shows weight and power values for components of the complete
guidance, navigation, and control subsystems (including redundancy) for both
FLTSATCOM and IIEAO-B.

FLTSATCOM employed a single system for tracking, telemetry, and command
OT&C).This spacecraft uses only 977 commands for infrequenl ssnunanding.The
telemetry requirements are 178 mainframe words (0.5 s frame rate) and fewer than
1,000 subcommutated words-{ypical of a minimum subsystem for TT&C. A wide-
beam antenna mounted on the tip of the main payload's antenna firast ensures
communications access to the satellite.

The communications requirements for IIEAO-B were driven-by IIEAO's low-
altitude and low-inclination orbit, which allowed infrequent access to the spacecraft
for commanding and data readout. Table 10-40 summarizes characteristics of the
communicarions subsystem and the subsystem for command and data handling.
IIEAO-B's spacecraft had to maneuver and take payload data while out of sight of a
ground station. The commanding subsystem included a stored command prograrnmer
which could store and execute 256 commands. Data remained on a tape recorder until
the ground station read it out at communication intervals.

subsystems for the
propellant stored in two tanks.

gas, so the hydrazine
through commandatle i

are redundant and able to
in six dual-thmster

and four 0.44-N tbrusters

Propulsion Subsystems.

Hydrazine monoprop.

136.4 kg ;
Two 0.74 m diametertitaniuF
3.6 kg nitrogen ,.
13.3 kg ,! i

Twe lve4 .4N  ,e
(4 pitch, 8 roll-yaw) ,i
1 7 . 4 W

reoutements for the two
body-mounted antennas for

toward nadir. FLTSATCOM
the Sun by combining

ly, FLTSATCOM has a gui
ired to point anywhere except

periods. It also,had modest

TSATCOM and HEAO-B.

X-ray telescope

AnY,/vhere
1 arcmin
30 arcsec in t hr
10 deg/min
Within 15 deg of Sun

roll (X-axis) controlled to
keep Sun in X-Z plane

TABLE 1O-39. Weight and Power for the Attitude-Control Component.

Component
FLTSATCOM HEAO-B

Mass (kg) Power (W) Mass (kg) Power (W)
Sensors

Sun sensors
Earth sensors
Gyroscopes

1 . 5
7.2

0
1 2

1 . 6

1e.6 (6)

P rocess i n g El ectro n ics 23.8 12;8 49.0

Reaction Wheels 11 .3  (2 ) 8 53.8 (4)

Solar Array Dives 13.e (2) 0.2 (2)

Total 57.7 33 124.4 201
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TABLE 10-40. Characterist ics of the Subsystem for Communications and Command and
Data Handling on HEAO-B.

'Characteristic Description

Communications
Frequency
Radiated power
Antennas
Weight

S band
1 . 0  w
2 wide beam cross strapped
16.2 kg

Tape Recorder
Capacity
Data rate
Weight
Power (communications and
tape recorder)

84 x 106 bits
6.4 kbps and 128 kbps
13.8 kg
3.4 W cruise; 78.4 W ground pass

Command and Data Handling
Command rate
Stored commands
Telemetry rate
Weight
Power

200 bps
256 30 bit commands
6.4 and 1 28 kbps
28.4 kg
33.8 W cruise; 41 .6 W groirnd pass

The FLTSATCOM and IIEAO-B components require temperatures of 5-50 "C
--{o challenge to the designers. Thermal balance is achieved by mounting the com-
ponents on external panels of the equipment comparftnent and allowing the panels to
radiate excess heat to space. Second-surface mirrors serve as radiators, taking
advantage of their low solar absorptivity and high infrared emissivity. Areas not
required for radiation are insulated. The spacecraft's interior surfaces are black to
enhance internal heat transfer, and guard heaters prevent excessively low temperatures
when equipment is off, or on sensitive assemblies such as propellant lines.

Table 10-35 presented power budgets for FLTSATCOM and HEAO-B. Table
10-41 shows the characteristics and components of their power subsystems. FLTSAT-
COM uses planar arrays oriented toward the Sun by solar-array drives and controls the
body's attitude about the Z-axis (yaw control). The array produces 1,800 W at begin-
ning of life. HEAO-B used planar solar panels which were body-mounted. They were
oriented toward the Sun by X-axis (roll) attitude control which kept the Sun intheX-Z
body plane. With this attitude, the Sun was up to 75 deg away from the array normal.
To improve this poor illumination, designers sized the array for 1,500 W under full
solar illumination.

Both FLTSATCOM and HEAO-B use NiCd batteries. The cycle life for FLTSAT-
COM was less than 1,000 cycles, and the three batteries operated at'|}Vo depth of
discharge. They also contain bypass electronics to allorv removal of failed cells. The
three HEAO-B batteries had a cycle life of over 5,000 cycles and operated at 207o
depth of discharge.

Table 10-41 also shows the characteristics of the power conftol, switching, cabling,
and conversion equipment on FLTSATCOM and IIEAO-B. The FLTSATCOM
spacecraft uses an unregulated bus and switches power to user subsystems in central
power-control units. A central power converter provides secondary power for the
spacecraft bus subsystems. HEAO-B used a regulated solar array and also switched
power to users in a set of integration assemblies. These units also contained power
converters.

TABLE 10-41. Characterist ics and Con

Characteristics and
Components FLTS

Solar Arrays
Power output BOL

Size
Weight

1,800 w BoL n
1 ,200W @ 7ye
T w o 2 . 8 m x 3 . [
92.6 kg

Battery
Capacity
Weight

600 W .hr (24 A
89.6 kg total

Power Control
Type
Weight
Power

Unregulated an
9.7 kg
1 2 . 9  W

Power Switching
TyPe

Wdght
Power

Central switchir
(1 for S/C, 2 for
29.3 kg
4.3 W (S/C bus,

Power conversion
Type

Weight
Power

Central S/C bus
Separate P/L cc
8.5 kg S/C bus,
14.3 W S/C bu-.

Cabling
Weight
Power

72.7 kg
24W

Table 10-42 summarizes the strur
Figure 10-4 shows the structure of FI
of FIEAO-B. The HEAO-B structure v
ened, skin panels, and rings carried tl
Atlas-Centaur and were designed to s
confrguration, both spacecraft were al
slightly longer. The on-orbit configr
because FLTSATCOM has a large, r
HEAO-B had essentially the same cc
spacecraft had different designs for th
loads with a central cylinder. The eqt
der, and the deployables stay around t

Design Integration

Table 10-43 gives relations for esti
Equations (10-12) and (10-13)- give
weight based on the spacecraft's total '

for FLTSATCOM and HEAO-B to tt
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TABLE 10-41. Characteristics and Components of the Electric-Power Subsystems,

Table 10-42 summarizes the stmctural design,of FLTSATCOM and IIEAO-B.
Figure 10-4 shows the structure of FLTSATCOM, and Fig. 10-5 shows the structure
of IIEAO-B. The HEAO-B structure was a semi-monocoque in which longerons, stiff-
ened skin panels, and rings carried the loads. Both spacecraft were launched on the
Aflas-Centaur and were designed to substantially the same boost loads. In the launch
configuration, both spacecraft were about the same diameter, although HEAO-B was
slightly longer. The on-orbit configurations of the spacecraft were quite different
because FLTSATCOM has a large, deployable, solar array and deployed antennas.
HEAO-B had essentially the same configuration on orbit as during launch. The two
spacecraft had different designs for the load-carrying structure. FLTSATCOM carries
loads with a central cylinder. The equipment compartrnent mounts around this cylin-
der, and the deployables stay around the outside of the compartrnent du.ring boost.

Design Integration

Table 10-43 gives relations for estimating the spacecraft's size based on is weight.
Equations (10-12) and (10-13) give relations .for estimating solar-array area and
weight based on the spacecraft's total power. The table compares the actual parameters
for FLTSATCOM and HEAO-B to the estimated values.

require temperatures of 5-5Oe
is achieved by mounting the cdfi

ated solar array and also switched';i
These units also contained power.,i

t and allowing the pane
mirrors serve as radiators.

h infrared emissivity. Areas
ls interior surfaces are bl

excessivelv low
such as propellant lines.
TSATCOM and HEAO-B.

ir power subsystems. FL
solar-aray drives and conhols
array produces 1,800 W at

were body-mounted. They
which kept the Sun in the

75 deg away from the array normal
the arrdy for 1,500 W under

. The cycle life for Ft--
batteries operated at 70Vo depth

allow removal of failed cells. The
5,000 cycles and operated at

power control, switching, cabli
FIEAO-B. The FLTSA

to user subsystems in
provides secondary power for the,i

beam cross strapped

cruise; 78.4 W grorind pass

bit commands
128 kbps

cruise; 41.6 W ground pass

Solar Arrays
Power output BOL 1,800 W BOL normal incidence

1,200 W @ 7 year 2Sdegincidence
Two2 .8mx3 .8mpane ls
92.6 kg

1,500 W normal incidence
613 W @ 15 deg incidence
13.9 m2
77.1k9

600 W.hr (24 A.h0
89.6 kg total

550W.h r (20A .h r )
89.6 kg total

Unregulated anay
9.7 kg
1 2 . 9  W

Regu la tedanay ,  . , r ,
33.1 kg
2 6 W

Power Switching
Type

Weight
Power

Central switching assemblies
(1 lor S/C, 2lot PIL)
29.3 kg
4.3 W (SiC bus)

Central switching assembly
(1 for S/C, 1 for P/L)
3s.5 kg
Included in power control

Power conversion
Type

Weight
Power

Central S/C bus converter;
Separate P/L converters
8.5 kg S/C bus, 78.3 kg P/L
14.3 W S/C bus. 192 W P/L

Converter in switching assem-
bly; Separate ACS and C&DH
4.6 kg ACS, 3.3 kg C&DH
inituded in subsystems
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Fig. 10-4. FLTSATCOM Structure.

Fig. 10-5. HEAO-B Structure.

10.6

TABLE 10-42. Structural Characteristic

Central cylin

Aluminum ho
deployed in t

Honeycomb;
longeron-strit

Wrapped aro
equrp compa

FLT

Design Approach

Primary structure

Solar anay

Equipment compartmenl

Deployables

TABI-E 10-43. Estimated vs. Actual Si;

Spacecrafl
Parameters

Units

Spacecraft Loaded Weight kg

Spacecraft Power BOL W

Volume
Compartment
Folded Spacecraft

63
rr13

Linear Dimension
Diameter
Length

m

Body Area 62

Solar-Array Area 62

Offset to Solar-Anay Area m

Moments of Inedia
Folded w/ AKM

w/o AKM

kg'mz

Deployed l*,

lvv
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TABLE 10-42. Structural Characteristics of FLTSATCOM and HEAO-B Designs.

TABLE 10-43. Estimated vs. Actual Sizes of FLTSATCOM and HEAO-B.

Chardcteristic FLTSATCOM HEAO-B

Weight 154 kg 779 kg

Design Approach

Primary structure

Solar array

Equipment compartment

Deployables

Central cylinder

Aluminum honeycomb panels
deployed in two wings

Honeycomb panels mounted -to

longeron-stringer frame

Wrapped around or folded over
equip compartment during boost

Semi-monocoque

Aluminum honeycomb panels
body mounted

Honeycomb panels mounted to
structural frame

Spacecraft
Parameters

Units
FLTSATCOM HEAO.B

Estimated Actual Estimated Actual

S pacecraft Loade d Weig h t Kg 927 3,154

Spacecraft Power BOL W 1 800 1,500

Volume
Compartmenl
Folded Spacecraft

63
63

9.27
E N

28.2

31 .5 37.8

Linear Dimension
Diametdr
Length

m
m

2.9 2.4
E I

4.4 2.V
A N

Body Area 6f 8.5 12.3 19.2 1 8 . 1

Solar-Array Area 112 1 8 21 .5 I t I  J . 5

Offset to Solar-Anay Area 5.2 N/A N/A

Moments of Inertia
Folded w/ AKM

MO AKM

kg'rn2
881.3 916.4

828.5
l6;p 6,783.2
lmax 6,783.2

1 ,963.1
4,860.9

Deployed l* 3453.3 3388.9

lvv 935.3 825.8
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This chapter provides design information for the spacecraft bus subsystems,
emphasiaing material most pertinent to the spacecraft engineer. It offers piacticj
insight into the mission and interface requirements that drive how we cbnfigurq
spacecraft. We include first-order approximations and describe hardware to show how
each subsystem works and to help estimate the subsystem's size, weight, power
requirements, and eventual cost. We also reference many chapters of this book to
integr_ate concepts and subsystems. chapter 17 discusses the piopulsion subsystem,
g( chap. 13 provides much of the communications theory.-chapter 10, Agrawal
F9861, chetty [199i], and Morgan and Gordon [1989] provide insight to th"ih"o.y
and practice of designing spacecraft subsystems.

In the rest of this chapter we will discuss these issues and an approach for estimat=
ing the size and configuration of spacecraft subsysrems.
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1L.1 Attitude Determination and Control

John S. Eterno, Ball Aerospace & Technologies Corporation

The attitude determination and control subsystem (ADCS) stabilizes the vehicle
and orients it in desired directions during the mission despite the external disturbance
torques acting on it. This requires that the vehicle determine its attitude, using sensors,
and control it, using actuators. The ADCS often is tightly coupled to other subsystems
on board, especially the propulsion (Chap. 17) and navigation (Sec. 11.7) functions.
Additional information on attitude determination and control can be found in Wertz

[978, 2001], Kaplan l l976l, Agrawal [1986], Hughes [1986], Griff in and French

[1990], Chobotov [1991], and Fortescue and Stark ll992l.
We begin by discussing several useful concepts and definitions, including mass

properties, disturbance torgues, angular momentum, and reference vectors. The mass
properties of a spacecraft are key in determining the size of control and disturbance
torques. We typically need to know the location of the center of mass or gravity (cg)
as well as the elements of the inertia matrix: the moments and products of inertia about
chosen reference axes. (See Sec. I 1.6 for examples of moment of inertia calculations.)
The direction of the principal axes-those axes for which the inertia matrix is diagonal
and the products of inertia are zero-are also of interest. Finally, we need to know how
these properties change with time, as fuel or other consumables are used, or as append-
ages are moved or deployed.

A body in space is subject to small but persistent disturbance torques (e.g.,
1f N'm) from a variety of sources. These torques are categorized as cyclic, varying
in a sinusoidal manner during an orbit, or secular, accumulating with time, and not
averaging out over an orbit. These torques would quickly reorient the vehicle unless !
resisted in some way. An ADCS system resists these torques either passively, by
exploiting inherent inertia or magnetic properties to make the "disturbances" stabil-
izing and their effects tolerable, or actively, by sensing the resulting motion and
applying corrective torques.

Angular momentum plays an important role in space, where torques typically are
small and spacecraft are unconstrained. For a body initially at rest, an external torque
will cause the body to angularly accelerate proportionally to the torque-resulting in
an increasing angular velocity. Conversely, if the body is initially spinning about an
axis perpendicular to the applied torque, then the body spin axis will precess, moving
with a constant angular velocity proportional to the torque. Thus, spinning bodies act
like gyroscopes, inherently resisting disturbance torques in 2 axes by responding with
constant, rather than increasing, angular velocity. This property of spinning bodies,
called gyrosc opic stffitess, can be used to reduce the effect of small, cyclic disturbance
torques. This is true whether the entire body spins or just a portion of it, such as a
momentum wheel or spinning rotor.

Conservation of vehicle angular momentum requires that only external torques
change the system net angular momentum. Thus, external disturbances must be
resisted by external control torques (e.g., thrusters or magnetic torquers) or the result-
ing momentum buildup must be stored internally (e.g., by reaction wheels) without
reorienting the vehicle beyond its allowable limits. The momentum buildup due to
secular disturbances ultimately must be reduced by applying compensating external
control torques.
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Often, in addition to rejecting disturbances, the ADCS must reorient the vehicle (in
slew maneuyers) to repoint the payload, solar arrays, or antennas. These periodic
repointing requirements may drive the design to larger actuators than would be
required for disturbance rejection alone.

To orient the vehicle correctly, external references must be used to determine the
vehicle's absolute attitude. These references include the Sun, the Earth's IR horizon,
the local magnetic field direction, and the stars. In addition, inertial sensors (gyro-
scopes) also can be carried to provide a short-term attitude reference between external
updates. External references (e.g., Sun angles) are usually measured as body.centered
angular distances to a vector. Each such vectoi measurement provides only rwo of the
three independent parameters needed to specify the orientation of the spacecraft. This
results in the need for multiple sensor types on board most spacecraft.

Table 1l-1 lists the steps for designing an ADCS for spacecraft. The FireSat space-
craft, shown in Fig. 11-1, will be used to illustrate this process. The process must be
iterative, with mission requirements and vehicle'mass properties closely related to the
ADCS approach. Also, a rough estimate of disturbance torques (see Chap. 10) is nec-
essary before the type of control is selected (step 2), even though the type of control
will help determine the real disturbance environment (step 3).
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Fig. 11-1. Hypothetical FireSat Spacecrafl. We use this simplified example to discuss key
concepts throughout this section. See Fig. 5-1 for illustration of roll-pitch-yaw
coordinates.

11.1.1 Control Modes and Requirements
Tables 1l-2 and 1l-3 describe typical spacecraft control modes and require-

ments. The ADCS requirements are closely tied to mission needs and other subsystem
characteristics, as shown in Fig. 1l-2. These requirements may vary considerably with
mission phase or modes, challenging the designer to develop a single hardware suite
for different objectives.

For many spacecraft, the ADCS must control vehicle attitude during firing of large
liquid or solid rocket motors, which may be used during orbit insertion or for orbit
changes. Large motors create large disfurbance torques, which can drive the design to
larger actuators than are needed once on station.
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TABLE 1 1-1 . Control System Design Process. An iterative process is used for designing the
ADCS as oart of the overall spacecraft svstem.

Once the spacecraft is on station, the payload pointing requirements usually
dominate. These may require Earth-relative or inertial attitudes, and fixed or spinning
fields of view. In addition, we must define the need for and frequency of attitude slew
maneuvers. Such maneuvers may be necessarv to:

II.I Attitude Dek

TABLE 11-2. Typical Attitude Control
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Mode

Orbit
lnseftion

Period during and afier
include no spacecraft cor
spacecraft conlrol using I
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recover from power ups€
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system design.

Slew Reorienting the vehicle
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Acquire the desired satellite ar

Step lnputs Outputs FireSat Example

1a. Define control
mooes

1b. Defineorderive
systemlevel
requirements
by control
mode

Mission
requirements,
mission profile,
type of insertion
for launch
vehicle

List of different control
modes during mission
(See Table 1 1-2)

Requirements and
constrainls
(See Table 1 l-3)

Orbit injection: none-provided
by launch vehicle

Normal: nadir point ing,
< 0.1 deg; autonomous
determination (Earth-relative)

Optional slew: One 30 deg
maneuver per month to
a target of opportunity

2. Select type
of spacecraft
control by
attitude
control mode
(Sec.  11 .1 .2 )

Payload,
thermal and
power neeos

Orbit, pointing
direction

Disturbance
environment

Method for stabilizing and
control: 3-axis, spinning, or
gravity gradient

Momentum bias stabilization
with a pitch wheel, electro-
magnets for momentum
dumping, and optional ly,
thrusters for slewing
(shared with AY system
in navigation)

3. Quantify
disturbance
environment
(Sec .  11 .1 .3 )

Spacecratt
geometry, orbit,
solar/magnetic
models, mission
profile

Values for forces from
gravity gradient, magnetic
aerodynamics, solar
pressure, internal
disturbances, and powered
flight effects on control
(cg offsets, slosh)

Gravity gradient: 1 .8 x 10-€ N.m
normal poinl ing; 4.4 x 10-5 N.m
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mode

Magnetic: 4.5 x 10-5 N.m
Solar: 6.6 x 10-€ N.m
Aerodynamic: 3.4 x 104 N.m
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1 Momentum wheel,
Momentum: 40 l+fl.s

2 Horizon sensors,
Scanning, 0.1 deg accuracy
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Dipole moment: 10 A.m2

4 Sun sensors,
0.1 deg accuracy

1 3-axis magnetometer,
1 deg accuracy

5. Define
determination
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algorithms

All of above Algorithms, parameters,
and logic for each
determination and conlrol
mode

Determination: Horizon data
filtered for pitch and roll.
Magnetometer and Sun sensors
used for yaw.

Control : Proportional-plus-
derivative for pitch, Coupled roll-
yaw control with electromagnets

6. lterate and
document

All of above Refined requirements
and design

Subsystem specification

Area Definit ion'

DE'

Accuracy How well a vehicle's orienia
respect to an absolute refere

Range Range ot angular motion ov'
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controlled with respect to a (
direction
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limit on short{erm, high{req

Drift A limit on slow, lowJrequenc
motion. Usually expressed a

Settling Time Soecifies allowed time to re(
maneuvers or uDsets.
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process is used for designing TABLE 11-2. Typical Attitude Control Modes. Performance requirements
tailored to these different control operating modes.

frequently

FireSat Example I tvtooe I oescriprion
trol
on

Orbit injection: none-provided
by launch vehicle

Normal: nadir pointing, t".i
< 0.1 deg; aulonomous +
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I Contingency I Used in emergencies if regular mode fails or is disabled. May use lbss power or I
I or Safe I sacrifice normal operation to meet power or thermal conskainis. I

I Special I Requirements may be ditferent for special targets or time periods, such ds eclipses. I

TABLEll-3. Typical Attitude Determination and Control Performance Requirements.
Requirements need to be specified for each mode. The following lists the areas of. 
performance frequently specified.
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- 11 U\:ci:

j':lfTti:'j

)m
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rol

Gravi$ gradient: 1 .8 x 'l0-6 N.m
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Solar: 6.6 x 10-6 N.m
Aerodynamic: 3.4 x 10-6 N.m
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1 Momentum wheel,
Momentum:40 |,1-m.s

2 Hoizon sensors,
Scanning, 0.1 deg accuracy
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Dipole moment: 10 A.mz

4 Sun sensors,
0.1 deg accuracy

1 3-axis magnetometer,
1 deg adcuracy

lrs,

)ntrol

Determination: Horizon data
filtered for pilch and roll. :
Magnetometer and Sun sensors
used for yaw.

Control: Proportional-plus-
derivative for.pitch, Coupled roll-
yaw control with electromagnets

IOn

Definitions vary with procuring and designing agencies, especially in details (e.g., t or 3 o, amount of
averaging or lrltering allowed). lt is always best to define exactly what is required.

rd pointing requirements usually
ial attitudes, and fixed or spinning
for and frequency of attitude slew

- ^trpuruL ulc payroau s serrsrrrg sysLerns [o targe$ oI oppoflunlly

. Maneuver the attitude conrol system's sensors to celestial tarsets for attitude
determination

. Track stationary or moving targets

. Acquire the desired satellite attitude initially or after a failure
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Fig. 11-2. The lmpact of Mission Requirements and Other Subsystems on the ADCS
Subsystem. Direction of arrows shows requirements tlow from one subsystem to
another.

In most cases, we do not need to rotate the spacecraft quickly. But retargeting time
may be critical for some applications. In either case, slewing mainly influences the
choice and size of actuators. For example, the vehicle's maximum slew rate deter-
mines the thrusters' size or the reaction wheel's maximum torque. High-rate maneu-
vers may req'uire other actuation systems, such as a second set of high-thrust reaction
jets or perhaps control moment gyros.

For FireSat, we assume that the launch vehicle places us in our final orbit, with no
need for ADCS control during orbit insertion. The nolmal pointing requirement is
0.1 deg, nadir-oriented. Attitude determination must be autonomous, providing Earth-
relative knowledge better than 0.1 deg (to support the pointing requirement) while the
vehicle is within 30 deg of nadir. In addition to these basic requirements, we will
consider an optional requirement for occasional repointing of the spacecraft to a region
of interest. We want to examine how such a requirement would influence the design,
increasing the complexity and capability of the ADCS. For this option, we will assume
the requirement to repoint the vehicle once every 30 days. It must repoint, or slew, up
to 30 dee in under 10 min. and hold the relative nadir orientation for 90 min.
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11.1.2 Selection ofSpacecraft Control Type

Once we have defined the subsystem requirements, we are ready to select a method
of controlling the spacecraft. Table 11-4 lists several different methods of control,
along with typical characleristics ofeach.

TABLE 11-4. Attitude Control Methods and Their Capabilities. As requirements become
tighter, more complex control systems become necessary.

'Thrusters may be used for slewing and momentum dumping at all altitudes. Magnetic torquers may be
used from LEO to GEO.

Passive Control fsshniques. Gravity-gradient control uses the inertial properties
of a vehicle to keep it pointed toward the Earth. This relies on the fact that an elongated
object in a gravity field tends to align its longitudinal axis through the Earth's center.
The torques which cause this alignment decrease with the cube of the orbit radius, and
are symmetric around the nadir vector, thus not influencing the yaw of a spacecraft
around the nadir vector. This tendency is used on simple spacecraft in near-Earth
orbits without yaw orientation requirements, often with deployed booms to achieve the
desired inertias.
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wheel bearings
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Frequently, we add dampers to gravity-gradient spacecraft to reduce libratiort
-small oscillations around the nadir vector caused by disturbances. Gravity-gradient
spacecraft are particularly sensitive to thermal shocks on long deployed booms when
entering or leaving eclipses. They also need a method of ensuring attitude capture with
the correct end of the spacecraft pointed at nadir-the gravity-gradient torques make
either end along the minimum inertia axis equally stable.

In the simplest gravity-gradient spacecraft, only two orientation axes are
controlled. The orientation around the nadir vector is unconstrained. To control this
third axis, a small, constant-speed momentum wheel is sometimes added along the
intended pitch axis (i.e., an axis perpendicular to the nadir and velocity vectors). This
"yaw" wheel is stable when it aligns with the orbit normal, and small energy dissipa-
tion mechanisms on board cause the spacecraft to seek this minimum energy, stable
orientation without active control.

A third type of purely passive control uses pernanellt magnets on board the
spacecraft to force alignment along the Earth's magnetic field. This is most effective
in near-equatorial orbits where the field orientation stays almost constant for an Earth-
pointing vehicle.

Spin Control Techniques. Spin stabilization is a passive control technique in
which the entire spacecraft rotates so that its angular momentum vector remains
approximately fixed in inertial space. Spin-stabilized spacecraft (or spinners), employ
the gyroscopic stability discussed earlier to passively resist disturbance torques about
two axes. The spinning motion is stable (in its minimum energy state) if the vehicle is
spinning about the axis having the largest moment of inertia. Energy dissipation mech-
anisms on board, such as fuel slosh and structural damping) will cause any vehicle to
head toward this state if uncontrolled. Thus disk-shaped spinners are passively stable
while pencil-shaped vehicles are not. Spinners can be simple, survive for long periods
without attention, provide a thermally benign environment for components, and
provide a scanning motion for sensors. The principal disadvantages of spin stabiliza-
tion are (1) that the vehicle mass properties must be controlled to ensure the desired
spin direction and stability and (2) that the angular momentum vector requires more
fuel to reorient than a vehicle with no net angular momentum, reducing the usefulness
of this technique for payloads that must be repointed frequently.

It takes extra fuel to reorient a spinner because of the gyroscopic stiffness which
also helps it resist disturbances. In reorienting a spinning body with angular momen-
tum, h, a constant torque, I will produce an angular velocity, a;, perpendicular to the
applied torque and angular momentum vector, of magnitude a =T/h. Thus, the higher
the stored momentum is, the more torque must be applied for a given a;. For a maneu-
ver through an angle 0, the torque-time product-an indication of fuel required for the
maneuver-is a constant equal to h0. Conversely, for a nonspinning vehicle with no
initial angular velocity, a small torque can be used to start it rotating, with an opposite
torque to stop it. The fuel used for any angle maneuver can be infinitesimally small if
a slow maneuver is acceptable.

A useful variation of spin control is called dual-spin stabilization, where the
spacecraft has two sections spinning at different rates about the same axis. Normally,
one pection, the rotor, spins rapidly to provide angular momentum, while the second
section, the stator or platform, is despun to keep one axis pointed toward the Earth or
Sun. By combining inertially fixed and rotating sections on the same vehicle, dual
spinners can accorrunodatq a variety of payloads in a simple vehicle. Also, by adding
energy dissipation devices to the platform, a dual spinner can be passively stable
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spinning about the axis with the smallest moment of inertia. This permits more pencil-
shaped spacecraft,. which fit better in launch vehicle fairings. The disadvantage of
dual-spin stabilization is the added complexity of the platform bearing and slip rings
between the sections. This complexity can increase cost and reduce reliability
compared to simple spin stabilization.

Spinning spacecraft, both simple and dual, exhibit several distinct types of motion
which often are confused . Precession is. the motion of the angular momentum vector
caused by external torques such as thruster firings. Wobble is the apparent motion of
the body when it is spinning with the angular momentum vector aligned along a
principal axis of inertia which is offset from a body reference axis-for example, the
intended spin axis. This looks like motion of the intended spin axis around the angular
momentum vector at the spin rate.

Nutation is the torque-free motion of the spacecraft body when the angular
momentum vector is not perfectly aligned along a principal axis of inertia. For rod-
shaped objects, this motion is a slow rotation (compared to spin rate) of the spin axid
around the angular momentum vector. For these objects, spinning about a minirnum
inertia axis, additional energy dissipation will cause increased nutation. For disk-
shaped objects, spinning around a maximum inertia axis, nutation appears as a higher-
than-spin-rate tumbling. Energy dissipation for these objects (e.g., with 4 passive
nutation damper) reduces nutation, resulting in a clean spin.

Nutation is caused by distwbances such as thruster impulses, and can be seen as
varying signals in body-mounted inertial and external sensors. Wobble is caused by
imbalance and appears as constant offsets in body-mounted sensors. Such constant
offsets are rarely discernible unless multiplb sensors are available.

Spin stability normally requires active control, such as mass expuldion or magnetic
coils, to periodically adjust the spacecraft's attitude and spin rate to counteract
disturbance torques. In addition, we may need to damp the nutation caused by distur-
bances, precession commands, or fuel slosh. Aggravating this nutation is the effect of
structural flexure and fuel slosh, which is present in any space vehicle to one deglee
or another. Once the excitation stops, nutation decreases as these sarne factors dissi-
pate the energy. But this natural damping can take hours. We can neutralize this source
of error in minutes with nutation dampers (see Sec. 11.1.2). We can also reduce the
amount ofnutation from these sources by increasing the spin rate, thus increasing the
stiffness of the spinning vehicle. If the spin rate is 20 1pm, and the nutation angle is
3 deg, then at 60 rpm the nutation angle would decrease by a factor of three. We sel-
dom use spin rates above 90 rpm because ofthe large centrifugal forces and their effect
on structural design and weight. In thrusting and pointing applications, spin rates
under 20 rpm inay allow excessive nutation and are not used. However, noncritical
applications, such as thermal control, are frequently insensitive to nutation and may
employ very low spin rates.

Three-axis Control Techniques. Spacecraft stabilized in 3 axes are more common
today than those using spin or gravity gradient. They maneuver and can be stable and
accurate, depending on their sensors and actuators. But they are also more expensive
and more complex. The control torques about the axes of 3-axis systems come from
cornbinations of momentum wheels, reaction wheels, control moment gyros, thrusters,
or magnetic torquers. Broadly, however, these systems take two forms: one uses mo-
mentum bias by placing a momentum wheel along the pitch axis; the other is called
zero momentum with a reaction wheel on each axis. Either option usually needs thrust-
ers or magnetic torquers as well as the wheels.
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In a zero-momentunl system, reaction wheels respond to disturbances on the vehi-
cle. For example, a vehicle-pointing error creates a signal which speeds up the wheel,
initially at zero. This torque corrects the vehicle and leaves the wheel spinning at low
speed, until another pointing error speeds the wheel further or slows it down again. If
the disturbance is cyclic during each orbit, the wheel may not approach saturation
speed for several orbits. Secular disturbances, however, cause the wheel to drift toward
saturation. We then must apply an external torque, usually with a thruster or magnetic
torquer, to force the wheel speed back to zero. This process, called desaturation,
momentl4m unloading, ot momentum dumping, can be done automatically or by com-
mand from the ground.

When high torque is required for large vehicles or fast slews, a variation of 3-axis
control is possible usiflg control moment gyros, ot CMGs. These devices work like
momentum wheels on gimbals. (See Sec. 11.1.4 for a further discussion of CMGs')
The control of CMGs is complex, but their available torque for a given weight and
power can make them attractive.

As a final type of zero momentum 3-axis control, simple all-thruster systems are
used for short durations when high torque is needed, such as orbit insertion or during
AV burns from large motors. These thrusters then may be used for different purposes
such as momentum dumping during other mission modes.

Momentum blas systems often have just one wheel with its spin axis mounted along
the pitch axis, norrnal to the orbit plane. The wheel is run at a nearly constant, high
speed to provide gyroscopic stiffness to the vehicle, just as in spin stabilization, with
similar nutation dynamics. Around the pitch axis, however, the spacecraft can control
attitude by torquing the wheel, slightly increasing or decreasing its speed. Periodically,
the pitch wheel must be desaturated (brought back to its nominal speed), as in zero-
momentum systems, using thrusters or magnets.

The dynamics of nadir-oriented momentum-bias vehicles exhibit a phenomenon
known as roll-yaw coupling. To see this coupling, consider an inertially-fixed angular
momentum vector at some angle with respect to the orbit plane. If the angle is initially
a positive roll error, then ll4 orbit later it appears purely about the yaw axis as a
negative yaw error. As the vehicle continues around the orbit, the angle goes through
negative roll and positive yaw before realigning as positive roll. This coupling, which
is due to the apparent motion of the Earth and, therefore, the Earth-f,rxed coordinate
frame as seen from the spacecraft, can be exploited to control roll and yaw over a quar-
ter orbit using only a roll sensor.

Effects of Requirements on Control Type. With the above knowledge of control
types, we can proceed to select a type which best meets mission requirements. Tables
1 1-5 through 1 1-7 describe the effects of orbit insertion, payload pointing, and payload
slew requirements on the selection process.

A common control approach during orbit insertion is to use the short-term spin
stability of the spacecraft-orbit-insertion motor combination. Once on station, the
motor may be jettisoned, the spacecraft despun using jets or a yo-yo device, and a
different control technique used.

Payload pointing will influence the ADCS control method, the ciass of sensors, and
the number and kind of actuation devices. Occasionally, pointing accuracies are so
stringent that a separate, articulated platform is necessary. An articulated platform can
perform scanning operations much easier than the host vehicle, with better accuracy
and stability.
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TABLE 1.1-5. Orbit Transition Maneuvers and Their Effect. Using thrusters to change orbits
,creates special challenges for the ADCS.

TABLE 11€. Effect of Payload Pointing Directions on ADCS Design. The payload pointing
requirements are usually the most important factors for determining the type of
actuators and sensors.
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TABLE 11-7. Slewing Requirements That Affect Control Actuator Selection. Spacecraft
slew agitity can demand larger actuators for intermittent use.

Slewing Effect on Spacecraft Eflect on ADCS

None Spacecraft conslrained to
one attitude-highly
improbable

. Reaction wheels, if planned, can be
smal!er

. lf magnetic torque can dump momentum,
mav not need thrusters

Nominal rates-
0.05 deg/s (maintain
local vertical) to
0.5 deg/s

Minimal . Thrusters very likely
. Reaction wheels adequate by

themselves only for a few special cases

High rates-
> 0.5 deg/s

. Structural impact on
appendages

. Weight and cost increase

. Control moment gyros very likely or two
thruster force levels-one for
stationkeeping and one for high-rate
maneuvers

Trade studies on pointing requirements must consider accwacy in determining
attitude and controlling vehicle pointing. We must identify the most stringent require-
ments. Table 1l-8 summarizes effects of accuracy requirements on the spacecraft's
ADCS subsystem approach. Section 5.4 discusses how to develop pointing budgets.

FireSat Control Selection. For FireSat, we consider two options for orbit insertion
control. First, the launch vehicle may directly inject the spacecraft into its mission
orbit. This common option simplifies the spacecraft design, since no special insertion
mode is needed. An alternate approach, useful for small spacecraft such as FireSat, is
to use a monopropellant system on board the spacecraft to fly itself up from a low park-
ing orbit to its final altitude. For small insertion motors, reaction wheel torque or
momentum bias stabilization may be sufficient to control the vehicle during this burn.
For larger motors, AV thruster modulation or dedicated ADCS thrusters become
attractive.

Once on-station, the spacecraft must point its sensors at nadir most of the time and
slightly off-nadir for briefperiods. Since the payload needs to be despun and the space-
craft frequently reoriented, spin stabilization is not the best choice. Gravity-gradient
and passive magnetic control cannot meet the 0.1 deg pointing requirement or the
30 deg slews. This leaves 3-axis control and momentum-bias stabilizalion as viable
options for the on-station control as well.

Depending on other factors, either approach might work, and we will baseline
momentum bias control with its simpler hardware requirements. In this case, we will
use a single pitch wheel for momentum and electromagnets for momentum dumping
and roll and yaw control.

For the optional off-nadir pointing requirement, 3-axis control with reaction wheels
might be more appropriate. Also, 3-axis control often can be exploited to simplify the
solar array design, by using one ofthe unconstrained payload axes (yaw, in this case)
to replace a solar array drive axis. Thus', the reduced array size possible with 2 deg of
freedom can be achieved with one array axis drive and one spacecraft rotation.

11.1.3 Quantify the Disturbance Environment

In this step, we determine the size of the external torques the ADCS must tolerate.
Only three or four sources of torque matter for the typical Earth-orbiting spacecraft.
They are gravity-gradient effects, magnetic-field torques on the vehicle, impingement
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TABLE 11-8:. Effect of Control Accuracy on Sensor Selection and ADCS Design. Accurate
pointing requires better, higher cost, sensors, and actuators.

by solar-radiation, and, for low-altitude orbits, aerodynamic torques. Section 8.1
discusses the Earth environment in detail, and Chap. 10 and Singer [1964] provide a
discussion of disturbances. Tables 1l-9A and 11-9B summarize the four major distur-
bances, provide equations to estimate their size for the worst case, and calculate values
for the FireSat example.

Disturbances can be affected by the spacecraft orientation, mass properties, and
design symmetry. For the normal FireSat orientation, the largest torque is due to the
residual magnetism in the spacecraft. If, however, we use t}te optional 30-deg off-nadir
pointing, the graviry-gradient torque increases over an order of magnitude, to become
as large as the magnetic torque. Note that we use I deg in the gravity-gradient calcu-
lations, rather than the 0.1 deg pointing accuracy. This is to account for our uncertain
knowledge of the principal axes. Ifthe principal axes are offby several degrees, that
angle may dominate in the disturbance calculations. We also note that a less symmetric
solar aray arrangement would have increased both the aerodynamic and solar torques,
making them closer to the magnetic torque in this example.
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TABLE 11.-9A. Simplified Equations for Estimating Worst'Case Disturbance Torques.
Disturbance torques affecl actuator size and momentum storage requirements.

11.1 Attitude Deter

TABLE 1 1-98. Example of Worst Case I
and aerodYnamic disturba

Distur-
bance Type

Influenqed
Primari ly by Formula

Gravity-
gradient

Constanttorque
for Earth-
oriented
vehicle, cyclic
tor inertially
oriented vehicle

. Spacecraft
inertias

. Orbit allitude

r" =3+1,-/,, lsin(20)'s 
2Rg l ' '  . r l -  t--r

where In is the max gravity torque; p is the
Earth's gravity constanl (3.986 x 1014 m3/s2)'
Fis orbit radius (m), 0 is the maximum deviation
of the Z-axis from local vertical in radians, and
I, and l, are moments of inertia about z and y
(or x, i f  smaller) axes in kg.m2.

Solar
Radiation

Cyclic torque on
Earth-oriented
vehicle,
constant for
solar-oriented
vehicle or
platform

. Spacecraft
geometry

. Spacecraft
surface
reflectivity

. Spacecraft
geometry ahd
cg location

Solar radiation pressure, I"r, is highly
dependent on the type of surface being
illuminated. A surface is either transparent,
absorbent, or a reflector, but most surfaces are
a combination of the three. Reflectors are
classed as diffuse or specular. In general, solar
arrays are absorbers and the spacecraft body is
a reflector. The worst case solar radiation
torque is

T s p = F ( c p s - c Q )

w h e r e  F = t ' A r ( 1 + q ) c o s l

and F" is the solar constant, 1,367 Wmz, c is
the speed of light, 3 x 108 m/s, A" is the surface
area, cps is the location of the center of solar
pressure, cg is the center of gravity, g is the
reflectance lactor (ranging from 0 to 1, we use
0.6), and I is the angle of incidence of the Sun.

Magne-
tic Field

Cyclic . Orbit altitudi:
. Residual

spacecraft
magnetic
dipole

. Orbit
inclinalion

Tn= DB

where I, is the magnetic torque on the
spacecraft; D is the residual dipole of the vehicle
in amp.turn.m2 (A.mz;, and B is the Earth's
magnetic field in tesla. B can be approximated
as 2M I H3 for a polar orbit to half that at the
equator. M is the magnetic moment of the Earth,
7.96 x 1015 tesla.m3. and F is the radius from
dipole (Earth) center to spacecraft in m.

Aerody-
namic

Constant for
Earth-oriented
vehicles,
variable for
inertially
oriented vehicle

. Orbit altitude

. Spacecraft
geometry and
cg location

Atmospheric density for low orbits varies
significantly with solar activity.

T a = F ( c p a - c 9 ) = F L

where F = 0.5 Ip Cd AV 2l; F being the force;
C6 the drag coetficient (usually between 2 and
2.5); p the atmospheric density; A, the surface
area; V, the spacecraft velocity; cDa the center
of aerodynamic pressure; and cg the center
of gravity.

Disturbance

Gravity-gradient For R= (6,378 + 700)
/z = 90 kg'm2, /r = 60
0 = 1 deg (normal mo

normal:

(3X3.98G x 101'
T ^ = " '

g  t ^ '

\2.

= 1 . 8 x 1 0 4 N ' n

optional target-of-opP

Tn =  4 .4  x  10-5  N ' r

Solar Badiation For  a2  m by  1 .5  m s t
center-o!mass ditfere
of reflectivity of 0.6.
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TABI-E 11.98. Example of Worst Case Disturbance Torque Estimates for FireSat. Magnetic
and aerodynamic disturbances are the largest for this small spacecraft.

'Residual magnetic dipoles can range anywhere from 0.1 to > 20 A.rn2 depending on the spacecratt's
size and whether any onboard compensation is provided. On a small-sized, uncompensated vehicle,
1 A.m? is typical (1 A.m2 - 1,000 pole.cm).

The other disturbances on the control system are internal to the spacecmft. Fortu-
nately, we have some control over them. If we find that one is much larger than the
rest, we can respecify it to tighter values. This change would reduce its significance
but most likely add to its cost or weight. Table 1l-10 summarizes the common internal
disturbances. Misalignments in the center of gravity and in thrusters will show up dur-
ing thrusting orily and iue corrected in a closedloop control system. The slosh and
operating machinery torques are of greater concern but depend on specific hardware.
If a spacecraft component has fluid tanks or rotating machinery, the system designer
should investigate disturbance effects and ways to compensate for the disturbance, if
required. Standard techniques include slosh baffles or counter-rotating elements.

,n =#1,-/rlsin(2d)

is the max gravity torque; ,u is the
constant (3.986 x 1Otq

radius (m), I is the maximum
from local vertical in radians, ani

are moments of inertia about z and I
maller) axes in kg.m2.

pressure, Iro, is highly
on the type of surface being ,ii:
A surface is either transoarent.
or a reflector, but most surfaces

of the three. Reflectors are
s diffuse or specular. In general, solai
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. The worst case solar radiation

T " r = F ( c r t - c g )

=- - lA- (1+o)cos i
^  e r

the solar constant, 1,367 Wm2, c is
of light, 3 X 108 m/s, ,,4" is the surfac6

is the location of the center of solar i,

cg is the center of gravity, q is the
factor (ranging from 0 to 1, we use:

i is the angle of incidence of the Sun*

Tn= DB

is the magnetic torque on the
D is the residualdipole of the vehicle
.m2 (A.m2 ), and B is the Earth's ,:;

field in tesla. B can be approximated,;
for a polar orbit to half that at the li

/t is the magnetic moment of the Earth;
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center to spacecraft in m.
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0.5 W CdAVzl; F being the force;
coefficient (usually between 2 and

atmospheric density; A, the surface
spacecraft velocity; cD€ the center

pressure; and cg the center

Disturbance FireSat Example

Gravity-gradient For F = (6,378 + 700) km - 7,078 km:-
/2 = 9Q ftg'62, /y = 60 kg'nP and
I = 1 deg (normal mode) or 30 deg (optional target-of-opportunity mode):

normal:

(3)(3.986 x 1014 m3/ s2;130 kg.m2)sin(z ueg)
(2)(7.078 x 106 m)3

=  1 . 8  x  1 0 {  N ' m

optional target-of -opportunity:

Ts= 4 .q  x  10-5  N 'm

Solar Radiation For a 2 m bf 1.5 m spacecraft cross-section, a center-of-solar-pressure to
center-of-mass ditference of 0.3 m, incidence angle of 0 deg and coetficient
of reflectivity of 0.6.

I", = (1,367 Wm?, (2 mx 1.5m) (0.3 m) (1 + 0.6) (cos 0 deg) / (3 x 1 08 mis)

=  6 .5  X  10-€  N 'm

Magnetic Field For R = 7,078 km, a spacecraft magnetic dipole of 1 A.m2' and the worst-
case polar magnetic field, M= 2 (7.96 x10151"s16.6s/(7.078 x 106 m)g
= 4.5 x 10-s tesla (= 0.45 gauss)

Tm -1 x 4.5 x 10-s = 4.5 x 10-s N. m

Aerodynamics For illustration purposes we assume a 3 m2 surface, offset from the center
of mass by 0.2 m. In a 700-km orbit the velocity is = 7,504 m/s, the
atmospheric density (p ) is = 1 0-13 kg/m3. For C6 , the drag coefficient,
use 2.0.

F= 1/2 [(10-13 kg/ms) (2X3 nP) (7,504 m/s)2] = 1.7x 10-5 N

T - FL -1.7 x 10-5 N (0.2 m) = 9.4 x 10-€ N.m

This is small. At a 100-km orbit, however, p = 10-g kg/np. This results in
f ;3.3 x 10-2 N.m, which is significant tor our small spacecraft.
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TABLE 11-10. Principal Internal Disturbance Torques. Spacecraft designers can minimize
internal disturbances through careful planning and precise manufacturing which
may increase costs.

11.1,.4 Select and Size ADCS Hardware

We are now ready to evaluate and select the individual ADCS components.
Actuators. We first discuss the actuators, as surlmarized in Table I 1- 1 I , beginning

with reaction and momentum wheels. Reaction wheels are essentially torque motors
with high-inertia rotors. They can spin in either direction, and provide one axis of con-
trol for each wheel. Momentum wheels are reaction wheels with a nominal spin rate
above zero to provide a nearly constant angular momentum. This momentum provides
gyroscopic stiffness to two axes, while the motor torque may be controlled to precisely
point around the third axis.

In sizing wheels, it is important to distinguish between cyclic and secular distur-
bances, and between angular momentum storage and torque authority. For 3-axis
control systems, cyclic torques build up cyclic angular momentum in reaction wheels,
as the wheels provide compensating torques to keep the vehicle from moving. We
typically size the angular momentum capacity of a reaction wheel (limited by its
saturation speed) to handle the cyclic storage during an orbit without the need for fre-
quent momentum dumping. Thus, the average disturbance torque for I/4 or l/2 orbit
determines the minimum storage capability. The secular torques and our total storage
capacity then define how frequently angular momentum must be dumped.

The torque capability of the wheels usually is determined by slew requirements or
the need for control authority above the peak distwbance torque in order for the wheels
to maintain pointing accuracy.

For 3-axis control, at least three wheels are required with their spin axes not
coplanar. Often, a fourth redundant wheel is carried in case one of the three primaries

11.1 Attitude Deter

TABLE 11-11. Typical ADCS Actuator
performance.

Actuator Typic

Thrusters
Hot Gas (Hydrazine)

Cold Gas

0.5 to 9,0(
< 5 N '

Reaclion and
Momentum Wheels

0.4 to 400
wheels at
max torqu

Control Moment Gyros (CMG) 25 to 500

Magnetic Torquers 1 to 4,000

- Multiply by moment arm (lypically 1 to 2 m) to {
t Chap 17 discusses weightand powerforthrus
t For 700-km orbit and maximum Earth field of (

0.18 N'm (see Table 1 1-98).

fails. If the wheels are not orthogoni
torque and momentum authoritY maY
geometry. It is also common to usq wl
to use a standard component.

For spin-stabilized or momentum-t
rates, while the secular torques causr
stored angular momentum, determine
to be large enough to keep the cyclic r
active control during an orbit. Periodir
secular disturbances. The more angul
is to external torques. An upper limit
defined by the fuel cost to precess thit

For high-torque applications, c o nt)
tion wheels. These are single- or dout
By turning the gimbal axis, we can ob
the. speed of the rotor and the gimba
moment gyros can produce large torqt
axes, so we rnost often use them for a1
plex control law and momentum excl
high cost and weight.

Spacecraft also use magnetic torq
magnetic coils or electromagnets to
torquers can compensate for the spact
from minor disturbance torques. Thel
tems but usually require much more ti
torque proportional (and perpendicula
magnets have the advantage of no m
field sensing and a wire-wound, elec
the Earth's natural magnetic fields, t
easily specify the rod's field strength
Table l1-12 describes sizing rules of

t l

Disturbances Effect on Vehicle Typical Values

Uncertainty in Center
of Gravity (cg)

Unbalanced torques during firing
of couoled thrusters
Unwanted torques during
translation thrusting

1 t o 3 c m

Thruster Misalignment Same as cg uncertainty 0.1 to 0.5 deg

Mismatch of
Thruster Outputs

Similar to cg uncertainty x 5t/.

Rotating Machinery
(pumps, tape
recorders)

Torques that perturb both
stability and accuracy

Dependent on spacecraft design;
may be compensated by counter-
rotating elements.

Liquid Sloshing Toroues due to fluid motion and
variation in center-of-mass
location

Dependent on specific design;
may be controlled by bladders or
baffles.

Dynamics of
Flexible Bodies

Oscillatory resonance at
bending frequencies, limiting
control bandwidth

Depends on spacecraft structure.

Thermal Shocks on
Flexible Appendages

Attitude disturbances when
entering/leaving eclipse

Depends on spacecraft structure.
Worst for gravity gradient systems
with long inertia booms.
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TABLE 11-1 1. Typical ADCS Actuators. Actuator weight and power usually scale with
oerformance.

Actuator Typical Performance Range
Weight
(ks)

Power
(w)

Thrusters
Hot Gas (Hydrazine)

Cold Gas
0.5 to 9,000 N'
< 5 N '

Variabbr
Variablet

N/AT

I\YAT

Reaction and
Momentum Wheels

0.4 to 400 N'm's for momentum
wheels at 1,200 to 5,000 rpm;
max toroues from 0.01 to 1 N'm

2to 20 1 0  t o  1 1 0

Control Momerit Gyros (CMG) 25 to 500 N 'm of torque > 1 0 90 to 150

Magnetic Torquers 1 to 4.000 A'm2+ 0.4 to 50 0.6 to 16

' Multiply by moment arm (typically 1 to 2 m) to get torque.
t Chap. l7 discusses weight and power for thruster systems in more detail.
+ For 700-km'orbit and maximum Earth field of 0.4 gauss, the maximum torques would be 4.5 x 10-5 N.m to

0.18 N'm (see Table 1 1-98).

fails. If.the wheels are not orthogonal (and the redundant one never is), additional
torque and momentum authority may be necessary to compensate for the unfavorable
geometry. It is also cofirmon to use wheels larger than the minimum required in order
to use a standard component.

For spin-stabilized or momentum-bias systems, the cyclic torques will cause cyclic
rates, while the secular torques cause gradual divergence. We typically design the
stored angular momentum, determined by spin rate and inertia of the spinning body,
to be large enough to keep the cyclic motion within our pointing specification without
active control during an orbit. Periodic torquing will still be required to counteract the
secular disturbances. The more angular momentum in the body, the more resistant it
is to external torques. An upper limit on the storcd momentum, if one exists, may be
defined by the fuel cost to precess this angular momentum.

For high+orque applications, control-moment gyros may be used instead of reac-
tion wheels. These are single- or double-gimbaled wheels spinning at constant speed.
By turning the gimbal axis, we can obtain a high-output torque whose size depends on
the speed of the rotor and the gimbal rate of rotation. Control systems with control
moment gyros can produce large torques about all three of the spacecraft's orthogonal
axes, so we most often use them for agile (high-rate) maneuvers. They require a com-
plex control law and momentum exchange for desaturation. Other disadvantages are
high cost and weight.

Spacecraft also use magnetic torquers as actuation devices. These torquers use
magnetic coils or electromagnets to generate magnetic dipole moments. Magnetic
torquers can compensate for the spacecraft's residual magnetic fields or attitude drift
from rninor disturbance torques. They also can desaturate momentum-exchange sys-
tems but usually require much more time than thrusters. A magnetic torquer produces
torque proportional (and perpendicular) to the Earth's varying magnetic field. Electro-
magnets have the advantage of no moving parts, requiring only a magnetometer for
field sensing and a wire-wound, electromagnetic rod in each axis. Because they use
the Earth's natural magnetic fields, they are less effective at highgr orbits. We can
easily specify the rod's field snength in amp'turn'm2 and tailor it to any application.
Table I 1- 12 describes sizing rules of thumb for wheels and magnetic torquers.

Spacecraft designers can
and precise manufacturing

ividual ADCS components.
ized in Table 1l-11,
are essentially torque

ion, and provide one axis ofcon.
wheels with a nominal spin rate;

. This momentum
ue may be controlled to preciselyi

between cyclic and secular distur-"
and torque authority. For 3-axis
ar momentum in reaction wheels.

the vehicle from moving. We
a reaction wheel (limited by its
an orbit without the need for fre-,

toroue for l/4 or 1/2 orbit
torques and our total storage'

fum must be dumped.
by slew requirements or

torque in order for the wheels

required with their spin axes not
in case one of the three primaries

0.1 to 0.5 deg

may be compensated by counter- -

Dependent on specific design;
may be controlled by bladders or

Depends on spacecraft structure.

Worst for gravity gradient systems
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TABLE 11-12. Simpli f ied Equations for Sizing Reaction Wheels, Momentum Wheels, and
Magnetic Torquers. FireSat mombntum wheels are sized for the baseline
requirements. Reaction wheels are sized for the optional design with 30-deg
slew requirement.

Note: For actuator sizing, the magnitude and direction of the disturbance lorques must be considered. In particular,
momenlum accumulation in inertial coordinates must be mapped lo body-fixed wheel axes, where necessary

11.1 Attitude Det

Gas jets or thrusters produce torqr
same concerns as momentum stora
system, either bipropellant or monop
ene{gy. They are acold-gas system\
change or from the work of comPre
usually apply to small spacecraft anc

Thrusters produce torques and for

Control attimde

Control nutation

Maneuver spacecraft
over large angles

Unfortunately, their plumes maY im
and they require expendable propellt
they can provide large, instantaneou

We must decide whether we need
them. For applications that demand
specify the minimum impulse from r
Single thrust levels are usually used,
is required.

Although the baseline FireSat sP,
the thruster sizing calculations for m
ment. We will assume the thruster's
dures and simplified equations, whe
propellant. Refer to Chap. 17 for a tl

The size ofthe ttnusters andrequ
optional system with reaction wheel
avoiding use of propellent. For the
thrusters for the optional slews, thou
were not available and maneuver tin

Sensors. We complete this harr
control. Consult Table 1 1-14 for a st
mance and physical characteristics. l
rapidly, promising more accurate, h

Sun sensors are visible-light dete
their mounting base and incident sur
require clear fields of view. They ct
nation system, part of the initial acc
independent sola{ array orientatior
eclipse periods, Sun-sensor-based at
way of tolerating the regular loss of

Sun sensors can be quite accurat(
advantage of that feature. We usuall
to obtain an unobstructed field of vi
tural bending on large spacecraft. S1
sors that measure the angle of the St
data may be sent to the ground for P
on board the vehicle.

Parameler Simplified Equations Application to Firesat Example

Torque from
Reaction
Wheel for
Disturbance
Rejection

Reaction-wheel torque must equal
worst-case anticipated disturbance
torque plus some margin:

Ipyy = (Ip)(Margin Factor)

For the example spacecraft, To = 4.5 x 10-5 Nim
(Table 1 1-9). This is below almost all candidate
reaction wheels. We will select a wheel based on
storage requirements or slew torque, not disturbance
rejection. See below.

Slew Torque
for Reaction
Wheels

For max-acceleration slews
(1/2 distance ih 1/2 time):

0  t r ( t \ 2

z=rT\ i )

For the 30-deg slews of the 90 kg.rn2 spacecraft
(Fig.  11-1) in 10 min,  th is becomes:

-  , ^  I  4 x 3 0  d e g x ( n / 1 8 0  d e g ) x 9 0 k g . m 2
t  = 1 0 - ;- 

F (6oo sec)2

= 5 . 2 x 1 0 { N . m

This is also a small value.

Momentum
Storage in
Reaction
Wheel

One approach to estimating wheel
momentum, h, is lo integrate the
worst-case disturbance torque, ID,
over a tull orbit. It the disturbance is
gravity gradient, the maximum
disturbance accumulates in 1/4 of an
orbit. A simplified expression for such
a sinusoidal disturbance is:

. ,- ,Orbital Period ,^-h = (TD)___:______: (a.707|

where 0.707 is the nnsaverage of a
sinusoidal function.

For Io = 4.5 x 10-s N.m {Table 11-98) and a 700-km
orbital oeriod of 98.8 min

- / oa o ,rin'\( OO sec\,^ _^_.h  = ( 4 . 5 x 1 0 - 5 N . m ) l  " " ' " '  r  - r r u . / u / ,
\  4 / \  min . / '

=  4 . 7 x 1 0 ' 2 N . m - s

A small reaction wheel which gives us storage of
0.4 N'm's would be sufficient. lt provides a margin
of > I in storage for the worst-case torques.

Momentum
Storage irl
Momentum
Wheel

Roll and yaw accuracy depend on the
wheel's momenlum and the external
disturbance torque. A simplified
expression for the required
momentum storage is:

I  x = =  n V D

f=torque P=orbi tper iod
h = angular da = allowable

momentum motion

The value of h for a 0.1 deg yaw accuracy would be

.  ( 4 .5x10 -5N .m)x1482  sec

0 .1x  
f i

180 deg

=  3 8 . 2  N  . m ' s

Ie is from Table 1 1-9A.

For a 1 deg accuracy, we would need only 3.8 N'm's

Momentum
Storage in
Spinner

Same as for a momentum wheel. but
with the soin rate:

h( D . = -

For the 0.1 deg accuracy, the spin rate is:

(37.3)N'm's
A l "  = - -  

"  
=0 .42  rad / sec=4 .1 rpm- 

90 ko'm'

Torque trom
Magnetic
Torquers

Magnetic lorquers use the Earth's
magnetic field, 8, and electrical
current through the lorquer to create a
magnetic dipole (D, that results in
torque ( T) on the vehicle:

T
u = -

E

Magnets used for momentum dump-
ing must equal the peak disturbance +
margin to compensate tor the lack of
complete directional control.

Table 1 1-98 estimates the worst-case Earth lield, A to
be 4.5 x 10-5 tesla. We calculate the toroue rod's
magnetic torquing ability (dipole) to counteract the
worst-case gravity gradient disturbance, Ip, of
4 . 5 x 1 0 - s N ' m a s

D = T  = 4 ' 5 x 1 0 { N ' m  = 1 A . m 2
B 4.s x 1o-" tesla

which is a smalt actualor. The Earlh's field is cyclic at
twice orbital frequency; thus, maximum torque is
available only hvice per orbit. A torquer of 3 to 10 A' m2
capacity should provide sufficient margin.
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Gas jets or thrusters ptoduce torque by expelling mass, and are not govemed by the
sirme concerns as momentum storage devices. We consider them to be a hot-gas
system, either bipropellant or monopropellant, when a chemical reaction produces the
energy. They are acold-gas systemwhenenergy comes from the latent heat of a phase
change or from.the work of compression without a phase change. Cold-gas systems
usually apply to small spacecraft and low-impulse requirements.

Thrusters produce torques and forces that:

. Confol attitude

. Control nutation

. Adjust orbits

. Control the spin rate

. Man0uyer.spacecraft . Dump exfa momentum from a momentum
over large angles wheel, reaction wheel, or control moirent gyro

Unfornrnately, their plumes may impinge on the spacecraft, contaminating surfaces,
and they require expendable propellant, dictating spacecraft life. An advantage is that
they can provide large, instantaneous torques at any point in the orbit.

We must decide whether we need thrusters, how many we need, and where to locate
them. For applications that demand frne control from the thmsters, we may have to
specify the minimum impulse from a single thruster pulse---+sually 20 ms or greater.
Single thrust levels are usually used, unless the complication ofdual or variable thnrst
is required.

Although the baseline FireSat spacecraft will use magnetic torquers, we illustate
the thruster sizing calculations for momentum dumping and the optional slew require-
ment. We will assume the thruster's moment arm is 0.5 m. Table 11-13 gives proce-
dures and simplified equations, where applicable, for sizing thrusters and estimating
propellant. Refer to Chap. 17 for a thorough discussion of propulsion subsystems.

The size of the thrusters and required propellent are small for this example. For the
optional system with reaction wheels, slewing can be accomplished with the wheels,
aVoiding use of propellent. For the baseline momentum bias system, we would use
thrusters for the optional slews, though large electromagnets could be used if thrusters
were not available and maneuver time were not important.

Sensors. We complete this hardware unit by selecting the sensors needed for
control. Consult Table 1l-14 for a summary of rypical devices, as well as their perfor-
mance and physical characteristics. Note, however, that sensor technology is evolving
rapidly, promising more accurate, lighter-weight sensors for future mission.

Sun sensors are visible-light detectors which measure one or two angles between
their mounting base and incident sunlight. They are popular, accurate and reliable, but
require clear fields of view. They can be used as part of the normal attitude determi-
nation system, part of the initial acquisition or failure recovery system, or part of an
independent solar array orientation system. Since most low-Earth orbits include
eclipse periods, Sun-sensor-based attitude determination systems must provide some
way of tolerating the regular loss of this data without violating pointing constraints.

Sun sensors can be quite accurate (< 0.01 deg) but it is not always possible to take
advantage of that feahrre. We usually mount Sun setrsors near the ends of the vehicle
to obtain an unobstructed field of view. Sun sensor accuracy can be limited by struc-
tural bending on large spacecraft. Spinning satellites use specially designed Sun sen-
sors that measure the angle of the Sun with respect to the spin axis of the vehicle. The
data may be sent to the ground for processing or used in a closed-loop contol system
on board the vehicle.
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Wheels, Momentum Wheels,
wheels are sized for the
for the optional design with

torques must be considered. ln particular,
to body-fixed whe€l axes, where necessary.

sPacecraft, To = 4.5 x 10-5 Nim
1.9). This is below almost all candidate
wheels. We will select a wheel based oni.

slews of the 90 kg.rn2 spacecraft -
'l) in 10 min, this becomes:

I 4 x 30 deg x (n l'180 deg) x 90

(600 sec)2 :

= 5 2 x 1 0 { N  m
!.ll

a small value.

4.5 x l f  N.m (Table 11-98) and a

s 
" 

1o-s N..,n)f s8.8 min'1[ oo sec
'\ 

4 /\ min

x l o - z N . m . s  ! :

ction wheel which gives us storag€ of r ,
would be sufticient. lt provides a margin,

lor the worst-case lorques.

of h tor a 0.1 deg yaw accuracy would ber"

. (4.5 x 10+ N.m)x 12182 sec :
h - -

o .1x  
u  l i

180 deg J

= 38.2  N.m.s  i

accuracy, we would need only 3.&N.rni

1 deg accuracy, the spin rale is:

{37.3)N'm.s
O.42 rad lsec = 4.1rpm

90 kg'm'

estimates the worst-case Earth field, A to
tesla. We calculate the torque rod's

torquing ability (dipole) to counteract the
gravity gradient disturbance, ID, of

N ' m  a s

l. 4.5 x lo-s N.m ,=  l A . m -
I 4.5x 1o-" tesla

small actuator. The Earth's field is cvclic at
frequency; thus, maximum torque is
y twice per orbit. A torquer of 3 to 10 A'm2

provide sutlicient margin.
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TABLE 11-13. Simpli f ied Equations for Prel iminary Sizing of Thruster Systems. FireSat
thruster requirements are small for this low-disturbance. minimal slew
application.

11.1 Attitude Dete

TABLE 11-13. Simpli f ied Equations
(Continued) FireSat thrt
minimal slew application.

For Firel

To deriv
3 sec fot
each m(
(actual t
total imF
Total im

241
+ 5
= 4

then

where a
estimat(

TABLE 11-14. Typical ADCS Sensors
while getting smaller and

Star sensors have evolved raPidl
cofirmon sensor for high-accuracy m
Scanners are used on spinning space

Simplified Equations Application to FireSat Example

Thruster force level sizing for
external disturbances:

F = T p l L

F is thruster force, Ip is worst-
case disturbance torques, and
L is the thruster's moment arm

For the worst case Ip of 4.5 x 10-s N. m (Table 1 1 -7) and a
thruster moment arm of 0.5 m

-  4 . 5 x 1 0 - 5 N ' m  E
F =  

' -  " ' = 9 . 0 x 1 0 - c N
0'5 m

This srnall value indicates slewing rate, not disturbances, will
more likely determine sizb. Also, u6ing thrusters to fight cyclic
disturbances uses much fuel.

Sizing force level to meet
slew rates (optional zero
momentum system):

Determine highesl slew rate
required in the mission profile.

Develop a profile that
accelerates the vehicle to that
rate, coasts, then decelerates.
We calculate the thruster force
from the acceleration value
using the following
relationships:

T  = F  L = I d

Solve for F

Assume a 30-deg slew in less than 1 min (60 sec),
accelerating for 5% of that time, coasting for 90%, and
decelerating for 5%.

Rate (d) = 30 deg / 60 sec = 0.5 deg/sec

To reach 0.5 deg/s in 5o/o ol 1 min, which is 3 sec, requires an
acceleration

,At 6i 0.5 deg/sec ^ .tdl= - = - = u. 167 deg/secz = 2.91x10-3rad/secz
I  3 s e c

-  t i i  Eoko.m2x2.91x1c- "  "  ' '
1 - = _ .  -  , . .  J - r o o / s e c - ) = 0 . 5 2 N

L  0 . 5 m

This is small but feasible.

Sizing force level for slewing
a momentum-bias vehicle:

The applied torque f is

T= FLd= ha

where
F= average thruster force
L = moment arm
d = thruster duty cycle

(fraction of spin period)
h = angular momentum
(D = slew rate

For FireSat, allowing 10 min for a 30-deg slew, with 10% duty
cycle

(38.2 N'm's)r-99 deq I x ---!--
ha 

' [600secJ  180 deg= 
td (os 

"rxo D= 0.67 N

Thruster pulse life:

Develop detailed maneuver
profile from mission sequence
of events and determine pulse
number and length for each
segment

Assume example spacecraft uses thrusters only for large
mission maneuvers and momentum dumping for 1 sec each
wheel once a day. The large maneuver, 30 deg, in 2 axes each
week includes a s-sec acceleration pulse and a 3-sec
deceleration pulse.

Total Pulses = 2 pulses (start & stop) x 2 axes

x 12lyr x 5 yr (maneuver)
-  + 1  p u l s e x 3 w h e e l s x 3 6 5 d a y s i y r x 5 y r

(momentum dump)

= 240 + 5,475 = 5,7'15 pulses

This is below the typical 20,000 to 50,000 pulse ratings for
small thrusters.

Sizing force level for
momentum dumping:

h

Lt
where
h = stored momentum

(lrom wheel capacity or
disturbance torque X time)

L = moment arm
t= burn t ime

Propellant:
Estimate propellant mass (Mr)
by determining the total Pulse
length, t, for the pulses counted
above, mull iplying by thruster
torce (F), and dividing bY
specific impulse (Lp), and g as
follows:

trl

l v l ^  = -
v , 'spY

Sensor Typical

lnertial
Measurement Unit
(Gyros & Accelerometers)

Gyro drift rate
accel,
Linearity = 1
o f 2 0 t o 6 0 g

Sun Sensors Accuracy = Q

Star Sensors
(Scanners & Mappers)

Attitude accu
0.0003 deg tt

Horizon Sensors
. Scanner/Pipper
. Fixed Head (Static)

Attitude accu
0.1 deg to 1

< 0.1 deg to I

Magnetometer Attitude accu



Sizing of Thruster Systems.
this low-disturbance, minimal

Attitude Determination and Control 373

TABLE 11-13. simplified Equalions for Preliminary sizing of rhruster systems.
(Continued) Firesat thruster requirements are small for this low-dislurbance,
minimal slew application.

TABLE 11-14. Typical ADCS Sensors. Sensors have continued to improve in performance
while getting smaller and less expensrve.

Star sensors have evolved rapidly in the past few years, and ri:present the most
corllmon sensor for high-accuracy missions. Star sensors can be scanners or trackers.
Scanners are used on spinning spacecraft. Stars pass through multiple slits in a scan-

Simplified Equations Application to FireSat Example

' h

Lt

Sizing force level for
momentum dumping:

wnere
h = stored momentum

(from wheel capacity or
disturbance torque X time)

L = moment arm
l= bum t ime

For FireSat with 0.4 N. m. s wheels and 1-sec burns.

F=frffifo=o.snr

Propellant:
Estimate propellant mass (Mo)
by determininE the total pulse
length, t, tor the.pulses counted
above, multiplying by thruster
force (F), and dividing by
specffic impulse (/J, and g as
follows:

M ^ =  
F t

, lspg

To derive the propellant weight from the pt,itses above, use
3 sec for ontime for each large maneuver pulse, and 1 sec for
each momentum-dump pulse at the computed force levels
(actual times will change when a thruster is chosen, but the
total impulse will be the same).
Totd l  impu lse=/=

240 pulses 3 sec/pulse 0.52 N
+ 5,475 pulses x 1 sec/pulse x 0.8 N
= 4,754 N's

then

M ^ = J - -  
4 ' 7 5 4 N ' s  -  = 2 . 4 3 k c' Isog 200 secx 9.8 m/secz

where an |root 200 sec for hydrazine is a conservative
estimate.

Sensor Typical Performance Range
Wt Hange'(ks) Power

(w)
lnertial
Measurement IJnit
(Gyros & Accelerometers)

Gyro drift rate = 0.003 deg/hr to 1 deg/hr,
accel.
Linearity = 1 to 5 x 10{ g/g2 over range
o f 2 0 t o 6 0 g

1 to  15 10 to 200

Sun Sensors Accuracy = 0.005 deg to 3 deg 0.1 to 2 0 t o 3
Slar Sensors
(Scanners & Mappers)

Aftitude accuracy = 1 arc sec to 1 arc min
0.0003 deg to 0.01 deg

2 t o 5 5 t o 2 0

Hoizon Sensors
. Scanner/Pipper
. Fixed Head (Static)

Attitude accuracy:
0.1 deg to 1 deg (LEO)

< 0.1 deg to 0.25 deg

1 t o 4
0.5 to 3.5

5  to  10
0.3 to 5

Magnetometer Attitude accuracy = 0.5 deg to 3 deg 0.3 to 1.2 < 1

of 4.5 x 1 0-5 N. m (Table 1 1-7) andE
of 0.5 m

x 1 O - 5 N . m  ̂ ^  - ^ - s . ,  
j

=9 .0x10 -sN  =
0.5 m

slewing rate, not disturbances,
size. Also, uSing thrusters to fight

in less than 1 min (60 sec),
that time, coasting for 90%, and .i

deg/ 60 sec = 0.5 deg/sec

of 1 min, which is 3 sec, requires an

= 0.1 67 deg/secz = 2.91 x 1 0{

x1o-3rad/sec2) ^ -^
m

min for a 30-deg slew, with 10"/o dutyr

. / 3 o d e o \  n. m . s ) | - | X -' [600sec/  180 deg

uses thrusters only for large
momentum dumping for 1 sec each

maneuver,30 deg, in 2 axes each

(s tar t&stop)x2axes

5 yr (maneuver)

x 3 wheels x 365 dayVyr x 5 yr

5,475 = 5,715 pulses

20,000 to 50,000 pulse ratings for

ti!t

:.i.,-{.:

, i i

,:i+
., lt?
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ner's field of view. After several star crossings, we can derive the vehicle's attitude.
We use trackers on 3-axis attitude stabilized spacecraft to track one or more stars to
deive2- or 3-axis attitude information. The most sophisticated units not only track the
stars as bright spots, but identify which star pattern they are viewing, and output the
sensor's orientation compared to an inertial reference. Putting this software inside the
sensor simplifies processing requirements of the remaining attitude control software.

While star sensors excel in accuracy, care is required in their specfication and use.
For elample, the vehicle must be stabilized to some extent before the trackers can
determine where they point. This stabilization may require alternate sensors, which
can increase total system cost. Also, star sensors are susceptible to being blinded by
the Sun, Moon, or even planets, which must be accommodated in their application.
Where the mission requires the highest accuracy and justifies a high cost, we use a
combination of star trackers and gyros. These two sensors complement each other
nicely: the gyros can be used for initial stabilization, and during periods of sun or
moon interference in the trackers, while the trackers can be used to provide a high-
accuracy, low frequency, external reference unavailable to the gyros. Work continues
to improve the sample rate of star trackers and to reduce their radiation sensitivity.

Horizon sensors are infrared devices that detect the contrast between the cold of
deep space and the heat of the Earth's atmosphere (about 40 km above the surface in
the sensed band). Simple narrow field-of-view fixed-head types (called pippers or
horizon crossing indicators) are used on spinning spacecraft to measure Earth phase
and chord angles which, together with orbit and mounting geometry, define two angles
to the Earth (nadir) vector. Seanning hoizon sensors use a rotating mirror or lens to
replace (or augment) the spinning spacecraft body. They are often used in pairs for
improved performance and redundancy. Some nadir-pointing spacecraft use staring
sensors which view the entire Earth disk (from GEO) or a portion of the limb (from
LEO). The sensor fields of view stay fixed with respect to the spacecraft. This type
works best for circular orbits.

Horizon sensors provide Earth-relative information directly for Earth-pointing
spacecraft, which may simplify onboard processing. The scanning types require clear
fields of view for their scan cones (typically 45, 60, or 90 deg, half-angle). Typical
accuracies for systems using horizon sensors ale 0.1 to 0.25 deg, with some applica-
tions approaching 0.03 deg. For the highest accuracy in low-Earth orbit, it is necessary
to correct the data for Earth oblateness and seasonal horizon variations.

Magnetometers are simple, reliable, lightweight sensors that measure both the
direction and size of the Earth's magnetic field. When compared to the Earth's known
field, their output helps us establish the spacecraft's attitude. But their accuracy is not
as good as that of star or horizon references. The Earth's field can shift with time and
is not known precisely in the first place. To improve accuracy, we often combine their
data with data from Sun or horizon sensors. When a vehicle using magnetic torquers
passes through magnetic-field reversals during each orbit, we use a magnetometer to
control the polarity of the torquer output. The torquers usually must be turned off while
the magnetometer is sampled to avoid com,rpting the measurement.

GPS receivers are commonly known as high-accuracy navigation devices. Recently,
GPS receivers have been used for attitude determination by employing the differential
signals from separate antennas on a spacecraft. Such sensors offer the promise oflow
cost and weight for LEO missions, and are being used in low accuracy applications or
as back-up sensors. Development continues to improve their accuracy, which is
limited by the separation of the antennas, the ability to resolve small phase differences,
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the relatively long wavelength, and multipath effects due to reflections off spacecraft
components.

Gyroscopes are inertial sensors which measure the speed or angle of rotation from
an initial reference, but without any knowledge of an external, absolute reference. We
use them in spacecraft for precision attitude sensing when combined with external
references such as star or sun sensors, or, for brief periods, for nutation damping or
anitude control during thruster firing. Manufacturers use a variety of physical
phenomena, from simple spinning wheels (iron gyros using ball or gas bearings) to
ring lasers, hemispheical resonating surfaces, and laserfiber optic bundles. The gyro
manpfacturers, driven by aircraft markets, steadily improve accuracy while_reducing
size and mass.

Error models for gyroscopes vary with the technology, but characterize the deteri-
oration of atitirde knowledge with time (degrees per hour or per square:ro6t of time).
When used with an accurate extemal reference, such as star trackers, gyros can provide
smoothing (filling in the measurement gaps between star tracker samples) and higher
frequency information (tens to hundreds of hertz), while the star trackers provide the
low frequency, absolute orientation information that the gyros lack. Individual gyros
provide one or two axes of information, and are often grouped together as an Inertial
Reference Unit, lRU, for tluee full axes, IRUs with accelerometers added for posi-
tion/velocity sensing are called lnertial Measurement Units,IMUs. -

Sensor selection. Sensor selection is most directly influenced by the required
orientation of the spacecraft (e.g., Earth- or inertial-pointing) and its accuracy. Other
influences include redundancy, fault tolerance, field of view requirements, and avail-
able data rates. Typically, we identify candidate sensor suites and conduct a trade
study to determine the best, most cost-effective approach. In such studies, the exist-
ence of off-the-shelf components and software can sffongly influence the outcome. In
this section we will only briefly describe some selection guidelines.

Full 3-axis knowledge requires at leaSt two extemal yector measurements, although
we use inertial platforms or spacecraft angular momentum (from spinning or momen-
tum wheels) to hold the attitude between external measurements. In some cases, if
attitude knowledge can be held for a fraction of an orbit, the external vectors (e.g.,
Earth or magnetic) will have moved enough to provide the necessary information.

For Earth-pointed spacecraft, horizon sensors provide a direct measurement of
pitch and roll axes, but require augmenrition for yaw measurementS. Depending on the
accuracy required, we use Sun sensors, magnetometers, ox momentum-bias control
relying on roll-yaw coupling for the third degree of freedom. For inertially-pointing
spacecraft, star and Sun sensors provide the most direct measurements, and inertial
platforms are ideally suited. Frequently, only one measurement is made in the ideal
coordinate frame (Earth or inertial), and the spacecraft orbit parameters are required
in order to convert a second measurement or as an input to a magnetic field model. The
parameters are usually uplinked to the spacecraft from ground Eacking, but autono-
mous navigation systems using GPS are also in use (see Sec. 11.7).

FireSat sensors. The external sensors forFireSat could consist ofany ofthe fypes
identified. For the 0.1 deg Earth-relative pointing requirement, however, horizon sen-
sors are the most obvious choice since they directly measure two axes we need to
control. The accuracy requirement makes a sutr sensor a strong candidate as well,
although its information needs to be transformed to Earth-relative pointing for our use.
Th'e 0.1 deg accuracy is at the low end of horizon sensors' typical performance, and
we need to be careful to set the most out of their data.

can derive the vehicle's atti
to track one or more stars

isticated units not only track
they are viewing, and output

Putting this software inside
ining attitude control softw

in their specfication and
extent before the trackers

require alternate sensors,
susceptible to being blinded

in their
justifies a high cost, we use

sensorTi complement each
and during periods of sun

can be used to provide a hi
to the gyros. Work
thet radiation sensitivity.

the contrast between the cold
about 40 km above the surface i

types (called pippers
ft to measure Earth ohl

ing geometry, define two
use a rotating mirror or lens

They are often used in pairs
'pointing spacecraft use

or a portion of the limb
t to the spacecraft. This

directly for Earth-poi
The scanning types requre

or 90 deg, half-angle).
to 0.25 deg, with some applica,

in low-Earth orbit, it is
horizon variations.
t sensors that measure both thei

compared to the Earth's kn
But their accuracy is notr

's field can shift with time
accuracy, we often combine theii,
. vehicle using magnetic torquers,
orbit, we use a magnetometer to:
usually must be turned off while, ;
measurement. i

y navigation devices. Recently,
by employing the differential

sensors offer the promise of low
in low accuracy applications or

their accuracy, which is
resolve small phase differences,



Type Components Rationale
Actuation
Devices

(1) Momentum Wheel

(3) Electromagnets

. Pitch axis torquing
I Roll and yaw aiis passive stability
. Roll and yaw conlrol
. Pitch wheel desaturation

Sensors Horizon Sensor

Sun Sensors

Magnetometer

. Provide basic pitch and roll reference-

. Can meet 0.1 deg accuracy

. Lower weight and cost than star sensors

. Initially, acquirevehicle attitude from unknown
orientation

. Coarse attitude data

. Fine data for yaw

. Coarse yaw data
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Firesat spacecraft contror components serection. A simpre, row-cost suite
of components fits FireSat's needs.

TABLE 11'16. FireSat Spacecraft Control Subsystem Characterized. The baseline ADCS
' components satisfy all mission requirements, with thrusters available if required.

a

we assume we also n-egd a yaw sensor capabre of 0.r deg, and this choice is lessobvious. (often, it is usefur to question a tight'yaw ."q,rirem"nt. rraunf puyrouds, e.g.,antennas, some cameras, radars, are ''ot sensitiv" to rotations 
"r"""'dih;i;;;i;H;axis. For this discussion, we will assume the requirement is frrm.j we couta use sunsensors' but their data needs-to.be replaced during eclipses. tutugn"io-"ters don,t havethe necessary accuracy on their own, but with our momentum-bias system, rolr-yawcoupling, and some yaw filtering, a magnetometer-Sun t"nr;;,t;;;s"hould work.

Components Type
Weight

(ks)
Power
(w)

Mounting
Considerations

Momentum
Wheel

Mid-size, 40 N.m's
momentum

< 5 total, with
drive electronics

l0  to  20 Momentum vector
on pitch axis

Electromagnets 3 ,  10  A .mz
capa_city each

2, including
current drive
electronics

5 t o 1 0 Orthogonal conf iguration
best to reduce cross-
coupling

Sun Sensors 4 wide-angle coarse
sensors providing
4 n steradian
coverage;
= 0.1 deg accuraoy

< 1 total o.25 Free of viewing
obstructions and
reflections

Horizon
Sensors

Scanning type (2)
plus electronics:
0.1 deg accuracy

5 total 1 0 Unobstructed view of
Earth's horizon

Optional
Thrusters

Hydrazine;
0.5 N force

Propellant
weight depends
on mission

NiA Alignments and moment
arm to center of gravity
are critical

Magnelometer 3-axis < 1 5 Need to isolate
magnetometer from
electromagnets, either
physically or by duty-
cycling the magnets.
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At this point, we consider the value ofan inertial reference package. Such packages,
although heavy and expensive, provide a short-tern attitude"reference which would
perrnit the Earth vector data to be used for full 3-axis knowledge over an orbit. A gyro
package would also reduce the single-measurement accuracy required of the horizon
sensors, simplifying their selection and processing. Such packages are also useful in
the control system if fast slews are required. Although nice to have, an inertial package
does not seem warranted for FireSat. Table 11-15 summarizes ourhardware selections.

once the hardware selection is complete, it must be documented for use by other
system and subsystem designers as follows:

. Specify the power levels and weights for each assembly

. Establish the elecfical interface to the outside world

. Describe requirements for mounting, alignment, heating, or coding

. Determine whattelemetry datawe must process

. Document how much software we need to support eguations of motion

Specific numbers depend on the vendors selected. A typical list for Firesat mightlook
like Table I l-16, but the numbers could vary considerably with only slight changes in
subsystem accuracies or slewiug requirements.

ADCS Vendors. Typical suppliers for ADCS components are listed in Table 11-17.

TABLE 11-17. ADCS Component Suppliers. Aerospace mergers can result in sudden name
changes.

Selection. A simple, low-cost
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Sensors Actualors

Sun Earth
Magnet-
ometers Star

Inertial
(Gyros)

MomentuIty'
Reaction
Wheels CMGs

Electro-
maqnets

Thrus-
ters

Adcole Corooration
AlliedSignal

Ball Aerosoace and
Technolooies CorD.
Billingsley Magnetics
CAL Comoration
EDO (Barnes) Corp.
Honeywell Space Systems
Ithaco Space Systems Inc.
Kearfott Guidance &
Navigation Corporation
Linon Industries
Lockheed Martin
Kaiser Marquardt Corp
Matra Marconi SDace
Meda, Inc.
Microcosm, Inc.
Primex Technolooies
Raytheon Systems, Inc.
Servo Com. of America
Smiths Industries
Detense Svsfems
'eldix 

GmbH
TFW
Watson Industries. Inc.
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11.1.5 Deflrne the Control Algorithms

bances. Usually, linear differential equations with constant coefficients describe the
dynamics of a control system, thus allowing us to analyze its performance with the
highly developed tools of linear servomechanism theory. with these same tools, we
can easily do linear compensation to satisfy specifications for performance.

Noise

Reference

er(t)

Disturbances

rD$)

Tc$) -

Fig. 11-3. Diagram of a Typical Attitude Conirol System with Control Along a Single Axls.
Control algorithms are usually implemented in an onboard processor and analyzed' with detailed simulations.

.Although -it is beyond rhe scope of rhis handbook ro provide detailed design
guidance on feedback control systems, the system designer should recognize the inter-
acting effects of attihrde control system loop gain, cipability of the a-ttitude control
system to compensate for disturbances, accuracy of attitude control, and control
system bandwidth.
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Three-axis stabilization. Different types of active control systems have different
key parameters and algorithms. Frequently, 3-axis control can be decoupled into three
independent axes. The most basic design parameter in each axis is its position gain,
Kr.* This is the amount of control torque which results from a unit attitude error and
cd.n be expressed in N.m/deg or N.m,/rad. The position gain is selected by the designer
and must be high enough to provide the required attitude control accuracy in the
presence of disturbances, or Ko > TDl1e, where K, is position galrn, Tp is peak distur-
bance torque, and 0,is allowable anitude error.

The value of the position gain also determines the attitude control system band-
width and speed-of-response. The bandwidth is given by @n= (K,lD1t2, where .I is the
spacecraft moment of inertia. The bandwidth defines the frequency at which control
authority begins to diminish. Attitude conhol and disturaance reiection are effective
from 0 frequency (d.c.) up to the bandwidth. Speed of response ii approximately the
reciprocal of bandwidth. Note that position gain is inversely proportional to allowable
error and bandwidth is proportional to the square root ofposition gain. Therefore, high
accuracy implies high position gain and high bandwidth. However, high bandwidth
may cause bending resonances to affect control system performance.

With the relations given, the system designer can estimate required position gain
from his estimates of disturbance torque and accuracy requirements. He can use this
estimate to compute control system bandwidth. This allows him to specify minimum
bending frequencies as discussed below.

In defining algorithms for the control system, we must also consider whether the
vehicle will have flexible-body effects that can make the vehicle unstable. Spacecraft
with flexible appendages such as antennas, booms, and solar panels may produce
slight walping at their natural frequencies. Control torques and external-disturbance
torques will cause structural vibrations, in some cases close to or within the control
system's bandwidth. The lowest natural frequencies of flexible components should be
at least an order of magnitude greater than the rigid.body frequencies before we can
neglect flexibility. For further discussion of how structual flexibility affects the
control subsystem, see Sec.3.12 of Agrawal [1986].

Spin stabilization and momentum bias. The fundamental concept in spin stab-
ilization is the nutation frequency of the vehicle. For a spinning body, the inertial
nutation frequency (ron;) is equal to

Is
@ni  = 

7@s

where 1" is the spin axis inertia, 17 is the transverse
frequency.

( 1 1 - 1 )

axis inertia, and al" is the spin

For a momentum-bias vehicle with a stable body and a momentum wheel (or a dual-
spin vehicle with a stable platform and aspinning rotor), the nutation frequency is
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* In its simplest form, a spacecraft attitude control system can be represented in s-domain as a
l//"2 plant and npy be controlled by a proportional plus deriyative (PD) controller where
Tr= K, 0r+ Kr 0, . The position gun, Ko, conEols system bandwidth and the rate gun, Kn
controls damping.
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where /r is the angular momentum of the spinning body. Thus, spacecraft with large
inertias and small wheels have small nutation frequencies (i.e., long periods).

Attempting to move the vehicle with a bandwidth faster than the nutation frequency
causes it to act more like a 3-axis vehicle. In general, we attempt to control near the
nutation frequency or slower, with correspondingly small torques. In this area, the
vehicle acts like a gyroscope, with the achieved angular rate, o, proportional to the
applied torque, Z:

a=T/h

where h is the system angular momentum.

(1 1-3)

A lower limit on control bandwidth is usually provided by the orbit rate a;o, which
for a circular orbit is

,o=^fft f (1 1-4)

where p = 3.986 x 101a m3ls2 and r is the orbit radius.
Attitude determination. A full discussion of determination algorithms requires a

dedicated reference such as Wenz [1978]. We will highlight only some of the basic
concepts.

The basic algorithms for determination depend on the coordinate frames of interest
(e.g., the sensor frames, local vertical frame, or Earth-centered inertial frame), and the
geometry of the measurements, parameterizedby Euler angles (such as roll, pirch, and
yaw) or quaternions (which are scaled vectors for Eigen-axis rotations of coordinate
frames). Inertial plarforms and star sensor data usually are suited to inertial quater-
nions, while Earth-pointing spacecraft often use a local-vertical, aircrafrlike set of
Euler angles.

Simple spacecraft may use the sensor readings directly for control, while more
complex vehicles or those with higher accuracy requirements employ some form of
averaging, smoothing, or Kalman filtering of the data. The exact algorithms depend on
the vehicle properties, orbit, and sensor types used.

FireSat algorithms. For our momentum-bias FireSat example, control separates
into pitch-axis control using torque commands to the momentum wheel, and roll-yaw
control using current commands to the electromagnets. The pitch-wheel desahrration
commands must also be fed (at a slow rate) to the magnets. The pitch-wheel control is
straightforward, using proportional-plus derivative and, optionally, integral control.
The roll-yaw control design starts by using the linearized nutation dynamics of the
system, and is complicated by the directional limitations of electromagnetic torque
(the achievable torque is perpendicular to the instantaneous Earth magnetic field),

The nadir-oriented control system may use an Earth-referenced, aircraft-like Euler
angle (roll, pitch, yaw) set, although quaternions should also be considered for their
lack of singularities during off-nominal pointing. The horizon sensors directly read
two of the angles of interest, pitch and roll. Yaw needs to be measured directly from
Sun position (during orbit day) or from the magnetometer readings (using a stored
model of the Earth's field), or infered from the roll-yaw coupling described eadier.
The magnetic field and Sun information require an uplinked set of orbit parameters,
and increase the computational requirements of the subsystem. Overall, rneeting the
0.1 deg yaw reqpirement when the Sun is not visible will be the toughest challepge
facing the ADCS designer, and a form of coasting through the blackouts, without di-
rect roll-yaw control, may be most appropriate.
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11..2 Telemetry, Tracking, and Command

Douglas KirkpatrickrUnited States Air Force Academy
Adapted from SMAD II, Sec. 11.2 "Communicationsr" by JohnFord

. T\e telemetry, tracking, and command QTA) or communications subsystem
provides the interface between the spacecraft and ground systems. Payload mission
data and spacecraft housekeeping data pass from the spacecraft through this subsystem
io operators and users at the operations center. Operator commands also pass to the
spacecraft through this subsystem to control the spacecraft and to operate thepayload.
We must design the hardware and their functions to pass the data reliably for all the
spacecraft's operating modes. For a discussion of how we collect and 4anipulate
housekeeping and payload data, see Sec. 11.3, Chap. 9, and Chap. 16. Chapter 13

discusses the communication link design, and Morgan and Gordon [1989] provide a
wealth of information on spacecraft communications.

The subsystem functions include the following:

. Carrier tracking (lock onto the ground station signal)

. Comrnand reception and detection (receive the uplink signal and process it)

. Telemetry modulation and transmission (accept data from spacecraft systems,
process them, and transmit them)

. Ranging (receive, process, and transmit rangng signals to deterrnine the satel-
lite's position)

. Subsystem operations (process subsystem data, maintai.n its own health and
status, point the antennas, detect and recover faults.)

Table 11-18 presents specific subfunctions to accomplish these main functions.
Subsystem designers must ensure that all of these functions operate reliability to
accomplish the spacecraft mission.

As part of carrier tracking, most satellite TT&C subsystems generate a downlink
RF signal that is phase coherent to the uplink signal. Phase coherence means that we

transmit the downlink carrier so its phase synchronizes with the received phase of the
uplink canier. This process is the coherent turnaround or two-way-coherent mode.
The coherent turnaround process creates a downlink carrier frequency precisely offset
from the uplink carrier by a predefined numerical turnaround raf,b. This is the ratio of
the downlink carrier frequency to the uplink carrier frequency.This operational mode

can only exist when the transmitter phaseJocks to the received uplink carrier. For a
given uptint signal, the downlink signal has a constant phase difference. For NASA's
GSTDN-compatible transponders, the receiver downcoverts the uplink carrier, and

creates a voltage such that the receiver's voltage-controlled oscillator runs at precisely
2/22I times the uplink carrier frequency. The oscillator frequency goes to the ffans-
rnitter which multiplies it by a factor of 120. Therefore, the composite transmitter
downlink is 120 x 21221 = 2401221times the uplink frequency, which is the turn-
around ratio for NASA-compatible nansponders. The turnaround ratio for transpon-
ders compatible with SGLS is 2561205. The two-way-coherent mode allows the
ground station to know more exactly the downlink signal's frequency and to measure
the Doppler shift, from which it computes the range rate ot line-of-sight velocity
between the spacecraft and the tracking antenna. This knowledge allows operators to
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TABLE 11-18. What a TT&C Subsystem Does. These are the functions of a communications
subsystem connecting the satellite to the ground or other satellites. In a broad
sense the communications subsyslem receives signals from Earth or another
satellite and transmils signals to Earth or another satellite.

scan fewer frequencies and thus, acquire the spacecraft more quickly. Deep-space
imaging, data collection, and low-Earth orbit spacecraft best illustrate this advantage.
These spacecraft typically have large volumes of data and a short field-of-view time
to the ground station. To receive maximum data at the ground station on a direct down-
link at the spacecraft's highest rate, operators must acquire the downlink signal in the
minimum time. Also, if they use ranging for navigation, tl.rey can calculate range-rate
information from the Doppler shift of the coherent signal.

Occasionally a TT&C subsystem, operating in the two-way coherent mode, loses
lock on the uplink signal. At this point, the spacecraft's transmitter autonomously
changes the references for the downlink carrier from the receiver's voltage-controlled
oscillator to the subsystem's master oscillator. This process creates a unique downlink
frequency which is no longer synchronous with the uplink carrier. This TT&c mode
is two-way noncoherent communications.

For the ranging function (i.e., determining the range or line-of-sight distance), the
ground station may use the ranging method of navigation to track a spacecraft.
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allows us to determine the satellite's

Under subsystem operations, the'
any antenna that requires beam steerir
autotracking equipment. This equip
navigation, and control subsystem, so
scan systems are the most cornn(
Monopulse systems use a monopulse
on the axis of the azimuth and eleva
ceived beam about its axis by a sma
amplitude per revolution indicates th,
with the position where the signal i
error signals for the control subsystt
antenna pointing when we know the r
the receiver station.

Also under subsystem operationl
inission commands or respond to au
safe mode and routing the omni-ant
scenarios, the subsystem may also t
through a stored software sequence.

To create a robust TT&C subsyst
satellite design: requirements, const
from a variety of sources and form tl
plays a key role. Typically TT&C rer

Type ofsignals (voice, televi

Capacity (number of channel

Coverage area & ground site.

Link signal strength (usually

Connectivity (crosslinks, rela

Availability (link times per d

Lifetime (mission duration)

See Sec. 11.2.1 for a more thorough r
Constraints are limits on the T

constraints come from sizing the spa
solar panels and secondary batteries,
constraints arise frorn the mass budsr
chosen launch vehicle. The launch'v
mass, so individual subsystems receir

Specific Functions

. Carrier Tracking
- 2-way coherent communication (downlink frequency is a ratio of the uplink frequency)
- z-way noncoherent communication
- 1-way communicalion

. Command Reception and Detection
- Acquire and track uplink carrier
- Demodu{ate carier and subcarrier
- Derive bit timing and detect data bits
- Resolve data-phase ambiguity if it exists
- Forward command data, clock, and in-lock indicator to the subsystem for command

and data handling

. Telemetry Modulation and Transmission
- Receive telemetry data streams from the command and data handling subsystem or data

storage subsystem
- Modulate downlink subcarrierand carrier with mission or science telemetry
- Transmit composite signal to the ground station or relay satellite

. Ranging
- Detect and retransmit ranging pseudorandom code or ranging tone signals
- Retransmit either phase coherently or noncoherently

. Subsystem Operations
- Receive commands from the subsystem for command and data handling
- Provide health and status telemetry to the C&DH subsystem
- Perform antenna pointing for any antenna requiring beam steering
- Perform mission sequence operations per stored sofhvare sequence
- Autonomously select omni-anlenna when spacecraft attitude is lost
- Autonomously detect faults and recover communications using stored software sequence
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are the functions of a
ground or other satellites. In a

lceives signals from Earth or
another satellite.

more quickly. Deep-spaie
best illustrate this advantage:;1

and a short held-of-view time
ground station on a dhect down=

uire the downlink signal in the
, they can calculate range-rate

gnal.
e fwo-way coherent mode, loses'

's transmitter autonomously,.
the receive:' s voltage-controlled

creates a unique downlink
carrier. This TT&C mode

or line-of-sight distance), the
to track a spacecraft. ,

Depending on the communication standard, the ground station modulates a pseudo-

random code, tones, or both onto the command uplink signal. The TT&C subsystem's

receiver detects the code or tones and retransmits them on the telemetry carrier back

16 the ground station. From the turnaround time of the ranging code or tones travelilg

to and from the spacecraft, the system determines the range. Ifthe downlink carrier's

phase is coherent with the uplink carrier (two-way coherent ryode), wecan measure

ihe Doppler-frequency shift on the downlink carrier signal and thus obtain range-rate

information. Pointing inforrnation from the ground station's directional antenna

allows us to determine the satellite's azimuth and elevation angles.

the receiver station.
Also .under subsystem operations; the TT&C subsystern may do sequences of

mission commands or reSpond to autonomous commands, such as puning iSelf in a

safe mode and routing the omni-antenna to the active receiver. For certain failure

scenarios, the subsystem may also execute fault-detection and recoYery operations

through a stored software sequence.
TJcreate a robust TT&Csubsystem, we must consider and satisfy three parts of

satellite design: requtements, constraints, and regulations. The requirements come

from a variety of sources and form the basis for the mission in which this subsystem

plays a key role. Typically TI&C r€quirements include:

. Type ofsignals (voice, television, and data)

. Capacity (number of channels and bandwidth)

. Coverage area & ground site locations (local, regional, national, international)

Link signal strength (usually derived from ground terrninal type)

Connectivity (crosslinks, relay ground stations, and direct links)

Availability (link times per day and days Per year, outage times)

. Lifetime (mission duration)

See Sec. 1 I .2. I for a'more thorough discussion of requirements.
Constraints are limits on the TT&C subsystem from various sotuces. Power

constraints come from sizing the spacecraft and the power source (primary batteries,

solar panels and secondary batteries, or radioisotope thermoelectric generator). Mass

constriaints arise from the mass budget, which comes from the mission design and the

chosen launch vehicle. The launch vehicle generally limits the total dimensions and

mass. so individual subsystems receive their allocation within those limits. The launch

a

il
ti
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vehicle choice also sets the launch vibration and acoustic environment, which places
constraints on the fragility of the subsystem. The interference environment further
constrains the subsystem. When we choose the orbit, we also set the surrounding
interference environment. The owners and developers place cost limits on the total
design, which in turn limits each subsystem. These cost constraints typically deter-
mine how much new technology and subsystem margin that designers can consider.
Many other constraints may arise during design, depending on the mission and the
people involved.

For the TT&C subsystem, international law and regulatory agencies impact design
significantly. Because all spacecraft communicate with users and operators on the
ground, de-conflicting frequencies, orbital locations, and power levels are critical to
civilized sharing of limited resources. So, we must apply to the regulatory bodies for:

. Desired communication frequencies (depending on the mission data rate,
transmission power available, and altitude)

. Orbital assignment (further than 2 deg from a satellite with the same fre-
quency, if geosynchronous)

. Desired power flux density on surface (depending on our receiver antennas)

The main regulatory agency enforcing standards is the International Telecommuni-
cations Union (ITU), which is now part of the United Nations. Within the ITU three
bodies regulate the communication allocations: the Consultative Committee on Inter-
national Telephony, the Consultative Committee on International Radiocommu-
nications, and the International Frequency Registration Board (IFRB). The first two
organizations formulate policy and set standards. The IFRB coordinates and approves
frequency and orbit requests. Because these agencies are international and the number
of requests is large and growing, we must plan years in advance to get approval for our
communications request.

Various other bodies exist to assist organizations in coordinating and rationalizing
commercial use of the radio frequency spectrum. Three of these are the International
Telecommunications Satellite Consortium (INTELSAT), the European Telecommu-
nications Satellite Consortium (EUTELSAT), and the International Maritime Satellite
Organization (INMARSAT), which assist their member nations with telecommunica-
tions planning.

11.2.1 Requirements

The TT&C subsystem derives its requirements from many sources, such as (l) the
mission or science objective (topJevel requirements such as architecture, orbit life-
time and environment); (2) the satellite (systemJevel); (3) the TT&C subsystem ",".]
(internal requirements); (4) other satellite subsystems; (5) the ground station and any
relay satellite (compatibility); and (6) mission operations (the satellite operational
modes as a function of time). From these sources come the requirements that drive the
subsystem design: (1) data rates (commands and telemetry for health and status or for
mission and science needs); (2) data volume; (3) data storage type; (4) uplink and
downlink frequencies; (5) bandwidths; (6) receive and transmit power; (7) hardware
mass; (8) beamwidth; (9) Effective Isotropic Radiated Power (EIRP); and (10) antenna
gain/system noise temperature. Table ll-19 shows the effects of these requirements
on the TT&C-subsystem design.

11.2tL.2 Telemetry, Tr

TABLE 11-19. TT&CSubsYstem Requi
that are imPosed on the I
TRW

Classic trade studies include size
solid-state amplifiers vs. travelinS-l
complexity vs. ground complexity. Il
increases; therefore, we maY decrea
maintain the received signal strength
heavy and have narrow beamwidth
ments). As Chap. 13 (Eq. 13-17) sho

Requirement Alternativey'Cons

Data Hates
Command

Health & status
telemetry

Mission/ science

4,000 bps $Pical,8-6'

8,000 bps is common

Low < 32 bps
Medium = 32 bps-1 M
High > lMbps-l GbPs

Data Volume Record data, comPres
transmit during longer

Data Storage Solid-state recorders 1

Frequency Use existing assigned
and channels
Use systems that are I
the existing system

Bandwidths Use C.E. Shannon's t l
calculate channel caPi
See Chap.13 ,  Eq.  (13

Power Use larger antennas, _
higher efficiencY amPt

Reconsider data requi

Mass Use TWTAs for highet
outDutto reduce antel
recbnsider data requir

Beamwidth See Tables 13-.14, 13
for various antenna tY
shapes, and beamwid

EIRP
(Effective lsotropic
Radiated Power)
(Transmitter Req't)

For a constant EIRP:
As antenna size (gain
the transmitter Power
oecreases

G/T
(Receiver antenna
gain/receiver sys
noise temp)
(Receiver Req't)

See Table 1 3-10 for v
communicatlon syster
and Gffs
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TABLE 11-19. TT&C Subsystem Requirements. These are typical system-level requirements
that are imposed on the TT&C subsystem. See also Table 11-23. (Courtesy of
TRVV)

Classic trade studies inOlude size of the antenna apernlre vs. transmitter power,'
solid-state amplifiers vs. traveling-wave tube arnplifiers (TWTAs), and spacecraft
complexity vs. ground complexity. If we increase an antenna's aperture size, its gain
increases; therefore, we m€y decrease the transmitter's RF output power and still
maintain the received signal strength. Unfortunately, large antenna apertures are very
heavy and have narrow beamwidths (producing more stringent pointing.require-
ments). As Chap. 13 (Eq. 13-i7) shows, the beamwidth decreases with an increase in
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data storage type; (4) uplink and
and ffansmit power; (7) hardware :'
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the effects of these recuirements

Fequirement Allernativey'Considerations Comments

Data Hates
Command

Health & status
lelemetry

Mission/ science

4,000 bps typical, 8.s4 bps deep spc

8,000 bps is common

.Low < 32 bps
Medium = 32 bps-1 Mbps
High > lMbps-1 Gbps

Range 2,00G-8,000 bps

4G.-10,000 bps

Mission dependent

Data Volume Record data, compress data, and
transmit during longer windows

Data rate x transmission duraton
. Shorter duration increases data rate
. May require data compression

Data Storage Solid-state recorders 128 x 1 00 bits Policy may dictate all data be stored
that is not immediately transmitted
Mission may require that data be
stored then played back later

Frequency Use existing assigned trequencies
and ehannels
Use systems that are compatible to
the existing system

Policy set by FCC, lTU, National
Telecommunications & Info. Admin.
Refe.r to the atmosphedc frequency.
absorotion charts

Bandwidths Use C.E. Shannon's theorem to
calculate channel capacity;
See Chap. 13, Eq. (13-26).

Primary driver is data rate
Secondarv driver is modulation
scneme

Power Use larger antennas,
higher efficiency amplifi ers
Fleconsider data requirements

S/C power may limit size of TT&C
system transmitter

Mass Use TWTAs for higher RF power
output to reduce anlenna size,
reconsider data requiremenls

S/CTT&C system mass allocation may
limit size of antennas

Beamwidth See Tables 13-14, 13-15, and 13-16
for various anlenna types, beam
shapes, and beamwidths

Ground coverage area requirements
or the radiation footprint on the ground
Antenna gain null requirements
Ant-enna pointing error

EIRP
(Effective lsotropic
Radiated Power)
(l'ransmitter Req't)

For a constant EIRP:
As anlenna size (gain) inoeases,
the transmitter power requirement
decreases

EIRP (dB) = transmitter power +
antenna gain - front end lesses
Min EIRP required = space loss + atno
loss +antenna pointing loss - receiver
antenna gain - receiver sensitivity

G/T
(Receiver antenna
gairVreceiver sys
noise temp)
(Receiver Req't)

See Table 13-10 for various
communication system temperatures
and G/Ts

G/T is the sensitivity of the receiving
station and a common Figure of Merit
for an existing satellite link, a ground
station can only vary its antenna gain
and system noise temp to improve the
system signal-to-noise ratio
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S-band. and about 20 W at EIIF frequencies.
The old rule-of-thumb was to keep the satellite as simple as possible by moving all

the complexity and processing to the ground. With modern processols' however, we

"uo 
no*^do a tremendous amount of processing on a satellite. Thus, we can design for

lower downlink data rates and simpler ground stations or we can collect more data

while not overburdening the TT&C subsystem. The new trend is to process as much

information as possible on the satellite whenever the mission or science community do

not need the raw data.
At the system level, the TT&C subsystem can interface with a fixed or a mobile

ground station, as well as a relay satellite. Table 11-20 lists examples of these systems.

We usually select the system-level interfaces when establishing mission, satellite, and

operational requirements.

TABLE 11.20. Options for System-Level Interfaces to the TT&C Subsystem. Shown below
are several interface possibilities tor a TT&C subsystem. lf the interface is an
existing systeim, we also provide the system's document number. (courtesy of
TRW)

At the subsystem level, the TT&C subsystem interfaces directly with every sub-
system except for propulsion. The interface with guidance, navigation, and control

L!.2 TelemetrY' Trr

deals primarily with antenna pointing.
move in I or 2 axes to steer the space<
fixed directional'antennas rely on fee

beam or on spacecraft attitude maneu\
trative Radio Conference established a

satellites. The pointing enor must be
(-3 dB) beamwidth or 0.3 deg. Tabl

constraints and requirements on other

TABLE 11-21' TT&C SubsYstem Consl
The fi&C subsystem intr
Pass data back and forth <

Subsystem Requirem

Aftitude
Determination
and Control

. Anlenna pointlng requir
gimbaled antennas (gin
freedom, amount of roti

. Pointing requirements o
of antenna beamwidth <

. ClosedJoop pointing re
(i.e., crosslinks requirir

Command and
Data Handling

. Command and telemett

. Clock, bit sYnc, and tim

. 2-way comm requirem€

. Autonomous fault detec
requirements (ROM stc
sequence that automat
backup receiver and on

. Command & telemetry

Electrical
Power
Subsystem

. Distribution requiremer

Structure/
Thermal

. Heat sinks for traveling
ampliliers

. Heat dissiPation of all e

. Location ofTT&C subs
and antennas (locate ct
close to the antennas €
minimize RF cable loss

. A clear field of view an'
gimbaled antennas

Payload . Requirements for storil
. RF and EMC interface

(conducted emissions,
susceptibititY, radiated
susceptibilitY)

. Special requirements I
coding, and decoding

Propulsion . None

lnterface
Example of

Sybtems
Where to Find

Subsystem Parameters

Fixed Ground
Station

SGLS-S-band system

SDLS-Secure 44120 GHz

GSTDN-S-band 9 and 26 m

NASA DSN S-, X-band 26,34,70m
Mission-dedicated or unique

TOR-0059 (6110-01)-3, Reissue H
MIL-STD.1582

)tel-osru-aro-s, rev D

Mobile Ground
Station

GPS-Ground antenna, S-band, SGLS

DMSP MK lV van, S-band

AFSCN
TMGS-7-m diameter, SGLS-compatible

Mission-dedicated or unique
. Dedicated comm trailer
. Transportable tent

Aerospace Report
TOR-0059 (61 1 o-01)-3

Relay
Satellite

TDRSS-S-band and Ku-band '

DSCS l l l -UHF, S-band, SHF
NASA Goddard STDN 101.2
DSCS l l l  lnterlace Guide, DCA

Future Relay
Sat' Sr.sler Saf
w/in Mission
Constellation

MILSTAR
Mission-dedicated or unique
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deals primarily with antenna pointing. It uses gimbals, or motorized rotary joints, that
move in 1 or 2 axes to steer the spacecraft's narrow-beam antennas. Nongimbaled or
lxed directional antennas rely on feed arrays for small movements of the antenna
beam or on spacecraft attitude maneuvers for large movements. The World Adminis-
trative RadioConference established antenna-pointing requirements for geostationary
satellites. The pointing error must be the smaller value of ll%o of the half-power
(-3 dB) beamwidth or 0.3 deg. Table 11-21 summarizes the TT&C subsystem's
consffaints and requirements on other subsystems.

TABLE 11-21. TT&C Subsystem Constraints and Requirements on Other Subsystems.
The TT&C subsystem interfaces with all these subsystems and must reliably
pass data back and forth or receive support.

frequency and gain needed, *" 
"oiii$plifiers-a systemJevel trade. To, dtjl's total mass, solar-array size,

amplifiers tend to be more reliabiii
er technology risk (at higher gain-ri)l
n the RF output power requi

amplif,iers, or when the solid-statei
. At today's technology level, we
65 W at UIIF frequencies, 40 W

as simple as possible by moving
ith modern processors, however,

a satellite. Thus, we can desisn
stations or we can collect more
The new trend is to process as muchr
the mission or science community do

l,;
n interface with a fixed or a mobilel
1-20 lists examples of these slstem5.,

establishing mission, satellite, and

to the TT&C Subsystem. Shown below
TT&C subsystem. lf the interface is an

document number. (Courtesy of

interfaces directly with every sub-
guidance, navigation, and control

TOR-0059 (61 10-01)-3, Reissue H
MtL-STD-1582

]lel-osru-ato-5, rev D

Aerospace Report
TOR-0059 (6110-01)-3

NASA Goddard STDN 101 .2
DSCS lll Interface Guide. DCA

Subsystem Requirement Constraint

Attitude
Determination
and Control

. Antenna pointing requirements for
gimbaled antennas (gimbal degrees of
freedom, amount of rotation)

. Pointing requirements of the lesser of 1/10
of antenna beamwidth or 0.3 deg

. Closed{oop pointing requirements
(i.e., crossJinks requiring autotracking)

. Spacecraft pointing and
attitude knowledge for fixed
antennas may impact antenna
beamwidth requirements

. Uncertainty in attitude and
pointing estirhates for the
pointing loss in the link budget

Commandand
Data Handling

. Command and telemetry data rates

. Clock, bit sync, and timing requirements

. 2-way comm requirements

. Autonomous fault detection and recovery
requirements (ROM stored command
sequence that automatically selects the
backup receiver and omni-antenna)

. Command & telemetry electrical interface

. Onboard storage and
processlng

Electrical
Power
Subsystem

. Distribution requirements . Amount and quality of power,
including requirements for
duty cycle, average, and peak
power

Structure/
Thermal

. Heat sinks for traveling wave tube
amplifiers

. Heat dissioation of all active boxes

. Location of TT&C subsyslem electronics
and antennas (locate comm electronics as
close to the antennas as possible to
minimize BF cable loss)

. A clear field of view and movement for all
gimbaled antennas

. Temperature uncertainty on
non-oven-conlrolledf requencY
sources resulting in frequencY
uncertainty

Payload . Requirements for storing mission data
. RF and EMC interface requirements

(conducted emissions, conducted
susceptibility, radiated emissions, radiated
susceptibility)

. Special requirements for modulation,
coding, and deboding

. Maximum data rates for
mission or science telemetry

. Maximum data volume for
mission or science telemetry

Propulsion .  None . None
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The interface with the subsystem for command and data handling passes spacecraft
commands and telemetry, as well as the TT&C subsystem's control and reporting of
health and status. The interface must allow the system to receive spacecraft commands
while transmitting real-time telemetry. It also must permit safing of the subsystem and
autonomous fault detection and correction.

The interface with the electrical-power subsystem controls the amount and quality

of spacecraft power to the TT&C subsystem. One common design has the electrical-
power subsystem deliver +28 Vdc unregulated to the transponders and other active
boxes in the TT&C subsystem and +28 Vdc regulated to the TWTAs' This design

requires dc-to-dc converters at each piece of equipment to provide the correct voltage
changes. Another interface design centralizes the power conversion and conditioning,
for the TT&C subsystem's active elements. However, because TWTAs require spe-
cific voltage levels (-1,000 Vdc; +1,000 Vdc, and +4,000 Vdc,), centralized power
conversion and conditioning is not very common with those types of amplifrers'

The payload interface mainly transfers mission or science telemetry data to either
the ground station or a relay satellite. To characterize this interface we must know the
data rate, data volume, and any data storage requirements. This interface may have to
couple signals between the payload and the TT&C subsystem and to modulate the
payload telemetry.

Table Il-22 gives a design process for the TI&C subsystem. Once we state the
performance parameters for TT&C and identify the ground and spaceborne equip-
ment, we use the methods in Chap. 13 to determine overall performance of the
communication links, We must iterate this process many times within the design team
to attain an acceptable spacecraft weight, configuration, and performance level.

TABLE 11-22. Preliminary Design Process for the fi&C Subsystem.

Ll.z Telemetry, 1

L1.2.2 Designing the TT&C Subs5
Table 11-23 lists pirameters for tl

itor in addition to the system-level rr

TABLE 11-23. Design Parameters tol
for the TT&C subsystem
Table 11-19 for svstem-l

Parameter

Antenna
Sidelobe
Levels

Design to minimize. Side
-sidelobes may interfere v
sidelobe levels also affec

Polarization Polarizations can be circt
decrease signal ioss in tl
example, thd satellite ant
polarization.

Frequency
Stability

When we need to acquir€
known and stable. Thus,
short-term stability, tempr
the uplink signal with little

Capture and
Tracking
Range

The capture range is the I
can drift from the receiver
the uplink signal. The trar
follow while locked to a sr
Typically the capture ran(

Diplexer
lsolation

The diplexer allows us to
The diolexer isolates the
isolation may require a ba

Coupling
Between
Antennas

Signal and noise coupling
antenna may cause the r(
the transmitting antenna':
the transmitting antenna r
noise floor of the recervrnrrecervrn{

As Table 11-24 shows, selectio
categories : performance, compatibili
selection criterion. This subsystem's
performance to close the communica
The Bit Error Rate (BER) is a Figure '
link. It is the probability that a bit se
incorrectly. We typically specify this
I x 10-5 for the telemetry downlink,
this rate, the system must meet certa
the transmitter, receiver-noise figure,
system's front-end losses and antenn.

Compatibility is an important sele
comrnunicate with existing systems.
stations in the Space Ground Link Sy
patible with SGLS. Likewise, if it mr
System (TDRSS), the cross-link tranr

Step Comments
Where

Discussed

e

1. Determine requirements

Select frequency

Deiermine required bandwidth

Do maior subsystem trades between:
- Receiver noise temperature
- Receiver gain (antenna aperture)
- Transmitter gain (antenna aperture)
- Transmitter power

Do major subsystem trades between
the TT&C subsystem and other
subsystems

Calculate perf ormance parameters

7. Estimate subsystem weight and power

8. Document reasons for selection

Bange, orbit and spacecraft geometry

Data rate and volume
Minimum elevation angle
Worst case rain conditions
Bit error rate

Typically an existing, assigned
frequency

Use Shannon's theorem; primary
driver is data rate

Use link budget to trade between
componenrs

Understand the satellite's sensitivity
to each TT&C subsystem design
feature

EIRP, Gff,  and margin

Use analogy with existing systems

lmportant to document assumptions

Tab le  1  1 -19

Sec. 11.2.2,
Tab le  13-12

Eq. 13-24
( C h a p . 1 3 )

Tab le  13-13

Tab le  11-21

Tables
I  t - t Y ,  t o - r z

Table 1 1-26

N/A
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11.2.2 Designing the TT&C Subsystem

Table 1l-23 lists parameters for the TI&C subsystem we should specify and mon-
itor in addition to the system-level requirements in Table 11-19.

TABLE 11-23. Design Parameters for the TT&C Subsystem. Below are design parameters
for the TT&C subsystem that are not typically specified at the system level. (See
Table 1 1-1 9 for system-level parameters.)

As Table 11-24 shows, selection criteria for TT&C subsystems fall into three
categories: performance, compatibility, and other. Performance is the most important
selection criterion. This subsystem'b hardware must meet specifications of minimum
performance to close the communication link with an acceptable signal-to-noise ratio.
The Bit Error Rate (BER) is a Figure of Merit for the digital part of the communication
link. It is the probability that a bit sent over the communication link will be received
incorrectly. We rypically specify this rate to be 1 x 10{ for the command uplink and
I x 10-s for the telemetry downlink, depending on the nature of the data. To achieve
this rate, the system must meet certain technical specifications: RF power output for
the transmitter, receiver-noise figure, stable oscillator frequency, and the TT&C sub-
system's front-end losses and antenna gains.

Compatibility is an important selection criterion when the TT&C subsystem must
communicate with existing systems. If the TT&C subsystem must talk to the ground
stations in the Space Ground Link System (SGLS), then the transponder must be com-
patible with SGLS. Likewise, if it must talk to the Tracking and Data Relay Satellite
System (TDRSS), the cross-link transponder must be compatible with TDRSS.

data handling passes
's control and reporting

m to receive spacecraft
permit safing of the subsystem

controls the amount and
common desien has the
the transponders and other acti

to the TWTAs. This desi
to provide the correct

wer conversion and conditioni
, because TWTAs require

+4,000 Vdc,), centralized
ith those rypes of amplifiers. 'r;

or science telemetry data to ei
this interface we must know

ments. This interface may have
subsystem and to modulate

subsystem. Once we state
ground and spaceborne equi

overall performance of
y times within the design team;i
, and performance level. l"

Subsystem.

Parameter Comment

Antenna
Sidelobe
Levels

Design to minimize. Sidelobes degrade lhe antenna's directionality. Very high
sidelobes may interfere with other antennas ahd receivers on the satgllite. High
sidelobe levels also atfect security by making detection of signals more likely.

Polarization Polarizations can be circular (right or left), or linear (horizontal or vertical). To
decrease signal loss in the link, the polarizations need to be compatible. For
example, the satellite antenna and ground station must both have right-circular
polarization.

Frequency
StabiliU

When we need to acquire the signal quiekly, the receiver frequency must be
known and stable. Thus, we specify the original receiver frequency's set point,
short-term stability, temperature stability, and aging stability so we can acquire
the uplink signal with little uncertainty.

Capture and
Tracking
Range

The capture range is the band of frequencies.over which the uplink-carrier signal
can drift from the receive/s best-lock frequency, so the receiver will still lock to
the uplink signal. The tracking range is the band of frequencies the receiver will
follow while locked to a sweeping, uplink-carrier signal without losing lock.
Typically the capture range is 1% of the tracking range.

Diplexer
Isolation

The diplexer allows us to use the same antenna for transmitting and receiving.
The diplexer isolates the transmitter from the receiver. A diplexer with low
isolation may require a band-reject filter between the transmitter and the diplexer.

Coupling
Between
Antennas

Signal and noise coupling between a transmitting antenna and a receiving
antenna may cause the redeiving antenna to lock onto a frequency coming from
the transmitting antenna's lransmitter. More commonly, broadband noise from
the transrnitting antenna may couple over to the receiving antenna and raise the
noise floor of the receiving antenna's receiver, reducing the signal-to-noise ratio.

spacecraft geomelry

theorem; primary

t to trade between

satellite's sensitivity

existing systems

assumptions

Tab le  11-19

Sec. 11.2.2,
Table 13-12

Eq.13-24
(Chap. 13) l

Table 13-13

Table 11-21

Tables
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Table 11-26
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TABLE 11-24.

)
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Selection Criteria for the TT&C Subsystem. Selection criteria at the sub-
system level fall into three broad categories: performance, compatibility, and
other. Chapter 1 3, Table 13-1 , shows the selection process for communications
architectures. (Courtesy of TRW)

11.2 Telemetry, T

Fig. 11-4. Block Diagram of a Generi
dancy: two transponders with
allows the same antenna to t
filter attenuates spurious sig
center frequency to help the c

The receiver's uplink path is as fo
the digital command data onto a sub,
the uplink-carrier frequency to form i
Fig. 11-4, the composite signal enters
routes the composite signal to the rec
B and receiver A or B. The composi
filter, which rejects unwanted transr
exist above the diplexer's stop banc
receiver, which demodulates it and
command and data handling subsystt

Figure 11-5 diagrams a typical tra
receiver, where the command data stt
rier. The data stream enters the con
forwards the data and receiver-in-lo
subsystem.

The telemetry on the spacecraft's
the mission or science payload, enter
modulated onto subcarriers (if appli
modulated onto the carrier. If the tr;
transmitter generates the downlink
drive) from the receiver's voltage-
signal then goes to the ground statior
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In the "Other" category, heritage is important when the schedule and budget are
tight and technology risk must be low. Typically, we measure heritage in terms of
previous spaceflight experience. A lot of comrhunication hardware meets all three
selection criteria. A typical SGLS transponder (1) can close the links to the ground
stations with an acceptable bit error rute, (2) is compatible with the ground stations in
the SGLS, and (3) has flown before.

Figure 11-4 diagrams a generic TT&C subsystem. A typical subsystem contains
two transponders (for redundancy). The transmitter (downlink) path is as follows.
From the left side of Fig. 11-4, two digital bit streams enter the transponder. One enters
either from data storage or real-time from the payload. The other stream comes from
command and data handling with telemetry data on health and status. These two data
streams are modulated onto subcarriers, which are then modulated onto the carrier
output. The composite signal is then amplified and routed out of the transponder and
through a low-pass'filter. The filter reduces second and higher-order harmonics to
decrease frequency spurs and intermodulation products from the spacecraft's receiver.
From the filter, the composite signal travels through a band-reject filter; a double-pole,
double-throw (transfer or 2P2T) RF switch; a diplexer; and finally to the antenna
where it radiates to the ground station. The band-reject filter is a notch filter that
attenuates frequencies coming from the transmitter and falling within the receiver's
pass band. This filtering action further isolates the transmitter and receiver signals.
The RF switch selects transmitter A or B and antenna A or B. The diplexer allows a
transmitter and receiver to share the same antenna. It also isolates the transmitter from
the receiver port at the receiver's center frequency, so the transmitter doesn't lock,
jam, or damage the receiver. ,

Power

Transmitter

Transponder A

Receiver

Transmitter

Transponder B

Beceiver

Category Criteria Comments

Peiormance . Mass
. Volume
. Power (RF and dc)
. Bit error rate-Figure of Meril

. Noise figure-Figure of Merit

. Frequency stability

. lnsertion loss

. Reliability

. Efficiency

) See Table 't 1-26

Uplink = 1 0-6, downlink = 10-5 are
typical values (Sec. 13.3)

4 dB typical for SGLS

Typically in parts per million

Measured in terms of mean time
between failures (Sec. 19.2)

Percent transponder-radiated
power/input power

Compatibility . Compatibility with existing systems
. SGLS compatibility
. TDRSS compatibility

Other . Technology risk
. Heritage

Subjective (Sec. 20.4)
Measured in terms of orevious
spaceflight experience
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Fig. 11-4. Block Diagram ol a Generlc fi&C Subsystem. This subsystem has full redun-
dancy: two tr-ansponders with parallel transmit and receive signal paths. The diplexer
allows the same antenna to be used for transmitting and receiving. The band-reject
filter attenuates spurious signals originating from the transmitter at the receive/s
center frequency to help the diplexer isolale the receiver from the transmitter.

The receiver's uplink path is as follows. First, we asdume the equipment modulates
the digital cornmand data onto a subcarier and further modulates the subcarrier onto
the uplink-carrier frequency to form a composite uplink signal. Then, from the right of
Fig. 11-4, the composite signal enters the subsystem through the antenna. The diplexer
routes the composite signal to the receiver RF switch, which then selects anteDna A or
B and receiver A or B. The composite signal travels through the receiver's low-pass
filter, which rejects unwanted transmitter harmonics and frequency spurs that may
exist above the diplexer's stop band. The signal then moves into the tansponder's
receiver, which demodulates it and routes the digital=command bit stream to the
command and data handling subsystem.

Figure 11-5 diagrams a typical transponder. The composite uplink signal enters the
receiver, where thecommand dhta stream is demodulated'from the carrier and subcar-
rier. The data stream enters the command detector, which validates the stream and
forwards the data and receiver-in-lock indicator to tle command and data handling
subsystem.

The telemetry on the spacecmft's health and status, as well as the telemetry from
the mission or science payload, enters the module that conditions it. The telemetry is
rrodulated onto subcarriers (if applicable) and sent to the exciter/transmitter to be
modulated onto the carrier. If the uansponder is in the two-way-coherent mode, the
transmitter generates the downlink carrier with the reference frequency (coherent
drive) from the receiver's voltage-controlled oscillator. The composite downlink
signal then goes to the ground station for processing.

For the pnging signals, the receiver demodulates the ranging tones or coding from
the composite signal. The tones or pseudorandom noise code then moves to the trans-
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Cmd Tlm onto Cmb
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Fig"11-5. Block Diagram Showing How a Typical Transponder Works. The receiver is
isolated from the transmitter except for the ranging signal path and the cohbrent drive
path. The coherent drive comes from the receiver's voltage-controlled oscillator when
we want the downlink carrier to be a iatio of lhe uplink carrier.

mitter, where it is conditioned and modulated onto the composite downlink carrier,
amplified, and transmitted out of the transponder..

In a typical 3-axis-stabilized satellite, we mount omni-antennas to the top and
bottom of the satellite. We mount all groundJink antennas to provide an unobstructed
view of Earth and place cross-link antennas to provide an unobstructed view of the
relay satellite. Historically, the TT&C subsystem's electronics are as close to the
antennas as possible. If we gimbal the antennas, we must make sure the satellite's
body or other appendages such as the solar arrays do not obscure the antenna's freld
of view.

Spin-stabilized satellites are usually cylindrical, and commonly contain a despun
section. Except for omnidirectional varieties, we must mount antennas on the despun
section. Frequently, we put the RF components and associated electronics on the
despun section to avoid passing-RF signals through rotaryjoints.

From a TT&C point of view, satellites in LEO or in geosynch.ronous orbit are
similar. The primary differences are the path losses. We compensate for these losses
with either antenna gain or transmitter power. An interesting case involves an antenna
beam providing spot communication from a LEO spacecraft for an area of the Earth.
As the satellite ranges away from the coverage area, the antenna beamwidth to cover
the area decreases. The increased antenna gain resulting from the narrow beamwidth
compensates for the path loss based on the inverse square law. The longer distance
demands no added transmitter power.

Table 11-25 summarizes five ways we can apply a TT&C subsystem. For each
application, the table specifies frequency, modulation, and common antenna
characteristics.

Appli-
cation

Frequency |l

U/L DIL U/

Space
Ground
Link Sub-
system

S-band

1.75  to
1 .85
GHz

S-band
2.20 ro
2.30
GHz

FS
AI
PI

Ground
Space
Tracking
and Data
Network

S-band
2.02to

2 . 1 2
GHz

S-band
2.20 to

2.30
GHz

PC
PS
FS

Cross-link
Within
Constel-
Iation

W-band
60 GHz

W-band
60 GHz

Ar

Crosslink
to
IDFSS

S-band
K-band
Ku-band

S-band
K-band
Ku-band

QP
spn

spec

Optical lR to
UV

lR to
UV

PP
l-L

Legend:
FSK = Frequency Shift Keying

AM = Amplitude Modulation
FM = Frequency Modulation

QFSK = Quadrature Phase Shift Keyinl
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TABLE 11-25. Attributes of common Telemetry, Tracking, and subsystems. This table
presents the principal characteristics of two uplinUdownlink systems and three
cross-link systems. Each system can support various modulation schemes. The
antenna characteristics for the uplinUdownlink systems contain an Earth-
coverage antenna for nominal operations and a hemisphericaFcoverage an-
tenna for emergency operations. See Sec. 13.3 for modulation descriotions.
(Courtesy of TRW)

Table 11-26 contains detailed mass, power, and volume characteristics of .three
corlmon TI&C subsystems: TDRSS-compaqible in the S-band, generic X.band, and
typical Ku-band. The iaformation in these two tables comes from specification sheets
issued by manufacturers of communication hardware, and summarizes today's
technology for TT&C subsystems.

Appli-
cation

Frequency Modulation Antdnna
Charac-
teristics RemarksU/L DA u/L o/L

Space
Ground

Link Sub-
system

S-band
1.75 to
1 ,85
GHz

S-band
2.20 to
2.30
GHz

FSK
AM
PM

PCM
PM
FM

Earth
coverage;
Hemispherical
coverage

SGLS Standard,
refer to ToR-0059
Reissue H

Ground
Space
Tracking
and Data
Network

S-band
2.Q2 to
2 . 1 2
GHz

S-band
2.2O to
2.30
GHz

PCM
PSK
FSK

PCM
PSK
PM

Earth
coverage;
Hemispherical
coverage

GSTDN is slowly
phasing out.
JPL-DSN is
absorbing some
of its assets. (See
JPL-DSN-810-5
rev D)

Cross-link
Within
Constel-
lation

W-band
60 GHz

W-band
60 GHz

Any Any Narrow beam
0.1 deg typical

Modulation, coding,
and encryption can
be customized

Cross-link
to
IDRSS

S-band
K-band

Ku-band

S-band
K-band

Ku-band

QPSK
Spread

spectrum

QPSK
Spread

spectrum

Narrow beam TDRSS User
Standard (See NASA
Goddard STDN
101.2  TDRSS
Users'Guide)

Optical lR to
UV

lR to
UV

PPM/
PCM

PPM/
PCM

Telescope
pencil beam

Frequency depends
on device

Legend:

FSK = fTsqusncy Shift Keying PSK = Phase Shift Keying
AM = Amplitude Modulation PCM = Putsed-Code Modutation
FM = pTsttrrcy Modulation PM = p66s" Modulation
QPSK = Quadrature Phase Shift Keying PQM = Phase Quadrature

Modulation
PPM = Pulse Position Modulation
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tdBi is the antenna gain relative to an isotropic radiator expressed in decibels (dB). See Sec. 13 3 5
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TABLE 11-26. Typical Parameters for TT&C Subsystems. Two transponders provide re-
Ounaancy and two hemispherical-coverage anlennas offer full coverage. The
Ku-band system assumes another (S-band) system applies when the spacecraft
deviates from its proper attitude. (Courtesy of TRW and L3 Communications)

ir lti i

Component Qty

Mass (kg)
Power
(w)

Dimensions
(cm) RemarksEach Total

Typical X-Band Communication Subsystem

. Transponder
- Receiver
- Transmitter

. Filters/switch
diplexers.

. Antennas
- Hemis
- Parabola
- Waveguide

TOTAL

2

1

I

1

0.25
9.2
1 . 4

7.6

1 E

0.5
9.2
t . +

20.2

10.4
a R n

0.0

0.0
0.0
0.0

45.4

20x22x7

10  x22x  4

8.0 dia x 4
150 dia x 70
200 cm long

Generic X-band transponder
- 3-W BF output
- Solid-state power amp

1 set

Circular Wave Guide
4-dBi 'gain
W R 1 1 2

Typical S-Band TDRSS User Communication Subsystem

. Transponder
- Receiver
- Transmitter

r Filters/switch
diplexers

. Antennas
- Hemis
- Parabola
- Turnsti le
- Coax cables

TOTAL

z

1

2
1
1

1

2.0

0.4
9.2
2.3

6.87 13.74

2.0

0.8
9.2
2.3
0.5

28.54

't7.5

40.0

0.0

0.0
0.0
0.0

57.5

1 4  x  3 3  x  7

1 5 X 3 0 x 6

9.5  d ia  x  13
150 dia x 70
1 0  d i a  x  1 5

1 .2 dia x 150

2nd generation TDRSS user
- 12-W RF output
- Solid-state power amp

1  q a l

Circular Wave Guide
4-dBi gain

Cavity type
1 set

Typical Ku-Band Communication Subsystem

. Transponder
- Receiver
- Transmitter

. Filters/switch
diplexers

. Antennas
- Earth cover
- Parabola
- Waveguide

TOTAL

2

1

1
1
I

4.45

t . z

n (

2.0
0.7

8.90

1 . 2

0.5

o.7

I  J . J

4.3
20.0

0.0

0.0
0.0
0.0

24.3

1 7 x 3 4 x 9

8 x 1 9 x 4

4.O diax2
60  d iax22
125 cm long

Generic Ku-band transponder
- 4-W RF output
- Solid-state power amp

Earth coverage horn
Cross-link antenna
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system applies when the spacecra
of TRW and Lg Communications)

in decibels (dB). See Sec. 13.3.5
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11.3 Command and Data Handling

Richard T. Berget BF Goodrich Aerospace
Data Systems Division

Tlte command and data handling system, C&DH, performs two major functions. It
receives, validates, decodes, and distributes commands to other spacecraft systems
and gathers, processes, and formats spacecraft housekeeping and mission data for
downlink or use by an onboard computer. This equipment often includes additional
functions, such as spacecraft timekeeping, computer health monitoing (watchdog),
and security interfaces.

While they normally provide independent functions, the combination of command
and data handling into a single subsystem provides an efficient means for autonomous
control of spacecraft functions. An onboard computer or microprocessor can send
commands and monitor telemetry over a single interface with the C&DH system,
allowing the control of multiple subsystems.

The C&DH system's size is directly proportional to spacecraft complexiry. The
more systems a spacecraft has, the more monitoring and configuration capability
required. Reliability concerns alone may double the hardware's size if we require
redundant C&DH subsystems.

The ideal C&DH system is one which has been proven on another spacecraft and
which requires no modification for the mission under development. However, new
missions are usually supported by systems which evolve from older designs. We make
small improvements in the performance of the systems from the viewpoint of speed,
power, weight, volume, or other operating parameter. In the case of a new or custom
design, extensive testing must simulate the strenuous environments involved in a
space launch and flight.

11.3.1 Introduction to C&DH

Figure l1-6 shows a typical command decoder. Command messages can originate
from an onboard computer, uplink transponders, or a hardline test interface.'An
arbitration scheme is necessary for source selection which gives uplink commands
priority. Commands from the computer are delayed until a time slot is available. The
hardline test interface is not active during flight and when in use overrides the other
command sources.

Several standards exist for command message formats. (See CCSDS 201.0-B-1,
1987.) Typically, a command consists of a synchronization code, spacecraft address
bits, command message bits, and error check bis. Received commands are validated
prior to execution. Validation consists of receiving synchronizalion code, 

'checking

command message length (conect number of bits), exactly matching the spacecraft
address and any fixed-bit panerns (unused message bits), and detecting no errors in an
error check polynomial code. Once the decoder validates a command, it increments a
counter to record the number of executed commands. Then the message bits pass to a
decoder for execution. The command decoder rejects commands ttrat do not pass the
validation criteria and it increments the command reject counter. The data handling
system reads the accept and the reject counters and includes them in the downlink data
to provide operational feedback.

Generic X-band transpqn69r,r
- 3-W RF outPut r',
- Solid-state power amp']

. , i {d

1 set ,3

Circular Wave Guide ;..
4-dBi'gain r: {  1

wFr112 , :L
'e

2nd generation TDRSS
- 12-W RF output
- Solid-state power amp

1 set ' ,.r.

Circular Wave Guide
4-dBi gain

Cavity type
1 set

Generic Ku-band transponder
- 4-W RF output
- Solid-state power amp

1 set

Earth coverage horn 
-

Cross-link antenna
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Flg. 1 1-6. Command Decoder Block Diagram'

The command decoder determines command output type and the specific interface

channel. A typical system provides two types of output: discrete and serial. Discrete

commands are a fixed amplitude and a fixed pulse duration and consist of two basic

types:
. High-Level Discrete Command: A +28 V, 10 to 100 ms pulse used to drive a

latching relay coil or fire an ordnance device.

, . Low-l,evel Discrete Command: An open collector or 5 V pulse typically inter-

facing with digital logic.

A serial command is a 3-signal interface consisting of a shift clock, serial command

data, and a data enable used to indicate the interface is active. A portion ofthe received

command message bits (typically 8 or 16) is sent in serial form to a user subsystem.

The terms data handling and telemetry are often used interchangeably' However,

data handling is more than just telemetry. IEEE Standard 100 offers this definition of ,ii
t e l eme t r y :

veniently for me&surentent at a distance. The actual distance is ifielevant.

Data handling combines telemetry from multiple sourcds and provides it for

downlink or internal spacecraft use. Figure 11-7 illustrates a typical spacecraft data-

handling unit.
Most data handling systems are of the time-division multiplexed type. These

systems sequence through their inputs in a predetermined order, then organize them in

a fixed output format. Other systems process inputs as lists of data samples and/or
allow random access by an onbOard computer. Input signal sampling rate is

determined by signal bandwidth. Sample rate must be a minimum of two times the

High-Level
Analog
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Fig.11-7. Data Handting Unit Block Diagram.

greatest frequency component contained in the signal. (see sec. 13.2 for a more in-
depth discussion on data rates.) Data from atl inputs is converted to digital form and
formatted into a serial stream of continuous data for downlink. The data rate is the sum
of all input sample rates plus some bandwidth for inserfion of synchronization codes
and a frame identification counter. IRIG standard 106, chap. 4, provides a detqiled
discussion of downlink telemetry formats and associated format ternis.

The data handling system may also supply telemetry to an onboard computer. The
computer sends its request to the data handling system which processes the input and
returns telemetry data. This operation is interleaved with downlink telemetry gather-
ing which is usually continuous.

Analog telemetry data comes to the data handling equipment in many forms. often,
direct transducer outputs require signal conditioning prior to conversion from analog
to digital form. Data handling hardware is simplified, however, when input signals are
preconditioned or fall in the general categories described below.

. High-Level Analog: A telemetry channel with information encoded as an
analog voltage, typically in the range of 0 to 5.2 V. These are active analog
inputs in that the command and data lalrtling system does not provide
measurement excilation. Data handling equipment converts this information to
digital form.

. lpw-Level Analog: A telemetry channel with information encoded as a;r
' analog voltage. The signal range is low enough to requie amplification before

the information is encoded into digital form. Typical gain values fall between
100 to 300. Because of the signal's low voltage range, it is subject to noise
contamination and thus uses an interface in which the telemetry information is
the difference between signal and reference inputs to the command and data
handling system. This is differential or double-ended interface.
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' . Passive Analog: A telemetry channel with information encoded as a resis-
tance. The command and data handling system supplies a constant current to
the res!stive sensor and encodes the resulting IR voltage drop into a digital
word.

All analog telemetry is converted to digital form within the command and data

handling system. The system determines data resolution by the number of quantization

levels. More information on this topic may be found in Chap. 13.
The two most common forms of digital telemetry data are described below:

Bi-Level (Discrete) Input: A telemetry channel conveying two state infor-
mation (such as on/off or enable/disable). Information is encoded as voltages,
but may be encoded as a resistance or the presence or absence of a signal.
Typical ly  a logic  0= 0to I  V,  and a logic  I  = 3 V to 5 V (or3 V to28 V).

Serial Telemetry (Digital) Interface: A 3-signal interface used to transfer
digital data from an external source to the data handling equipment. The
command and data handling system provides a shift clock and an interface
enable signal to control data transfer. Interface circuits may be differential line

drivers or single ended. Serial rather than parallel interfaces are prefened on
spacecraft, because they simplify cable design and require fewer interface
circuits.

11.3.2 C&DH System Sizing Process

Table Il-21 summarizes the command and data handling subsystem estimating
process. The desired output of this process is a reasonable estimate of the hardware
necessary to support the mission including estimate of its size, weight, and power. Use
this table in conjunstion with Tables 11-28 and 11-29 to assist in estimating the system
parameters in the case of unknowns. The results may then be fed back into the mission
design process and adjusted as necessily. FireSat has been used as an example to
illustrate the process and highlight the main points of estimating when the majority of
needed inputs are unknown or flexible.

Step l-Identify Functions to be Performed by the C&DH System' The first
step in baselining the command and data handling system is to define the primary
functional requirements needed to monitor and control the spacecraft. At a minimum,
most missions require command processing and housekeeping data acquisition. The
size and complexity of these two systems is determined by the spacecraft design, the
technical requirements, and additional functions and subsystems supported'

Command Processing

There are three primary considerations for baselining a command decoder:

The number of command output channels

Any requirement for stored commands

Any requirement for computer commands or ACS functions

Table 11-28 gives guidelines for channel counts and sizing. As the spacecraft
design evolves, we refine the needed quantities and types of channels. Whenever
possible, interfaces to the C&DH system should be standardized as a means of saving
cost, but this is not mandatory. The C&DH system is an excellent place to put space-
craft functions that do not seem to fit anywhere else.
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400 Spacecraft Subsystems

We must include the capability to store commands if we require spacecraft control

when its not in view of its ground stations, or as a means of recovery if the communi-
cation link is lost. These commands may be controlled by matching a time-tag or by a

simple delay. counter from a controlled timing event. Stored commands of this type

may be easily implemented without a general-purpose processor.
We must add an onboard computer if we require a decision-making element on the

spacecraft. Once we establish the need for a computer, we can plan to use it to pgrform

many functions including the stored command capability, attitude control algorithms,

and data processing and storage. Integrating attitude control with the command system

will typically add some special interface requirements for driving control elements.

Telemetry Processing

The data handling system provides the ability to acquire data for:

. Spacecraft housekeeping data (health and status)

. Feedback for onboard control of spacecraft functions

. Rouling of payload or subsystem data to and from receivers and transmitters,
storage or affected system controllers

The quantity of telemetry input channels required for monitoring spacecraft health
is typically directly proportional to the size, complexity, and quantity ofpayloads and
subsystems involved in meeting the primary and secondary missions. The majority of
these channels are standard'interfaces to temperature, pressure, and voltage trans-
ducers. Some subsystems provide the ability to monitor their own health and integrate
the information into a data stream. For new subsystems, the awareness of what the data
handling system can do for them may prevent an unusual design or duplication of a

large amount of circuitry.
The data handling system may acquire payload or subsystem data also. Of critical

importance to the system design is the quantity of data and its transfer rate. The telem-
etry acquired for spacecraft health is limited in speed due to the time necessary to
accurately convert analog signals to digital information. If a subsystem or payload data
stream exceeds 200 kbps or is greater than a few thousand bits in size, it is usually
necessary to provide data buffers or to process the data in a separate section of the data
handling system. Often, an interleaver may be provided to integrate and synchronize
the health and payload data into a single stream.

If an onboard computer is available, it may require additional signals to perform its
tasks. These signals may not be needed in the downlink telemetry format. Therefore,
it is usually preferable for the computer to have the capability to request data
independently of the preprograiltmed downlink format. The computer may also be
used to preprocess subsystem and health data to reduce the downlink bandwidth
requirement. (See Chap. 16 for a discussion of onboard processing.)

Other Functions

Time. Most spacecraft designs require the availability of a time word (universal
time, mission elapsed time, or delay) for support of attitude control, stored command-
ing, or data time-tagging. Several systems can provide this time, including GPS
receivers, computer-maintained counters, and hardware timers. The most critical
parameters for the definition of this function are:

. Time word granularity
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. Stabilityrequirement

. Acceptable uncertainty

Granularity defines the smallest increments of time maintained for use on the
spacecraft or of interest on the ground. This value is usually driven by the accuracy of
time needed for data time-tagging or the attitude control system. Typically this is one
millisecond or one microsecond. Over specifying this value will increase the hardware
required, increase the cost, and decrease the available bandwidth for data. IRIG-B time
code generators transmit a l-sec resolution time word and a l-MHz oscillator to allow ,
the user to crcate their own smaller granularity time. -. l

The aging characteristics of the primary oscillator, which drives the timing system,
determines the drift characteristics of the time word. Oscillators are rypically specified
by long-term and short-term stability in parts per million (ppm) over a given time.
Selection of this stability determines the allowable error in the onboard time between
time updates from the ground. The same stable oscillator may be used to provide other
oscillator frequencies to other spacecraft subsystems. Occasionally, the stabiliry
needed by the other system may be the driving factor.

Maintaining time with the spacecraft computer is possible using intemal registers
and a periodic intemrpt signal. However, additional uncertainty may be induced due
to the nonsynchronous nafure of a processor under intemrpt control. Higher priority
intemrpts may delay the update of the time word. If sther subsystems need a time base,
the designer must include additional registered circuitry.

Computer Watchdog. When a spacecraft computer is used to provide decision-
making capability on orbit, it is common to provide a method of deterrnining a
computer failure independent of the processor itself. This function may be integrated
into the C&DH system and is usually referred to as the watchdog timer.

The watchdog timer ensrues that the computer hardware and software functions as
planned. A hardware or software anomaly could be catastrophic to the spacecraft
mission if we don't provide a means of conecting the problem. Typically, this function
uses one or more timers which must be reset by the onboard computer prior to timing
out. The computer resets the timer by writing a specific data word to a specific address.
If this is not accomplished prior to the time-out, the watchdog will execute a predeter-
rnined recovery action. The recovery may be a computer reset, intemrpt, or a disable
which is maintained until cleared by a ground command.

Attitude Control System Functions. Integrating anitude control functions into the
C&DH system may reduce the hardware required on tle spacecraft by taking advan-
tage of C&DH ciicuitry that is available in other subsy5tems. The integxation of
command, telemetry and onboard computer functions allows closed-loop monitoring
and control with the addition of interface channels specific to the attitude control
function. These channels may be high curent, high accuracy, or other special require-
ment interfaces. In some cases, the attitude control section provides only controlling
signals, with the high power and signal conditioning circuitry integrated into the
attitude control component.

Spares. As the baselining process continues, we develop an estimate of the VO
channel quantities, and use this estimate in step 3 to estimate system pararneters.
Unfortunately, VO channel quantities tend to increase, as the spacecraft becomes more
defined. Therefore, it is common practice to include l}Vo to21Vo addiaonal channels in
the count for unforeseen growth requirements. We should use the channel count,
including spares, to estimate system complexity in Table 11-28. This estimate must be
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Spacecraft Subsystems

documented carefully to prevent several increases as the concept proceeds through the
various departments and levels of management involved in the spacecraft design. As
always, more hardware increases the cost, size, weight, and power of the system.

Step 2-Identify Requirements and Constraints. Once the functions required by
the command and data handling system have been determined, requirements and
constraints imposed by extemal factors must be identified. We don't control these
requirements and constraints and they may affect one or more aspects of the C&DH
system design. Early identification and response to these issues may minimize the cost
impact and design problems.

Spacecraft Bus Constraints. The physical size of a spacecraft and its design will
often direct the ultimate configuration of the command and data handling system. In
general, the C&DH system may be divided into three classes or architectures:

Single-unit systems

Multiple-unit, distributed systems

Integrated systems

A single-unit C&DH system provides one unit for the command system and one
unit for the telemetry system or a single unit which integrates both functions. Although
the single-unit design may be simple aud centralize functions, it can have a significant
disadvantage on'a medium to large spacecraft bus. As mentioned previously, a larger
spacecraft will generally require a larger number of subsystems and associated inter-
faces and health monitors. A single-unit system requires every interface wire to ,be
routed to a single physical location for monitoring and control. The result can be a wire
harness that is larger than the unit itself and significantly impacts the weight budget.

Multiple-unit C&DH systems provide a potential solution to this problem and
others. A multiple-unit system provides "remote" command and data handling capa-
bilities in locations physically removed from the "central" unit. The number of
remotes is driven by the spacecraft bus design or the quantity of VO channels. One
example is the design of a dual-spin satellite in which every signal must be transferred
between the spinning and fixed sections of the satellite over a slip-ring interface. Slip
rings limit the quantities of signals which may be practically routed and also compli-
cate the design due to induced noise. One practical solution is to provide a remote unit
on the spinning side which communicates with the central unit over a digital data bus.
This allows the acquisition of hundreds of channels on the spinning side while requir-
ing only 2 to 6 wires to pass through the slip rings.

Integrated C&DH systems typically combine command, telemetry, flight process-
ing, and attitude control into one system. These systems tend to be small LightSat-type
applications which use a single computer to monitor and control the satellite or a large
high-performance system which uses multiple computers and subsystems coordinated
by a central high-power processor. This type of system may provide a reduced hard-
ware requirement and cost due to the increased capability provided by the processor.
However, this system will most likely entail increased software costs associated with
the increased programming requirements.

Reliability. The reliability required of the C&DH system will affect the system
design in two areas: redundancy and parts quality. A low failure rate for the system
provides a high confidence factor in the success of the mission. Reliability is dramat-
ically increased by including a redundant system for all mission-critical components.
Configuring a system in this manner will obviously increase the amount of hardware
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involved. More hardware means increasing the recurring cost, but not necessarily
double the total procurement cost. Many cost items involved in manufacturing the
system are fixed whether a single-string or redundant system is built.

Parts quality also affects the reliability of a system.Increasing the parts quality does
not increase the amount of hardware; however, it does significantly increase cost.
Specifying a Class "S" parts progam (or indirectly requiring it via the reliability
requirement) typically multiplies the material cost by 400Vo to 5O0Vo.

Radiation. The areas affected most by the radiation requirement are cost and
schedule. System size and weight may be affected if we require shielding of electronic
components. A radiation environment limits the part types available to the-designer
and system performance is typically- lower due to required derating. Predicting ciriult
behavior is accomplished by modeling, simulation, and analysis. Environrpent sever.
ity may double system development time and increase parts costs by a factor of 10.

Program Constraints. The foundation of any hardware development program lies
in the constraints placed upon the progam to carry out the mission. In some cases,
program constraints initiatly restrict a desigl so the desired mission cannot be accom-
plished. The budget allocated for the program will typically be the most limiting con-
straint in the development of the spacecraft and, in turn, command and data handling.
Allocating a budget for a Lightsat will clearly preclude developing a spacecraft and
support systems for a national-asset satellite.

If managers define a budget, it will become the primary driver in determining the
other elements of the definition process. In the case of a preliminary study, the objec-
tive may be to define the budget needed to achieve the desired mission goals. In this
case, the later steps become the deterrrinant and the dollars needed become the output
of the process.

The second significant program constraint is commonly schedule. Most space-
qualified electronic systems are custom designs or semicustom implementations of
existing hardware. The need dates for hardware may completely determine which
approach we take to develop hardware. Typical lead times fcir command and data
handling equipment are 12 to 18 months for systems using class B parts andz4 to 30
months for systems using Class S parts. These schedule times are almost completely
driven by the lead time involved in the procurement of elechonic piece parts. There-
fore, a fast delivery requirement to support an urgent mission will affect the parts and
reliability level of the unit.

Step 3-Determine 1[s Q6mplexity of C&DH Functions. Table 1l-28 may be
used to provide a first-order estimate of the complexity-of each C&DH function. There
are no absolutes in this stage of the process.iThe estimate is the result of the C&DH
"feel" obtained by comparing known general requirements with those listed in the
table. The result is a bounding of the system definition into one of three zones. We
must define c&DH system drivers which may move the components befween zones
in the case of an unclear definition. Once a determination is made on the function
complexities, steps 4 and 5 provide an estimate of the system size, weighg and power
specifications. As can be seen in the Firesat example, all the requirements do not have
to be defined to make a flust-order estimate.

Step 4-D"lermine Overall C&DH Level of Complexity. Functions described as
"other" are now collected into the command and telemetry components..Typically, the
mission time clock is included in the telemetry component. The computer watchdog is
included in the command component because a computer failure often requires space-
craft reconfiguration via the command system. ACS functions are included in both.
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11.3.3 C&DH Basics

This section is a list of details of great concem to command and data handling
system design and operation. Many of these concerns are of absolute necessity when
determining C&DH requirements ahd generating procurement specifications. Empha-
sis is placed on the command system because of the severity of the effects if these
guidelines are not followed. Data handling basics such as data rates and the number of
bits per sample are covered in Sec. 13.2.

Interfaces to other equipment must be protected so that their faults do not propagate
into the command decoder.

It is paramount that no commands or any transient signals appear on command
outputs during application or removal of prime power, or during under/over prime
power voltage conditions.

It is a basic philosophy of command decoder designs that if the integriry of a
command message is in doubt, the command is not issued, It is rejected! This is espe-
cially true when firing an ordnance device or the spacecraft is launched from a manned
vehicle. It is for this reason that received command messages are not corrected,
although the capability exists, using enor check bits.

For safety concerns, operations such as firing ordnance, an engine, or thruster,
require multiple commands configured in series forming a logical AND function. No
single command causes the operation to occur. In a typical ordnance application, three
commands are required: safe, arm, and fire. In this case, safe and ann are relays that
enable a high level discrete command, fire. The commands must (shall) be isolated
within the command decoder such that no single component or physical failure results
in inadvertent function execution. To achieve this, the Hamming distance of control-
ling command messages must be two or greater (for isolation in the decoding scheme),
and command outputs must be physically isolated to the greatest extent possible using
different decoding circuits and interface connectors.

It is advised not to have any commands that turn a cornmand decoder off during
flight. In addition, there should be no commands that intemrpt the uplink source to the
command decoder.

In redundant applications, where command outputs are cross strapped, the interface
circuits and interconnection have to be designed such that no single component or
physical failure prevents the active output from functioning. Along the same lines,
where telemetry inputs and serial interface outputs are cross strapped, the interface
circuits and interconnections have to be designed such that no single component or
physical failure preyents the interface from functioning.

The rising and falling edges of discrete command and serial telemetry outputs are
often limited in frequency content so that they are not a source of noise emissions on
the spacecraft.

11.3.4 A Final Note

The C&DH subsystem is often one of the last on the spacecraft to be defined. It is
a tool, used to configure, control,'or program the payload and other spacecraft
subsystems. It is the spacecraft's senses reporting internal environment, health, and
status information. C&DH equipment cannot be completely defined until the require-
ments of other systems have been established. The mission designer's main task is that
of listing the command, telemetry and other data needs for each spacecraft system. The
list must also include the rate at which commands are issued and te'lemetry is gathered
for determination of composite data rates. Issues such as data format, encoding, and
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security must then be addressed. At this point it may be advantageous to stop and take
an overall view of the spacecraft for other functions, which if included in thl C&DH,
would simplify overall design. Remember that the c&DH interfaces to nearly all
spacecraft functions. Next the impact of the mission environments, duration and
required reliability on the C&DH hardware is assessed. When these tasks are comnlete
the C&DH subsystem can be fully characterized:

11.4 Power

Joseph K. McDerm ott, Lo ckh e e d M artin Astrbnautic s

.. As illustrated in Fig. 11-8, the electical power subsystem (Eps) provides, stores,
distributes, and controls spacecraft electrical power. Table I 1-30 lists rypical functions
performed by the EPS. The most important sizing requirements are tiri demands for
average and peak electrical power and the orbital profile (inclination and altitude). We
must identify the electrical power loads for mission operations at beginning-of-ltfe,
BOL, and end-ofJifu, EOL.

Fig. 11-8. Functional Breakdown for the Spacecraft's Power Subsystem. We start with
these four tunctions and must determine requirements for the hardware, software, and
interfaces for each.

TABLE 1't'30. Typicat Top-Level Power Subsystem Functions. Each of these functions
consists of subfunctions with a myriad design characteristics which we must
develop to meel mission requirements.

'Supply a continuous source of electrical power to spacecraft loads during the mission life.
. Control and distribute electrical power to the spacecraft.
. Support power requirements for average and peak electrical load.
. Provide converters for ac and regulated dc power buses, if tequired.
'Provide command and telemetry capability for EPS health and status, as well as control

by ground station or an autonomous system.
. Protect the spacecraft payload against failures within the EpS.
. Suppress transient bus voltages and protect against bus faults.
. Provide ability to fire ordnance, if required.
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Table 11-31 summarizes the power subsystem design process, which we discuss
further in the following subsections, and Table 11-32 shows the principal effects of
mission requirements on the power system design. We will work through the design
process, beginning with the selectidn of a power source.

TABLE 11-31. The Preliminary Design Process for the Power Subsystem. All of these
design steps must link back to mission requirements to satisfy the owner and
users. Note that derived requirements may impact previous design decisions and
force designers to iterate the design process.

TABLE 11-32. Effects ol System-Level Parameters on the Power Subsystem. Most aspects
o[ the mission affect the power subsystem because so many other subsystems
require specific power atlributes.

Lt.4

1L.4.1 Power Sources

The power source generates electt
such as Titan IV or Delta use primar.
source for electrical loads because tl
But batteries alone are too massive :
missions need a source that can ger
electrical loads and recharge the batt

Typically, we use four types of .

cells, the most common power sour,
solar radiation directly to electrical
-typically plutonium-238 or urani
electric conversion. Dynamic power
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Static power conversion uses eitt
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thermoelectric cells connected in a s
dc electrical output from each conve
decay of the radioactive source. Th
thermoelectric source is typically 5-

Thermionic energy conversion pt
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through the electrical load connectec
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thermionic power conversion are ty1
" In contrast to static sources, dln'

exchanger to drive an engine in a the
concentrated solar energy, radioisotc
from the source transfers to a workir
engine. For a dynamic solar-power s,
sensible'heat in a heat exchanger (r
energy to the thermodynamic cycle
using a nuclear reactor or plutonium
age because the source provides con

Dynamic power sources use one
Stirling cycle, Rankine cycle, or Br
phase working fluid as the working
two isothermal processes (compressi
cesses (heating and cooling). Power
25-30Vo. Rankine-cycle engines are <

Step Information Required Derived Requirements References

1. ldenti fy
Requirements

Top-level requiremenls,
mission type (LEO,
GEO), spacecraft
configuration, mission life,
payload definition

Design requirements,
spacecrafl electrical
power profile (average
and peak)

Secs.1 0 . 1 . 1 0 . 2

2. Select and
Size Power
Source

Mission type, spacecraft
configuration, average
load requirements for
electrical power

EOL power requirement,
type of solar cell, mass
and area of solar array,
solar array configuration
(2-axis tracking panel,
body-mounted)

S e c s .  1 0 . 1 , 1 0 . 2
Table 10-9
S e c .  1 1 . 4 . 1
Table 1 1-34

3. Select and
Size Energy
Storage

Mission orbital
parameters, average and
peak load requirements
for electrical power

Eclipse and load-leveling
energy storage
requiremenl (battery
capacity requirement),
battery mass and volume,
battery type

Sec.  11 .4 .2
Tab les  11-3 ,  11-4 ,
1  1 -38 ,  1  1 -39 ,  11-40
F i g .  1  1 - 1 1

4. ldentify Power
Regulation and
Control

Power-source selection,
mission life, requirements
for regulating mission
load, and thermal-control
requirements

Peak-power tracker or
direct-energy-transfer
system, thermal-control
requirements, bus-
voltage quality, power
control algorithms

Sec.  11 .4 .4

Parameter Effects on Design

Average Electical
Power Requirement

Sizes the power-generation system (e.9., number of solar cells, primary
battery size) and possibly the energy-storage system given the eclipse
period and depth of discharge

Peak Electical
Power Required

Sizes the energy-storage system (e.9., number of batteries, capacitor
bank size) and the power-processing and distribution equipment

Mission Life Longer mission life (> 7 yr) implies extra redundancy design, indepen-
dent battery charging, larger capacity batteries, and larger arrays

Orbital Parameters Defines incident solar energy, eclipse/Sun periods, and radiation
environment

Spacecraft
Contiguration

Spinner typically implies body-mounted solar cells; 3-axis slabilized
typically implies body{ixed and deployable solar panels
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11.4.1 Power Sources

Typically, we use four types of power sources for spacecraft. Photovoltaic solat
cells, the most cornmon power source for Earth-orbiting spacecraft, convert incident
solar radiation directly to electrical energy. Static power roorc"s use a heat sourie
-typically plutonium-238 or uranium-235 (nuclear reactor), for direct thermal-to-

decay of the radioactive source. The thermal-to-electric conversion efficiencv for a
thermoelectric source is typicalty 5-8Vo.

Thermionic energy conversion produces electricity through a hot electrode (emit-
ter) facing a cooler electrode (collector) inside a sealed enclosure that typically
contains an ionized gas. Electrons emitted from the hot emitter flow across the inter-
electrode gap to the cooler collector. There they condense and,return to the emitter
through the electrical load connected externally between the collector and the emitter.
We choose the collector and emitter temperatures for best overall system performance.
In choosing the collector temperature, we try to decrease the weighi and size of
thermal radiators, and we choose materials based on mission life requirements. Ther-
mionic power sources usually rely on a reactor heat source because of the high
temperature required for efficient thermionic conversion. Power efficiencies for a
thermionic power conversion are rypically I0-20Vo.

In contrast to static sources, dynamic power sources use a heat source and a heat
exchangbr to drive an engine in a thermodynamic power cycle. The heat source can be
concentated solar energy, radioisotopes, or a controlled nuclear-fission reaction. Heat
from the source transfers to a working fluid, which drives an energy-conversion heat
engine. For a dynamic solar-power source, the balance of energy remains as latent and
sensible heat in a heat exchanger (molten eutectic salt), whiiir provides continuous
energy to the thermodynamic cycle during eclipse periods. A dynamic power source
using a nuclear reactor or plutonium-238 decay does not require thermal-etrergy stor-
age because the source provides continuous heat.

Dynamic power sources use one of three methods to generate electrical power:
Stirling cycle, Rankine cycle, or Brayton cycle. stirling-cycle engines use a iingle-
phase working fluid as the working medium. The thermodynamic cycle consists of
two isothermal processes (compression and expansion) and two constant-volume pro-
cesses (heating and cooling). Power-conversion efficipncies for Stirling engines are
25-30vo. Rankine-cycle engines are dynamic devices th[t use a two-phase fluid system

lesign process, which we discr
32 shows the principal effects
We will work through the desigri

Power Subsystem. All ol these
to satisfy the owner and

impact previous design decisions and

Power Subsystem. Most aspects
because so many other subsystems

. r f : ?

! T i

Secs. 10.1 , 10.2

Secs .  10 .1 ,10 .2
Table 10-9
Sec.  11 .4 .1
Table 11-34

Sec. 11.4.2
Tables 11-3, 11-4,
1 1 - 3 8 , 1 1 - 3 9 , 1 1 - 4 0
F ig .  11-1  1

(e.9., number of solar cells, primary
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TABLE 11-33. Matrix for Comparing Most Common Spacecraft Fower Sources' We may
use different factors to select the correct power source but specific power and
specific cost are used exlensively.

employing a boiler, turbine, alternator, condenser, and pump. This power-converslon
cycle is essentially the same as that used to generate electricity from fossll and nuclear
energy on Earth. Power-conversion efficiencies for Rankine-cycle engines are
l5-20Vo. Braytort-cycle engines are dynamic devices that use a single, compressible
working fluid as the working medium. The thermodynamic cycle consists of adiabatic
compression and expansion stages separated and coupled by stages that add or reject
heat at constant pressure. Placed alier the turbine, a recuperator-heat exchanger
improves the cycle's efficie,ncy. Power conversion efficiencies for the Brayton cycle
are 20-35Vo.

Lt.4

Fuel cells convert the chemical '
are self-contained generators that
carry their own reactant supply, usu
tanks. The most popular version
(referred to as "alkaline" because
relatively high specific power (27.
(hydrogen and oxygen), and useful

A typical single cell produces a
can create many kilowatts of powt
12 kW continuous). The energy cor
current draws, but as current increa
tion overpotential and electrical re
trodes. However, compai'ed with ot

The three Space Shuttle fuel cell
all of the Shuttle electricity for th
weight (118 kg), and excellent rel
Other important factors are their I
long lifetime (2,400 hours before r,
produce crew drinking water, at a r

Research is underway to solve
carrying large reactant masses. Bec,
electrolysis to create more reactants
cess, however, we have to use'sepa
the water. Any long-duration missic
input electricity from solar cells, r
periods of low electrical load.

Earth-orbiting spacecraft at lo'
employed photovoltaics as their por
sandidate for these low-porver mis
well-known and reliable. Photovol
missions to the outer planets becaus,
able energy from a solar array. To ct
cell types and characteristics; solar-;
figurations, regulation; and.radiatio;
solar arrays include spacecraft confi
operating temperatures, shadowing
tion, mission life, mass and area, t
design process.

Step 1. Mission life and the av,
considerations in sizing the solar a
system to meet power requirements
sized for power requirer'nents at BO-
systems engineering to avoid thermt
the difference between power requ
photovoltaics a poor power source f
natural degradation in the solar alral
power from the solar array. The a'
Secs.  l0 . l  and 10.2.

Telephone conversation with Jay Gan

EPS
Design

Parameters
Solar

Photovoltaic

Solar
Thermal
Dynamic

Radio-
isotope

Nuclear
Reactor

Fuel
Cell

Power Range (kW) 0.2-300 5-300 0.2-10 5-300 0.2-50

Specific Power (Wkg) 25-200 9-15 5-20 240 275

Specific Cost ($AA/) 800-3,000 1,000-2,000 1 6K-
200K

400K-
700K

lnsufficient
Data

Hardness
- Natural Radiation
- Nuclear Threat
- Laser Threat
- Pellets

Low-Medium
Medium
Medium

Low

High
High
High

Medium

Very high
Very high
Very high
Very high

Very high
Very high
Very high
Very high

High
High
High

Medium

Stability and
Maneuverability

Low Medium High High High

Loworbit Drag High High Low Medium
(due to
radiator)

Low

Degradation Over Life Medium Medium Low LOW LOW

Storage Required for
Solar Eclipse

Yes Yes No No No

Sensitivity to
Sun Angle

Medium High None None None

Sensitivity to
Spacecraft
Shadowing

LOW
(with bypass

diodes)

High None None None

Obstruction of
Spacecraft
Viewing

High High Low Medium
(due to

radiator)

None

Fuel Availability Unlimited Unlimited Very low Very low Medium

Safety Analysis
Reporting

Minimal Minimal Routine Extensive Routine

lR Signature Low Medium Medium High Medium

Principal
Applications

Earth-orbiting
spacecraft

Interplanetary,
Earth-orbiting

spacecraft

Inter-
planetary

Inter-
planetary

Inter-
planetary
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relatively high specific power (275 wlkg on the space shuttle), low reactant mass
(hydrogen and oxygen), and useful by-product (warer).

A typical single cell produces a voltage of 0.8 Vdc. In combination, a fuel cell unit
can create many kilowatts of power (each shuttle fuel cell produces 16 kw peak or
12 kW continuous). The energy conversion efficiency can run as high as 807o for low
current draws, but as current increases, the efficiency drops to 50-60Vo, due to activa-
tion overpotential and electrical resistance in the electrolyte solution between elec-

long lifetime (2,400 hours before refurbishment). Besides electricity, these fuel cells
produce crew drinking water, at a rate of 0.36 kglkWh, or about 104 kg a day.*

Research is underway to solve the short-mission limit with fuel cells, caused by
carrying large reactant masses. Because the fuel-cell reaction is reversible, we can use
electrolysis to create more reactants from the water by-product. To optimize each pro-
cess; however, we have to use separate units for generating electricily and separating
the water. Any long-duration mission could use this regeneralive system if it had some
input electricity from solar cells, nuclear generators, or other power system during
periods of low electrical load.

Earth-orbiting spacecraft at low-Earth to geosynchronous orbits have usually
employed photovoltaics as their power source. Often, photovoltaics were the only real
candidate for these low-power missions (less than 15 kW) because solar cells were
well-known and reliable. Photovoltaic sources are not attractive for intelplanetary
missions to the outer planets because solar radiation decreases, thus reducing the avail-
able energy from a solar array. To configure and size a solar array, we must understand
cell types and characteristics; solar-anay design issues, types, sizing calculations, con-
figurations, regulation; and radiation and thermal envkonments. Key design issues for
solar arrays include spacecraft configuration, required power level (peak and average),
operating temperatures, shadowing, radiation environment, illumination or orienta-
tion, 'mission life, mass and area, cost, and risk. Table 11-34 shows the solar array
design process.

Step 1. Mission life and the average power requirement are the two key design
considerations in sizing the solar array for most spacecraft. We size a photovoltaic
system to meet power requirements at EOL, with the resulting solar array.often over-
sized for power requirements at BOL. This excess power at BOL requires coordinated
systems engineering to avoid thermal problems. The longer the mission life, the larger
the difference between power requirements at EOL and BOL. 1Vs usrully consider
photovoltaics a poor power source for missions lasting more than 10 years because of
natural degradation in the solar array. Section I1.4.4 discusses how we manage excess
power from the solar array. The average power requirement can be obtarned from
Secs. 10.1 and 10.2.

' Telephone conversation with Jay Garrows, Intemational Fuel Cells, Inc., Oct. 98.

417

Spacecraft Power Sources. We
power source but specific power

,nd pump. This power-conversion
electricity from fossil and nuclear
for Rankine-cycle engines are

that use a single, compressible
ynamic cycle consists of adiabatic

by stages that add or reject
a recuperator-heat exchanger

efficiencies for the Brayton cycle



412 Spacecraft Subsystems tr.4

TABLE 11-34. Solar Array Design Process. In the FireSat example column, /o, represents
inherent degradation,0 is the Sun incidence angle, L6 is l i fe degradation , and X"
and X6 represent the efficiencies of the power distribution paths. The material
following the table turther explains these quanlities.

- Typical demonstrated efliciencies lor Si, GaAs, and multijunction solar cells are 1487", 18.5"/", and 22/.,
respectively.

t Use Psa in these equations.

tL.4

In designing a solar array, we tra
costs the least for most photovoltaj
area iurays and more mass than the
which mass and volume (solararral
technical risks. They could select a
advanced type of solar cell. Risk dt
tion of the photovoltaic source.

A solar array's illumination inten
incidence angles, eclipse periods, s
Tracking and pointing mechanisms
If we mount the cells on the body o
generate adequate power throughou

Step 2. To estimate the solar-arrz
how much power, Pro, the solar ar
spacecraft for the entire orbit

Pro ,

where Q and P7 are the spacecrafl
battery charging losses) during ecli
the lengths of these periods per orb:
the paths from the solar arrays throu
directly from the arrays to the loads,
daylight depend on the type of powr
tracking. (A description of these m
transfer. the efficiencies are about,
they are Xe=0.60 andX4 = 0.80. l
greater than the latter because pr
between the arrays and the loads.

Step 3. Table 11-35 shows the e
of three main types of cells. Galliun
whereas indium phosphide reduces I
technolggy is mature and has the ar
tions. Gallium arsenide and indium

The energy- conv ersion fficienc
divided by the power input. The por
illumination intensity (L,367 W lmz)
will provide 246Wlmz. We must I
panels often apply only to single c'
assembly (diodes, interconnect cat
quately. We also need to note that
cells and not production cells, whir

To complete this step, we identif
will degrade during the mission. Idt
efficiencies'of about 14.8Vo and 18.!
cell output performance per unit art
if the incident solar radiation (1,36?

Step Reference FireSat Example
'| . Determine requirements

and constraints for power
subsystem solar array
design

. Average power required
during dayl ight and
eclipse

. Orbit altitude and
eclipse duration

. Design l i fet ime

Input parameter,
S e c s . 1 0 . 1 , 1 0 . 2

Input parameter,
end papers

Chaps. 2, 3

1 10 W during dayl ight
and ecl ipse

700 km
35.3 min

5 y r

2. Calculate amount of power
that must be produced by
the solar arrays, P",

Step 1
Eq. 5-5, end papers
(Orbit period - I")

Eq.  1  1 -5

P e = P d = 1 1 0 W
Ie = 35.3 min
Ia = 63.5 min
Assume a peak power track-
ing regulation scheme with
Xe = 0.6 and Xd = 0.8
P""  =239.4W

3. Select type of solar cell and
estimate power output, Po,
with the Sun normal to the
surface of the cells

'Si:  
Po = 0.148 x 1,367 Wmz

=2O2Wlm2

"GaAs: Po = 0.185 X 1 ,367 Wm2
=253W/m2

.Multijunction:

P o = 0 . 2 2 x  1 , 3 6 7 W m z
= 301 Wm2

Si solar cel ls
Po =202W1m2

4. Determine the beginning-
of-life (BOL) power pro-
duction capability, Psu,
per unit area of the array

Table 1 1-35
Eq. 5-7
Eq.  1  1 -6

la=  o-72
0 = 23.5 deg (worst case)
Paor = 143\Nlmz

5. Determine the end-of-life
(EOL) power production
capability, Psel , for the
solar array

Performance degradation
Si: 3 75% per yr,
GaAs: 2.75% per yr,
Mull i junction: 0.5% per yr
E q .  1 1 - 7
Eq.  1  1 -8

Performance degradation is
3.75"/" per year

La= 0.826 for 5 yr mission
Peot -- 118.1 Wm2

6. Estimate the solar array
area, Asa, required to
produce the necessary
power, P"", based on Pg91
an alternate approach

1 1 - 9

10-12r

Eq. Asa= 2'0 m2

Asa= 2'5 m2

7. Estimate the mass of the
sorar array

E q . 1 0 - 1 3 1 Ma = 9.6 kg

8. Document assumotions
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power distribution paths. The materiaT:
quantities. -

example column, /o,
angle, L4 is life degradation, and

solar celfs are 14.8Y", 18.57". and 22o/".

110 W during dayl ight
and eclipse

700 km
35.3 min

5 y r

P" = P6 =l lQ\l t t

Ie = 35.3 min I
Ia = 63.5 min
Assume a peak power track-
ing regulation scheme with
Xe = 0.6 and X6 = Q.g
Psa =239.4W

Si solar cells
Po =PQPltt l62

Ia= 0.77
0 =23.5 deg (worst case)
Ps62 = 143W/mz

Performance degradation is
3.75o/o per leal

La= 0.826 for 5 yr mission
PE1L = 118.1 W/m2

Asa=2'0 ri?

Asa= 2'5 m2

( r,4 , roro\
lT-h)

L

greater than the latter because peak-power hacking requires a power converter
between the arrays and the loads.

(1 1-s)
D _'sa
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TABLE 11-35. Performance Comparison for Photovoltaic Solar Cells. Note that the stated
efficiencies are for single solar cells, not solar arrays.

Cell Type Sil icon
Thin Sheet

Amorphous Si
Gall ium

Arsenide
lndium

Phosphide
Mult i junction
GalnP/GaAs

Planar cell
theoretical efficiency

20.8% 12.0% 23.5% 22.8"/" 25.8o/"

Achieved efficiency:
Production
Best laboratory

14.8%
20.8"/o

5.0%
10o/"

18.5%
21 .8o/"

18%
19.9"/"

22.0%
25.7o/"

Equivalent time in
geosynchronous orbit
tor 15o/" degradation

- 1 MeV eleclrons
- 10 MeV protons

10  y r
4 y r

10 Yt
4 y r

33 yr
6 y r

155 y r

89 yr
33 yr
6 y r

Step 4. Next, we must determine the realistic power production capability of the
manufactured solar array. As shown in Table 11-36, an assembled solar array is less
efficient than single cells due to design inefficiencies, shadowing and temperature
variations, collectively referred to as inherent degradation, f. Solar cells are applied
to a substrate, usually honeycomb aluminum, and interconnected, resulting in losses
of l)Vo of the solar array's substrate area. This accounts for the design and assembly
losses. If we configure the spacecraft well, its appendages will shadow few cells, and
shadowing losses should be slight. The temperature of a typical flat solar panel receiv-
ing normal incident radiation ranges from about 67 "C in LEO to 53 

'C 
in GEO. The

reference temperature for silicon solar cells is 28 oC, with performance falling off
0.5Vo per degree above 28 oC. Body-mounted anays on nonspinning spacecraft are
typically about 5 oC warmer than deployed solar anays because they can't radiate heat
into deep space as efficiently.

TABLE 1 1-36. Elements of Inherent Solar Array Degradation. Although individual solar cells
may have adequate etficiency, after we manufacture the solar array, these

, elements cause some degradation in lhe cumulative efficiency by the amounts
indicated.

Elements of Inherent Degradation Nominal Range

Design and Assembly 0.85 0.77-0.90

Temperature of Array 0.85 0.80-0.98

Shadowing of Cells 1 .00 0.80-1.00

lnherent Degradation, l6 0.77 0.49-0.88

As mentioned earlier, we commonly refer to the current-voltage characteristics of
a solar cell as the I-V curves. Figure i1-9 depicts a first-quadrant I-V qtrve for a
planar array in LEO. This curve characterizes BOL and EOL performance. As the
figure illustrates, the three significant points for solar-a.rray design are:

Sltort-circuit cl.rent,I"., where voltage = 0

Peak-power point, where voltage times current is maximized

Open-circuit voltage, \f,", where current = 0

tt.4

1 . 5 0

1 . 2 5

1 . 0 0

0.50

0.25

0

Fig. 1 1-9. l-V Plot for a Planar Array.
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Fig. 11-9. l-V Plot for a Planar Array. The power available is simply the area under the curve.

We must also consider how temperature affects the I-V characteristics. While the
spacecraft is in eclipse, the solar-array temperahre can get as low as -80 "C. The high-
est operating temperature for an LEO spacecraft solar array is 100 oC, occurriag near
the end of a full Sun period during an orbit.

The operating temperature of the array is a key issue because the solar cell's per-
formance depends on temperaturc. A current-voltage, or I-V plot, illustates the
performance of a solar-array cell, or the array (see Fig. 1 1-9). A change in the operat-
ing temperature of the solar cell or array causes three changes in the I-V curve:

, . A scaling of the I-V curve along the current axis

. A translation or shifting of the I-V curve along the.voltage axis

. A change in the I-V curve shape affecting the roundness of the knee region

The tempefature cofficient, orpercent degradation of perforrnance with increasing
temperature, for any solar cell depends on factors such as the rype of cell and its
output-power characteristics, actual operating temperature, and radiation environ-
ment. Gallium arsenide and indium phosphide have lower temperature coefficients,
but higher temperature still means reduced performance. Solar arrays using gallium
arsenide and indium phosphide also resist radiation better than silicon and provide
greater EOL power for a given area. We must establish a profrle for operating temper-
atures during a mission, so the photovoltaic system can generate adequate power
throughout.

The peak-power point depends on the array's operating temperature at BOL and
EOL. Thus, an array often provides maximum power coming out of an eclipse period
because it is at its coldest operating temperature. Transient voltage excursions often
occur when leaving eclipse, so we may need to clamp voltages to protect spacecraft
loads. By understanding how the array's performance relates to these variables, we can
get the highest output power from the array.

Usually, solar cells in series-parallel combinations make tp a solar array. The
number of series-connected solar cells in one strine establishes the bus voltaee
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required at EOL at the operating temperature; the number of parallel strings depends
on the required current output. Isolation diodes mounted within the solar array
typically minimize the effects of shadowing and reversed-biased solar cells.

Solar-array configurations are either planar or concentrator, and either type can be
body- or panel-mounted. Most photovoltaic applications to date have employed a
planar array in which solar cells are mounted onto a surface (typically insulated alu-
minum honeycomb) with an adhesive. A Kapton, Kevlar, or fiberglass sheet usually
insulates the solar cell from the aluminum honeycomb support structure. Concentrator
solar arrays increase the solar cell's output by using mirrors or lenses to focus mere
solar radiation on the cells.

Panel-mounted solar arrays usually apply only to 3-axis stabilized spacecraft. The
panel-mounted approach tracks and points the solar array to get the best Sun incidence
angle. The body-mounted approach reduces the requirements for tracking and pointing
on any spacecraft (spinning or stabilized). But the less effective Sun incidence angle
and increased array temperature of body-mounted cells produce a lower efficiency in
orbit. Panel-mounted solar anays are usually mounted on a boom. Deployable panel
arrays are either flexible or rigid, according to the type of substrate material employed
for mounting. For most spacecraft, we try to place the solar array away from the
payload and other spacecraft subsystems because of the variable and often high
temperature of the solar cells.

Body-mounted pfanar cells are typical on spinning spacecraft, which provide ther-
mal control by radiating excess heat to space as the spacecraft spins. Body-mounted
solar arrays use cells inefficiently because ofhigher temperature and reduced voltage.
Thus, they generate lower power per unit area than a deployed, oriented panel. When
solar cells are body-mounted to a spinning spacecraft, thd array's total output power
decreases because the cells are not always oriented toward the Sun. This decrease
depends on the spacecraft's configuration and the drive mechanisms of the solar array
(if any). For example, a stabilized array using Sun-tracking and pointing on two axes
would fully use the solar array's surface area. But the array's reduction in output
power per total surface area would be approximately n for body-mounted cells on a
cylindrical, spinning spacecraft and 4 for body-mounted cells on a cubic-shaped
spacecraft that does not employ active tracking. The output power decreases because
not all cells are illuminated. We must trade the cost and design for the solar array's
total surface area againstthe cost and complexity of.stabilizing the spacecraft and
using a drive system for the solar array.

Shadowing considerations are important because a solar cell will go into open
circuit (become high resistance) when not illuminated. In a series-connected string of
solar cells, the shadowing of one cell results in the loss of the entire string. Shadowing
may be caused by spacecraft components such as transmitting or receiving antennas,
deployment mechanisms, or structures such as the solar-array. We can reduce shadow-
ing effects by actively pointing and tracking solar arrays on 3-axis stabilized space-
craft, using diodes, or designing series-parallel arrays. On spinning spacecraft, we
must lay out solar cells so all solar cells within a string are illuminated. Diodes, which
bypass groups of solar cells in a string, help prevenidamage to reduce the aclvance
effects of shadowed solar cells.

We can improve solar cell performance with coverslides, coatings, and back-
surface reflectors. Coverslides provide a hermetic seal yet allow the cell to receive
sunlight and reject heat. They are textured or smooth. A textured coverslide is used for
body-mounted solar cells that do not actively point toward the Sun. It reflects incident
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solar energy back onto the solar cell, improving the overall efficiency. smooth cover-
slides are used for spacecraft whose anays actively track and point. By decreasing
reflective losses on solar cells, coatings allow cells to use more of the incident energy.
Back-surface reflectors direct incident solar radiation that passes through the solar cell
back through the cell again to improve overall efficiency. By reducing solar absolp-
tance, they help the solar array manage thermal energy. solar-cell vendors are
continually irnproving the mechanical and therrnal characteristics ofcoverslides, coat-
ings, and back-surface reflectors. Thus, we must coordinate mechanical and thermal
characteristics of these cells with the veudors.

At beginning-of-Iife, the array's power per unit area is

PBOL= PoI6cos 0 (1 1-6)

where cos 0 is referred to as the cosine loss. we measure the sun incidence angle, 0,
between the vector normal to the surface of the array and the Sun line. So if the Sun's
rays are perpendicular to the solar array's surface, we get maximrm power. Obviously,
the geometry between the array and the Sun changes throughout the mission and
different solar array panels will have different geometry. we configure the solar array
to minimize this cosine loss. For example, in GEo with a flat, silicon solar array and
a worst-case Sun angle of 0 = 235 deg angle between equatorial and ecliptic planes
and the nominal value of 14, the power output at beginning-of-life is 143 W/m2-

Step 5. Radiation damage severely reduces a solar aray's output voltage and cur-
rent. At geosynchronous altitude, we must guard against solar-flare protons on-station,
kapped electrons on-station, and trapped electrons and protons Curirrg transfer orbits.
(Chapter 8 explains these terms.) Electrons and protons trapped in the Earth's mag-
netic field cause most degradation of solar cells. Silicon solar cells protected by
coverslides lose I5vo of their voltage and current (shielding assumed) when exposed
to a total fluence of l0l5 Mev equivalent electrons (4 to 5 years fora LEo spacecraft).
As miFsion planners, we should coordinate degradation characteristics with the solar-
cell manufacturer, based on the radiation environment the spacecraft will encounter.
,Degradation of a solar cell also depends on its design. Advanced technologies, such as
indium phosphide cells, are more radiation hardened.

Next, we must consider the factors that degrade the solar array's performance
during the mission. Life degradation, Lg,occ;rxs because of thermal cycling in and out
of eclipses, micrometeoroid strikes, plume impingement from thrusters, and material
outgassing for the duration of the mission. In general, for a silicon solar array in LEO,
powerproductioncandecreasebyasmuch as3.'l5%o peryear,of which vpto2.5%oper
year is due to radiation. For gallium-arsenide cells in LEO, the degradation is about
23 5Vo per year, of which radiation causes I .5 7o per year. The actual lifetime degrada-
tion can be estimated using

La = (I - degradation/yr)sateuite life

The array's performance per unit area at end-of-life is

PEOL= PnOtLa
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The resulting solar-array area for the example spacecraft is about 2.0 m2.If we had
used a perfectly pointed array, the BOL power would have been 155 Wlm2, resulting
in an EOL power of I28Wlm2 and an anay area of I.9 m2. So, having to account for
the cosine loss costs us 0.1 m2 in array size and the equivalent mass.

Solar-array sizing is more difficult than it appears from the above discussion.
Typically, we must consider several arrays with varying geometry. Also, the angle of
incidence on the array surface is constantly changing. We must predict that angle con-
tinuously or at least determine the worst-case angle to develop an estimate of PBg;.

11.4.2 Energy Storage

Energy storage is an integral part of the spacecraft's electrical-power subsystem
providing all the power for short missions (< I week) or back-up power for longer
missions (> I week). Any spacecraft that uses photovoltaics or solar thermal dynamics
as a power source requires a system to store energy for peak-power demands and
eclipse periods. Energy storage typically occurs in a battery, although systems such as
flywheels and fuel cells have been considered for various spacecraft.

A battery consists of individual cells connected in series. The number of cells
required is determined by the bus-voltage. The amount of energy stored within the bat-
tery is the ampere-hour capacity or watt-hour (ampere-hour times operating voltage)
capacity. The design or nameplate capacily of the battery derives from the energy-
storage requirements. Batteries can be connected in series to increase the voltage or in
parallel to increase this current output-the net result being an increase in watt-hour
capacity.

Table 11-37 lists issues to consider early in the conceptual phase of any program.
Most of all, we try to provide a stable voltage for all operating conditions during the
mission life because load users prefer a semi-regulated bus voltage. The difference in
energy-storage voltage between end of charge and end of discharge often determines
the range of this bus voltage.

TABLE 11-37. lssues in Designing the Energy Storage Gapability. Energy storage usually
means large batteries and we must consider all their characteristics when
designing this subsystem.

Figure 11-10 highlights the charge-discharge characteristics of a spacecraft's
energy-storage system. We want a flat discharge curve that extends through most of
the capacity and little overcharge. Overcharging quickly degrades most batteries. We
also need to match the electrical characteristics of the battery cells. Otherwise, charge
imbalances may shess and degrade the batteries, resulting in a shorter life for the
electrical-power subsystem.

All battery cells are either primary or secondary. Primary battery cells convert
chemical energy into electrical energy but cannot reverse this conversion, so they can-
not be recharged. Primary batteries typically apply to short missions (less than one
day) or to long-term tasks such as memory backup, which use very little power. The
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Fig. 1 1'10. Profile of ChargdDischarge Voltages for Batteries. Secondary batteries may cycle
through this type of profile hundreds or thousands of times during their mission life. At' the left edge, the voltage is low becausd the spacecraft just came out of eclipse where
it used battery power. During the charge phase, there is positive current from the
power regulator, so the battery voltage rises. In the discharge phase (in eclipse again),
there is a negative ctJrrent, so the battery voltage decreases.'

TABLE 11'38. Characteristics of Selected Primary Batteries. Primary battery manufacturers
. can meet power requirements within these ranges of specific energy density. We

must tradeoff cost and mass with capacity while ensuring mission accom-
plishment.

. A secondary banery,fsl energy storage can convert chemical energy into electrical
energy during discharge and electrical energy into chemical energy during charge. It
can repeat this process for thousands of cycles. Table 1l-39 shows ranges of specific-
energy density for cornmon secondary batteries. A secondary battery providei power

Primary
. Battery Couple

Specific Energy
Density

(W.hr/ks)
Typical

Application

Silver Znc

Lithium Thionyl Chloride

Lithium Sulfur Dioxide

Lithium Monoflouride

Thermal

60-  t 30
175 - 440
130 -350

130 - 350
90 - 200

High rate, short life (minutes)

Medium rate, moderate life (< 4 hours)

Low/medium rale, long life (days)

Low rate, long life (monihs)

High rate, very short life (minutes)
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during eclipse periods on spacecraft that employ photovoltaics and can also level
loads. Secondary batteries recharge in sunlight and discharge during eclipse. The
spacecraft's orbital parameters, especially altitude, determine the number of
charge/discharge cycles the batteries has to support during the mission life. A geosyn-

chronous satellite needs to store energy for two 45-day eclipse periods per year with
eclipses lasting no more than'12 min each day. The geosynchronous orbit demands
few charge/discharge cycles during eclipse periods, thus allowing a fairly high (507o)

depth-of-discharge. On the other hand, LEO spacecraft encountef at most one eclipse
period each orbit or about 15 eclipse periods per day, with maximum shadowing of ap-
proximately 36 min. Therefore, the batteries must charge and discharge about 5,000
times each year, and the average depth-of-discharge is only 75-25flo-much lower
than for geosynchronous spacecraft'

TABLE 11-39. Characteristics of Selected Secondary Batteries. Though secondary bat-
teries have much lower specific energy densiiies than primary batteries, their
ability to be recharged makes them idehl for backup power on spacecraft
powered bY solar cells.

Depth-of-discharge (DOD) is simply the percent of total battery capacity removed
during a discharge period. Higher percentages imply shorter cycle life as shown in
Fig. 1 I - I 1 , Once we know the number of cycles and the average depth of discharge,
we can determine the total capacity of the batteries.

Figure 11-11 illustrates the relationship between average depth-of-discharge
(DOD) and cycle life for secondary batteries using nickel cadmium (NiCd) and nickel
hydrogen (NiH2). Extensive data supports the predictions for both NiCd and NiH2.

The NiCd battery is still a common secondary energy storage system for many
aerospace applications. NiCd technology has been space qualified, and we have exten-
sive databases for nearly any mission. A 28 Vdc aerospace NiCd battery usually
consists of 22-23 series-connected cells. NiCd battery cells for aerospace missions
have typical capacities of 5 to 100 Amp-hr.

NiH2 technology has been the recently qualified energy storage system of choice
for aerospace applications where higher specifrc energies and longer life are impor-
tant. The three space-qualified design configurations for NiH2 are individual pressure
vessel, cofiuron pressure vessel, and single pressure vessel. The individual pressure
vessel was the first NiH2 technology used for aerospace application. Here, only a
single electrochemical cell is contained within the pressure vessel. It has a working
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Gycle Life (Cycles)

Fig. 1 1'1 1 . Depth-of-Discharge vs. Cycle Life tor Secondary Batteries. Increased cycle life
reduces the amount of energy available from the batteries during each cycle-DOD
decreases with cycle life.

terminal voltage of 1.22 to 7.25 Vdc depending upon discharge loads. The typical
individual pressure vessel battery design consists ofmultiple cells connected in series
to obtain the desired battery voltage. Cell diameters are typically 9 to 12 cm, with ca-
pacity ranges from 20 to over 300 Amp-hr. The common pressure vessel NiH2 tech-
nology is very similar to individual pressure vessel, with the primary difference in the
wiring connection ofthe internal electrode stacks. In the individuil pressure vessel, the
electrode stacks are all connected in parallel. In a common pressnre vessel, there are
two sets of electrode stacks within the pressrqe vessel that are series connected, yield-
ing a working terminal voltage of 2.44 to 2.50 Vdc. This design has a higher specific-
enelgy at the baftery level since there are half as many pressure vessels and a signifi-
cant reduction in cell piece-parts. Common pressure vessel NiH2 technology has been
space quaiifred in the 6 cm and 9 crn cell diameter:configuration for capacities in the
12 to 20 Amp=hr range. Batteries with larger Amp-hr capacities should be qualified for
aerospace application in the near future. The single pressure vessel NiH2 battery is de-
signed such that a cofirmon hydrogen supply is used by three or more series connected
cells with a single pressue vessel. Each cell stack contains its own electrolyte supply
which is isolated within individual cell stack containers; The key operating character-
istic of this desigu is to allow the free movement of hydrogen within the cell stacks
vvhilg rnainraining cell stack elecfolyte isolation. These batteries are presently avail-
able in a L2.5 cm or 25 cm diameter design.

.Lithium Ion battery technology offers a significant energy density advantage and a
much wider operating temperature raqge over NiCd and NiH2 battery types. Typical
cell constituents are lithium thionyl chloride, lithium. sulfur dioxide, and lithium
carbon monofluoride. The nominal operating voltage for a lithium ion cell is 3.6 to
3.9 Vdc, which allows us to reduce the number of cells by approximately one-third
when compared to NiCd or NiH2 cells. The lithium ion secondary banery sysrem
offers a 657o volume advantage and a 50Vo mass advantage for most present day
aerospace battery applications. Lithium ion battery technology should be qualifred for
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11.4.3 Power Distribution
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TABLEll-40. Steps in the Energy Storage Subsystem Design. To obtain the required

battery capacity in Amp-hr, divide by the required satellite bus voltage'

SteP Consider FireSat Example

1. Determine the
energy storage
requirements

. Mission length

. Piimary or secondary
power storage

. Orbital parameters
- Eclipse lrequency
- Eclipse length

. Power use profile
- Voltage and current
- Depth of discharge
- Duty cycles

. Battery charge/discharge
cycle limits

. 5  y r s

. Secondary power storage

. 1 6 eclipses per day

. 35.3 min per eclipse (I")

.  Ecl ipse load 110 W (P")
- 26.4V,4.2 A (max)

.20% (upper l imit)

. TBD-depends on observations taken
and downlinked during ecliPses

2. Select the type
of secondary
batieries

NiCd (space qualified)

NiH2 (space qualified)

Li-ion (under develoPment)

NaS (under develoPment)

. NiCd or NiH2-both are space-
qualified and have adequate
characteristics

3. Determine
the size of
the batteries
(battery capacity)

. Number of batteries

. Transmission etficiency
between the battery
and the load

N= 3 batteries (nonredundant)

n = 0.90
C r = 1 1 9 W - h r
Cr= 4.5 Amp-hr (26.4 V bus)

O T
^  '  e ' e

Batrery CapacitV: Cr = 
,55* W-hr (for battery capacity in Amp-hr, divide by bus voltage)
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11.4.3 Power Distribution

A spacecraft's power distribution system consists of cabling, fault protection, and
switching gear to turn power on and off to the spacecraft loads. Ii also includes
command decoders to command specific load relays on or off. The power distribution
system is a unique feature of the electrical-power subsystem and often reflects indi-

Power switches are usually mechanical relays because of their proven flight
history, reliability, and low power dissipation. Solid-state relays, based on power teih-
nology, which uses metal-oxide semiconductor field-effect transistors are available.

- The load profile of a spacecraft is a key determining factor in the desigrr specifica-
tions of a power distribution subsystem. Predominant spacecraft loads (radar, com-

FireSat Example behavior within a load may produce noise that the distribution system translates to
other loads, potentially harming working components. ln addition, certain spacecraft
loads require a voltage different from the bus voltage. Power converters often connect
loads susceptible to noise or requiring voltage conversion to the distribution system.
These converters rypically isolate the load from the noise on the bus and regulate the

required bus voltage and frequency. Most spacecraft have demanded low power
(< 2,000 rilD, so power distribution has relied on a standard, 28 v- bus. This standard,
with electronic parts built to match, has limited study of the best bus voltage. As power
systems expand to many kilowatts, the 28 V bus may not work for power distribution
because of losses in cabling and limits on mass. The harness or cabling that intercon-
nects the spacecraft's subsystems is a large part (10-25vo) of the electrical-power
system's mass. We must keep harnesses as short as possible to reduce voltage drops
and to regulate the bus voltage. Figure 11-12 depicts the relationship between current
and cable mass.

Systems for distributing power on spacecraft have been predominantly dc because
spacecraft. generate direct current power. Direct-current systerns ,will dominated
throughout the 1990s. Conversion to ac would reqr.rire more electronics, which would
add mass to the EPS. Alternating-current power distribution applies only for high-
power spacecraft, such as the International Space Station, which have many electrical
loads with varying duty cycles. Even on the space station, however, recent decisions
have taken planners back to dc for the entire distribution systern.

Power distribution systems are either centralized or decentralized, depending on the
location of the converters. The decentralized aooroach nlaces the converfers at each

yrs
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0 100 200

Current (Amps)

Fig. 11-12. Cable Mass vs. Current. We must account for the cable and harness mass when
designing the Power Subsystem. Operating low current (less than 30 amps) devices
helps keep this mass low.

load separately, whereas the centralized approach regulates power to all spacecraft
loads within the main bus. The decentralized approach implies an uffegulated bus
because distributed converters regulate power. A regulated power bus typically has
some power converters at the load interface because electronics may require different
voltages (+5, xl2 Vdc). An advantage of the centralized system is that we do not have
to tailor-design the EPS for different applications. Larger spacecraft with high power
levels use the decentralized distribution systems, with an unregulated bus, usually.

Fault protection within the EPS focuses on detection, isolation, and correction of
faults. Its main purpose is to isolate a failed load that could eventually cause loss of
the mission or the spacecraft. A failed load typically implies a short circuit, which will
fuaw excessive power. If this condition continues, the failed load may stress cables and
drain the energy-storage reserve. Typically, we would isolate these faults from the
EPS bus with fuses (sometimes resettable). Most spacecraft power loads have some
sort of fuse in series with the power bus to isolate faults. Of course, if the mission
requires us to know where load faults occur, we can add fault-detection circuits. To
design the Power Distribution subsystem, follow the steps in Table 11-41.

11.4.4 Power Regulation and Control

The energy source determines how we regulate a spacecraft's power. For example,
we regulate a static or dynamic power source through the direct energy transfer
method discussed below. But because most aerospace applications use solar photovol-

Lt.4

TABLE 11-41. Steps in the power Di
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taics, we will examine power regulation emphasizing that viewpoint. Power regulation
divides into three main categories: conff'olling the solar array, regulating bus voltage,
and charging the battery.

We must control electrical power generated at'the array to prevent battery over-
charging and undesired spacecraft heating. The two main power control techniques,
illustrated in Fig. 11-13, are a peak-power tracker (PPI) arld, a direct-energy-transfer
(DEZ) subsystern. A PPT is a nondissipative subsystem because it extracts the exact
power a spacecraft requires up to the array's peak power. The DET subsystem is a dis-
sipative subsystem because it dissipates power not used by the loads. Howeveg a-DET
subsystem can dissipate this power at the arnay or through external banks of shunt
.resistors to avoid intemal power dissipation. DET subsystems commonly use shunt
regulation to maintain the bus voltage at a predetermined level. Figure l1-13 depicts
the main functional differences betWeen varying PPT and shunt-regulated DET sub -
systems.

A PPT is a dc-dc converter operating in series with the solar array. Thus, it
dynamically changes the operating point ofthe solar-array source to the voltage side
of the array (Fig. 11-13) and tracks the peak-power point when energy demand
exceeds the peak power. It allows the array voltage to swing up to its maximum power
point; then the converter transforms the input power to an equivalent output power, but
at a different voltage and cunent. Solar-source characteristics permit us to extact large
amounts of power when the array is cold (post eclipse) and at the beginning of life. A
peak-power tracker replaces the shunt-regulation function by backing off the peak-
power point of the arrays toward the end of the battery's charging period. Because the
PPT is in series with the array, it uses 4-JVo of the total power. A PPT has advantages
for missions under 5 years that require more power at BOL than at EOL.

For direct energy transfer systems a shunt regalator operates in parallel to the array
and shunts the array current (typically at the array) away from the subsystem when the
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TABLE 11-41. Steps in the Power Distribution Subsystem Design.

Step Consider Possibilities

1. Determine the
electrical load
profile

. All spacecraft loads, their duty
cycles, and special operating
mooes

. Inverters for ac requirements
I Transient behavior

within each load
. Load-failure isolation

. Low-voltage dc: 5 V

. High-voltage dc: 27O V

. High-voltage 1-phase ac:
115 Vrms, 60 Hz

. High-voltage, 3-phase ac:
12Ol44O Vnrs,400 Hz

2. Decide on
centralized or
decentralized
control

. Individual load
requirements

. Total systern mass

. Converters at each load-tor a few
soecial loads

. Centralized converters control voltage
trom the main bus (no specialized
power requirements)

3. Determine the
fault protection
subsystem

. Detection (active or passive)

. lsolation

. Correction (change devices,
reset fuses. work around lost
subsystem)

. Cable size (length and diameter)
and excess current-carrying ability

. Size of power storage in case of
a short circuit

. Location of fuses and their type
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Peak PowerTracking (PPT) Systems Direct Energy Transfer (DET) Systems

Loads

Unregulated
Bus Using
Parallel Balleries

Unregulated
Bus Using
Linear Charge
Current Control
Recharge Contlol

Quasi-Regulated
Bus with Constant
Current Chargers

Systems
Using a Fully
Regulated Bus

Loads

Loads

Fig. 11'13. Techniques lor Power Regulation. The basic approaches are Peak PowerTrack-
ing @Pl), which places a regulator in series with the solar arrays and the load, and
Direct EnergyTransfer(DET), which uses a regulator in parallel with the solararrays
and load.

loads or baitery charging do not need power. Power subsystems with shunt regulation
are extremely efficient. They dissipate little energy by simply shunting excess power
at the array or through shunt resistor banks. A shunt-regulated subsystem has
advantages: fewer parts, lower mass, and higher total efhciency at EOL.

Quasi-regulaled subsystems regulate the bus voltage during battery charge but not
during battery discharge. A battery charger is in series with each battery or group of
parallel batteries. During charge the bus voltage fixes at a potential several volts above
the batteries. As the batteries reach full charge, the drop across the chargers decreases,
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1. Determine the
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. All spacecraft I
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. Battery recharg

. Battery cycle lil
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but the bus voltage is still constantly regulated. The bus becomes uffegulated during
discharge when the voltage is about a diode drop lower than the batteries and decreases
as the batteries further discharge. A quasi-regulated power subsystem has low effi-
ciency and high electromagnetic interference if used with a peak-power tr4cker.

Thefully regulatedpower subsystem is inefficient, but it will work oD a spacecraft
that requires low power and a highly regulated bus. This subsystem employs charge
and discharge regulators. We can design the regulators so the charge regulator uses lin-
ear technology and the discharge regulator is a switching converter, but for best effi-
ciency both should be converters. The advantage of this type of power subsystem is
that, when \ve connect it to the loads, the system behaves like a low-impedance power
supply, making design integration a simple task. But it is the most complex type of
power subsystem, with an inherent low efficiency and high electromagnetic
interference when used with a PPT or boost converter.

We can charge batteries individually or in parallel. A parallel charging systero is
simpler and has the lower cost, but does not allow flexibility in vehicle integration. It
can also stress batteries so they degrade faster. Whenbatteries are charged in parallel,
the voltage is the same but the current and temperature are not. Because current is not
rigidly controlled, one battery could receive all the available charge current, and a
thermal runaway condition could result if we do not control the bus voltage from the
hottest battery. Parallel batteries eventually end up balancing out, so we could use
them for missions under five years. To ensure a battery life greater than five years, we
should seriously consider independent chargers, such as the linear, charge-cunent-
contral (LCi) design in Fig. 1 1-13.

Batteries usually limit the life of a spacecrafl To support a seven-year life, we must
charge the batteries independently to degrade the battery as little as possible. Individ-
ual charging optimizes the battery use by charging all the batteries to their own unique
limits. It also forgives battery deviations in systems with several batteries. Unfor-
tunately, individual chargers add impedance, electronic piece parts; and thermal
dissipation not.present in a parallel system. To design the Power Regulation and
Control subsystem, follow the steps in Table 1l-42.

TABLE 1142. Steps in the Power Flegulation and Control Subsystem Design.

Step Consider Possibilities

1. Determine the
power souree

. All spacecraft loads, their duty
cycles, and special operating
mooes

. Primary batteries '

. Photovoltaic

. Static power

. Dynamic power

2. Design the
efectrical control
subsystem

. Power source

. Battery charging

. Spacecraft heating

. Peak-power tracker

. Direct-energy transfer

3. Develop the
electrical bus
voltage control

. How much control does each
load require?

. Battery voltage variation from
charge to discharge

. Battery recharge subsystem

. Battery cycle lite

. Total system.mass

. Unregulated

. Quasi-regulated

. Fully regulated

. Parallel or individual charging
- < 5 yrs-parallel charge
- > 5 yrs-independentcharge
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fully regulated. Figure 11-13
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11.5 Thermal*
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Eric W. Grob, Wes Ousley, Goddard Space Flight Center

The rof e of the thermal control subsystem (TCS) is to maintain all spacecraft and
payload components and subsystems within their required temperature limits for each
mission phase. Temperature limits include a cold temperature which the component
must not go below and a hot temperature that it must not exceed. Two limits are
frequently defined: operational limits that the component must remain within while
operating and survival limits that the component must remain within at all times, even
when not powered. Exceeding survival temperature limits can result in permanent
equipment damage as opposed to out-of-tolerance performance when operational
limits are exceeded. Table 11-43 gives typical component temperature ranges for
representative spacecraft components. Thermal control is also used to ensure that
temperature gradient requirements are met. An example of a gradient. requirement is
to ensure that one side of a structure does not get hotter or colder than the opposite side
by more than, say, 30 "c. A larger gradient could cause structural deformation such
that pointing is adversely impacted, possibly permanently.

TABLE 11-43. Examples of rypical rhermal Requirements for spacecraft components,
The thermal control subsystem is required to maintain all spacecraft equipment
within proper temperature ranges. Note that the temperature extremes on the
outer portions of spacecraft can vary between 1 200 .C.

Component
Typical Temperature Ranges ( 'C)

Operational Survival

Batteries
Power Box Baseplates
Reaction Wheels
Gyros/lMUs
Star Trackers
C&DH Box Baseplates
Hydrazine Tanks and Lines
Antenna Gimbals
Antennas
Solar Panels

0 t o 1 5
-10 to  50
-10 to 40

0 t o 4 0
0 t o 3 0

-20 to 60
15 to  40

-40 to B0
-100 to 100
-150 to  1  10

-10 to  25
-20 to 60
-20 to 50
-10 to  50
-10 to  40
-40 to 75

5 t o 5 0
-50 to 90

-120 to 1 20
-200 to 1 30

Thermal control techniques are broadly divided into two categories. passive
tlrcrmal control makes use of materials, coatings, or surface finishes (such as blankets
or second surface rrirrors) to maintain temperature limits. Active thernual control,
which is generally more complex and expensive, maintains the temperature by some
active means, such as heaters or thermo-electric coolers. In general, low-cost thermal

'This section has been rewritten in its entirety as of the 5th printing, September 2003. The help
and assistance of Gwynne Gurevich of Space Exploration Technologies; Brian D'Souza oT
Microcosm, Inc.;Ted swanson, Ted Michalek, George Daelemans, and Dan Butler of Goddard
Space Flight Center in the preparation ofthe new section is greatly appreciated.
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control systems are designed to keep spacecraft at the cool end of allowable tempera-
ture ranges. Cooler components generally last longer, and this allows for system power
growth. Though this can require additional power, it decreases the number of
expensive iterations on the thermal design and analysis (which happens anyway, of
course).

Thermal control is critical to ensuring the performance and survival of spacecraft
and payload equipment. Consider your personal computer, for example. It typically
operates at room temperature plus or minus a few 10's of degrees. The space environ-
ment can cause equipment to get as hot as 100 'C and as cold as -130 oC with the
changes occurring in 10's of seconds or minutes. Yow cell phone works poorly, if it
works at all, after being kept in your black car during a hot summer afternoon. In this
example, the environment reaches approximately 60' to 65 "C.

Table l1-44 summarizes.the design process for the thermal control-system. As
always, we begin with the development of requirements and constraints, paying
particular attention to specific equipment or events likely to cause problems; such as
the need for maintaining cryogenic temperatures for a payload instrument or a long
thruster firing that may cause significant radiant heating on nearby surfaces. Step 2 is
to determine the overall thermal environment of the spacecraft, i.e., characterize the
heat inputs throughout the entire life of the mission. The most important extemal heat
source will nearly always be the Sun, which continuously provides 7367 Wlm2 (called
the solar constant) at the mean distance of the Earth from the Sun and which varies as
llF with distance from the Sun. (See Fig. 1l-14.) This input goes away whenever the
spacecraft enters a period ofeclipse as discussed in Sec. 5.1. However, the Earth or
other nearby central body serves as a moderating thermal influence by radiating heat
in the infrared, corresponding to the blackbody temperature ofthe central body. (See
Sec.  9.3.1. )

Fig. 11-14. Satellite Thermal Environment. The most significant enernal heat source is the
Sun, but we must also include reflected solar energy (albedo) and Earth infrared in
our calculations. The only way a spacecraft can gel rid of heat is by radiating it to
space.

In Step 3, we review thermal requirements and constraints, compare them with
actual heat sources and equipment placement, and identify situations where the
maxirnum and minimum equilibrium temperatures of the equipment are outside the
required limits. For example, challenges arise when we must deal with cryogenic
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clevlces or when requred temperature tolerances are very tight. Once we thoroughly
understand the thermal control challenges, we enter Step 4 of the process to develop
thermal designs that can be used to satisfy our requirements. These may range from
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to the use of more sophisticated devices like cryogenic cooling systems, heat pipes,
and thermostatically-controlled heaters.

Once we have identified a potential thermal control approach and configuration, we
proceed to Step 5 where we determine the radiator and heater requirements for the
spacecraft and its components. We consider two worst:case conditions: worst-case
hot, where the spacecraft is in the Sun and maximum power is being dissipated, and
worst-case cold, wherd the spacecraft is in eclipse and dissipating minimum power.
During this step we also try to understand the performance of the thermal control
system over time taking into account degradation of thermal control sitrfaces and
extraordinary thermal events or circumstances.

In Step 6 we use the information generated previously to estimate the mass and
power of the thermal control system. As usual we document the results (in Step 7) and
repeat the entire process until we create a thermal contlol system that meets the re-
quirements and constraints at an acceptable mass, cost, and risk.

Each of the steps in this process.is discussed in more detail below. For a much more
extensive discussion of the thermal control process for space systems see Gilmore
[2002] or Karam [1998].
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Spacecraft thermal control is a process of energy management in which the thermal
environment plays a major role. Over the course of the development and operational
life cycle, a spacecraft will be exposed to environments encountered during ground
testing, transportation, launch, orbit transfer, and operational orbits with nominal and
safehold attitudes. During ground operations, convection with ambient air and radiant
heat exchange with surrounding objects are the principal environmental influences.
During launch ascent, radiant heating from the inside surfaces of the booster fairing
and, after the fairing is jettisoned, free-molecular heating due to friction with the
atrnosphere are the dominant environmental drivers. Once above the upper reaches of
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(albedo), and infrared (IR) energy emitted frorn a planet's atmosphere or surface are
the only significant sources of environmental heat. In most cases, the therrnal control
system is designed to maintain all spacecraft components within allowable tempera-
ture limits in the environments encountered on-orbit, while compatibility with ground
operations and launch ascent conditions is assured by controlling the environment or
limiting the spacecraft's exposure to it.

As illustrated in Fig. I 1- 15, the overall thermal control of a spacecraft on orbit is
usually achieved by balancing the heat emitted by the spacecraft as IR radiation
against the heat dissipated by its internal components plus the heat absorbed from the
environment; atmospheric convection is absent in space. Because a generic thermal
control system capable of maintaining spacecraft temperatures in all environments
would be prohibitively heavy and expensive, it is generally more cost effective and
practical to custom-tailor a thermal design to each spacecraft and its mission environ-
ment. This means that the thermal design analysis must consider the worst case hot and
cold combinations of waste heat generated by spacecraft components in their various
operating modes and the variable environmental heat loads on the spacecraft.

I

P EE
F A 9 E
i D . ( u  : ' =; iE  v  ( '
d E E E

o
c n Z
l./ o-
a : Z

d \ g

d i E
@

o
E o

d v
N.

,:g#:t ' ''fffi lr
:sffiii&



432 Spacecraft Subsystems

Direct Solsr

Sunlight is the major source of environmental heating on most spacecraft. Fortu-
nately, the Sun is a very stable energy source which is constant to within a fraction of
a percent. However, because the Earth's orbit is elliptical, the intensity of sunlight
reaching Earth varies approximately ! 3.5Vo, depending on Earth's distance from the
Sun. At summer solstice, Earth is farthest from the Sun, and the intensity is at a mini-
mum virlue of 1322Wlmz; at winter solstice, the intensity is at its maximum value of
l4l4W/m2. The intensity of sunlight at Earth's mean distance from the Sun (1 AU) is
known as the solar constant and is equal to 7361 Wlmz.

Solar intensity also varies as a function of wavelength, as shown in Fig. 11-15. The
energy distribution is approximately lvo ultraviolet, 46Vo visrble, and 47Vo near
(short-wavelength) IR. However, the IR energy emitted by the Sun is of a much shorter
wavelength than that emitted by a body near room temperature. This distinction allows
for the selection of thermal-control finishes that are very reflective in the solar spec-
trum but highly emissive to room temperature (long-wavelength) IR, as shown in
Fig. 11-15. These finishes, which will be discussed in more detail later, minimize solar
heat loads while maximizing a spacecraft's ability to reject waste heat.

Quartz mirror radiator
absorptance or - ^,
emittance \ | I- r l

/ 1/7o9m lemperature
\ /t OooY SpeOtrum

Solar spectrum
(no vertical scale)

i 
(no vertical scale)
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F'9. 1 1-15. Solar and Boom Temperature Body Spectral Distribution. The solid l ines identify
the wavelength of peak emission for solar energy and a body at room temperature,' but do not represent magnitude (no vertical scale). Note that solar energy
wavelength is much shorter than that of a body at room temperature. The dashed
line represents the absorptdnce or emittance of a quartz mirror radiator. The point is
that we can select thermal control coatings that are highly reflective to high energy
inputs like solar energy and highly emissive at room temperatures.

Albedo

Sunlight reflected off a planet or moon is known as albedo. A planet's albedo is
usually expressed as the fraction ofincident sunlight that is reflected back to space and
is highly variable. Usually, reflectivity is greater over land as compared with oceans
and generally increases with decreasing local solar-elevation angles and increasing
cloud coverage. Because of greater snow and ice coverage, decreasing solar elevation
angle, and increasing cloud coverage, albedo also tends to increase with latitude.
These variations make selection of the best albedo value for a particular thermal
analysis rather uncertain, and it is not unusual to find variations throughout the
industry. Representative values for orbits of different inclinations are shown in
Table l1-45A.
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TABLE 11-45A.

Thermal

Typical Orbit-Average Earth lB and Albedo Values for Various Orbits
(Data Courtesy NASA). This table shows the relative nature of Earth-emitted
lR and percent Albedo as a function of orbit inclination. Note that the highest
values of Earth-emitted lR occur at lower inclinations associated with kooical
and desert regions. The value of Earth-emitted lR decreases with increasin.g
latitude. ln general, albedo increases with increasing latitude.

Orbit
Inclination

(des)

Angle of
Sun Out of
Orbit Plane

(des)

Emltted Bacliation
(wlmz;

Albedo
(percent)

Min Max Min Max
0-30, 0

90
228
228

z I a

275
1 8
45

28

30-60 0
90

:z16

218
257
257

ZJ JU

57
60-90 U

90
z l o

218
244
244

ZJ

50
JTJ

57

Earth IR

All incident sunlight not reflected as albedo is absorbed by Earth and eventually
re-emitted as IR energy or blackbody radiation (see Sec. 9.2). While this balance is
maintained fairly well on a global.annual average basis, the intensity of IR energy
emitted at any given time from a particular point on Earth can vary considerably de-
pending on factors such as the local temperature of Earth's surface and the amount of
cloud cover. A warmer surface region will emit more radiation than a colder one.
Generally, highest values of Earth emitted IR will occur in tropical and desert regions
(as these are the regions of the globe receiving the maximum solar heating) and will
decrease with increasing latitude. Cloud cover tends to lower Earth emitted IR because
cloud tops are cold and clouds effectively block up-welling radiation from the Earth's
warmer surface below. These localized variations in Earth emitted IR, while signifi-
cant, are much less severe than the variations in albedo. Representative orbit-average
values for Earth IR are shown in Table 11-45A.

The IR energy emitted by the Earth, which has an effective average temperature
around -18 "C, is of approximately the same wavelength as that emitted by spacecraft;
that is, it is of much longer wavelength than the energy emitted by the Sun at 5500'C.
Unlike short-wavelength solar energy, Earth IR loads incident on a spacecraft cannot
be reflected away from radiator surfaces with special thermal-control coatings, sincb,
the same coatings would prevent the radiation of waste heat away from the spacecraft.
Because of this, Earth-emitted IR energy can present a particularly heavy backload on
spacecraft radiators in low-altitude orbits.

Usually the spacecraft is warmer than the effective Earth temperature, and the net
heat transfer is from spacecraft to Earth. However, for analysis, it is convenient to
ignore Earth when calcuiating radiant heat rejection from the spacecraft to space and
to assume that Earth does not block the view to space. Then the difference in IR energy
is added back in as an "incoming" heat rate called Earth-emitted IR.

Another significant form of environmental heating is known as free molecular
heating (FMH). This is a result of bombardment of the vehicle by individual molecules
in the outer reaches of the atmosphere. For most spacecraft, FMH is only encountered
during launch ascentjust after the booster's payload fairing is ejected. It is desirable
to drop the fairing as soon as possible after launch to minimize the amount of dead
weight the booster must deliver to orbit. The point at which the fairing is separated is
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often determined by a trade-off between the desire to save weight and the need to
protect the spacecraft from excessive atmospheric heating. Some spacecraft also
experience FMH if they have exceptionally low perigee altitudes or use aerobraking
maneuvers that cause them to dip into a planet's atmosphere. In most cases, FMH
effects can be tolerated by the on-orbit thermal design so that no special thermal design
changes are required to protect the spacecraft from it.

Environment of Interplanetary Mis sio ns

Interplanetary trajectories can expose spacecraft to a range of thermal
environments much more severe than those encountered in Earth orbit. During most
of an interplanetary cluise, the only environmental heating comes from direct sunlight,
which falls off as the square of the distance from the Sun. During a flyby, or after a
spacecraft is placed into orbit around a planet,, it is also exposed to IR and albedo loads
from the planet.

Planetary and lunar IR and albedo environments are given in Table 11-458. They
vary widely due to the various planet's different distances from the Sun and different
atmosphere and surface characteristics. Gilmore [2002] provides a detailed character-
ization of the thermal environments of the planets.

TABLE 11-458. Albedo and lR Emission of the Planets. This table shows representative
values of albedo and lR emission for the planets of our Solar System. Perihelion

"^o "on"ji:j;?li"e;lt|;:jii#s;nlhe 
orbits of Mercury and Mars where thev

11.5.2 Thermal Control Components

Surface Finishes

In spacecraft thermal designs, wavelength-dependent thermal control coatings are
used for various purposes. Solar reflectors such as second-surface mirrors and white
paints or silver- or aluminum-backed teflon are used to minimize absorbed solar
energy, yet emit energy almost like an ideal blackbody. To minimize both the absorbed
solar energy and infrared emission, polished metal such as aluminum foil or gold plat
ing is used. On the interior of the vehicle, if it is desired to exchanle energy with the
compartment or other equipment, black paint is commonly used. Thus, the existing
state of the art uses a rather wide variety of coatings which have wavelength.dependent
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thermal properties. The problems of in-space stability, outgassing, and mechanical
adhesion to the substrate have been resolved for most coatings. There are many fully
qualified coatings, so development and qualification ofa new coating for a new design
is normally unnecessary.

Sudace finish determines c, r

Environrnental heal loads (Qextemat)
Z2 Ad.(solat + albedo)'  

A  e ( lR )

ftr3?lt* 
enersy (Q,"6;261)

Environmental loads +IQn, = Reradiated energy
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Fig' 11'15. Radiator Energy Balance (no external blockage). Note that we must select
radiative properties of the spacecraft surface to achieve an energy balance among
spacecraft intemal dissipation, external heat sources and reradiation to space to
obtain the desired temperature.

The two primary surface properties of importance are the R. emissivity, e, and the
solar absorptivity, a. Table 11-46 shows the range of properties available for some
common surface finishes. Two or more coatings are sometimes combined in a
checkerboard or striped pattern to obtain the desired combination of average absorp-
tivity and emissivity if it can not be obtained in a single material.

As an example, the average temperature of a sphere at 1 AU from the Sun can be
calculated as follows:

o T 4 -  @ / e ) x S x ( A r t A ) (1  1 -10)

where o is the Stefan Boltzmann's constant, 5.670 5l x 10-8 Wm2 K4, Ao is the pro-
jected area, A is -the total area, and S = L367'V,//mz (the solar constant). For a sphere,
Au/A = nPl 4n?=0.25. If the sphere is painted withZg3 white, a/e= 0.77 10.92 and
T=-9A oC. For a sphere painted withZ306black, a/e=0.92 10.89 and I= 8 oC.

Thermal control finishes are affected in orbit by charged particles, ulfraviolet
radiation, high vacuum, and the contaminant films that deposit out on almost all space-
craft surfaces. The general result of these processes is an increase in solar absorptivity
.with little or no efflect on infrared emissivity. This is normallv undesirable from a

1810 (aphelion)



436 Spacecraft Subsystems 11.5

TABLE 11-46. Propert ies of Common Finishes. The absorptivi ty and emissivity of typical
soacecraft finishes are shown here. Note that a combination of finishes can be
made to create the desired absorptivity to emissivity ratios.

'Anodizing and similar surface treatments musl be carefully controlled in order to produce repeatable
optical properties.

thermal control standpoint because spacecraft radiators must be sized to account for
the substantial increase in absorbed solar energy that occurs due to degradation over
the mission. These radiators, which are oversized to handle the high solar loads at
"end-of-life," cause the spacecraft to run much cooler in the early years of the mission,
sometimes necessitating the use of heaters to avoid under-temperatures of electronic

,components. The degradation is, therefore, a problem not only because of the solar
load, but also because of the change in load over the course of the mission. The stabil-
ity of coating properties is important in order to both limit maximum temperatures and
minimize heater-power requirements.

Insulation

Muhilayer insulation (MLI) and single-layer radiation shields are among the most
common thermal control elements on spacecraft. MLI blankets are used either to
prevent excessive heat loss from a component or excessive heating from environ-
mental fluxes or rocket plumes. Most spacecraft are covered with MLI blankets, with
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Surface Finish a (Beginning of Lite) E

Ootical Solar Reflectors
8 mil Quartz Minors
2 mil Silvered Teflon
5 mil Silvered Tellon
2 mil  Aluminized Teflon
5 mil  Aluminized Teflon

0.05 to 0.08
0.05 to 0.09
0.05 to 0.09
0 .10  to  0 .16
0 .10  to  0 .16

0.80
0.66
0.78
0.66
0.78

White Paints
S13G-LO
293
zol
Chemglaze 4276

0.20 to 0.25
0.17 to 0.20
0.1 8 to 0.20
0.22to 0.28

u . d 3

0.s2
0.91
0.88

Black Paints
Chemglaze 2306
3M Black Velvet

0.92 to 0.98
-o.97

0.89
0.84

Aluminized Kapton
1/2 mil
l  mil
2 mil
5 mil

0.34
0.38
0.41
0.46

0.55
u.o  /
0.75
0.86

Metallic
Vapor Deposited Aluminum (VDA)
Bare Aluminum
Vaporized Deposited Gold
Anodized Aluminum

0.08 to 0.17
0.09 to 0.17
0.1 I to 0.30
0.25 to 0.86.

0.04
0.03 to 0.10

0.03
0.04 to 0.88-

Miscel laneous
'114 mil Aluminized Mylar, Mylar Side
Beta Cloth
Astro Quartz
MAXORB

(Material degrades in sunlight)
0.32
-0.22
0.9

0.34
0.86
0.80
0 .1
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Fig. 11-17A. Composition of a Typical MLI Blanket. Multilayer insulation blankets are made
of fairly sophisticated layers of low-emittance films with low conductivity between
layers. (Courtesy NASA)
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Radintors

Most spacecraft waste heat is rej
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side of the spacecraft, or panels d
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Fig. 11-178. Effective Emittance vs. Number of Aluminized Layers. This figure illustrates- 
theoretical and experimental data for embossed aluminized (one surface) mylar
insulation versus number of insulation-blanket layers. Note that the emittance for a
multilayer blanket theoretically varies inversely with one over one plus the number
of layers.
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tions with minimal penetrations, the e* laboratory performance approaches 0.005 at

tive alternative for internal propellant lines. External lines that are exposed to sunlight

degrade MLI performance. If atmospheric pressure and gravity are low enough,
simple trapped gas spaces alone may be sirfficient to limit heat loss to the surround-
ingJ. the underlying,principle behind all of these insulation types is to trap gas within
volumes small enough to eliminate convection effects. Tqtal heat transfer is thereby
limited to what can conduct through the low conductivity insulation material and gas

and radiate acrbss the insulation through a process of multiple absorptions and
emissions within the insulation material structure. To complicate MLI design further
each layer rnust be grounded to reduce the chance of electrostatic discharge.
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Q  =  e o A T 4 ( 1 1 - 1 1 )

cryogenic radiators extremely sensitive to environmental heating and heat leaks
through insulation and supports, and leads to special design considerations.

Radietors

Most spacecraft waste heat is rejected to space by radiators. These occur in several
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Fig. 11-18. Blackbody Radiator Heat Rejection. Heat rejection or heat radiating capability
increases with temperature. For example, the radiating capability at 50 6C d aOorit
twice that of a surface at 0 'C.

*The metric unit of temperature is the Kelvin, K, which is measured in the same units as the
Celsius scale, oC, but starts at absolute zero. By definition, 0 "C = 773.r5 K. In correct metric
usage, the word "degree" is used with the Celsius scale, but not with the Kelvin sca]e. For
gITnPb: "0 degrees Celsi'rs equals 173. I 5 Kelvin" is correct, while "0 degrees Celsius equals
273.15. degrees Kelvin" is incorrect. Unfornrnately, K is widely used in astronautics both for
1024 in computer systems analysis and for $1000 in cost analysis. (Of course, k is the metric
prefix for 1000.) To avoid confusion, we use oK and "c throughout. However, many of the
references correctly omit the "'" symbol when using the Kelvin scale.
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Most spacecraft radiators reject between 100 and 350 watts of spacecraft internally
generated electronics waste heat per square meter. The upper end of this range is
typical of a radiator that runs at a fairly high temperature (say 40 'C) and experiences
relatively modest heat backload from the environment or other spacecraft surfaces.
The lower end of the range represents a radiator running below room temperature in
low-Earth orbit, where environmental backloads can be substantial. The actual sizing
is determined by a thermal analysis that considers the desired operating temperature,
worst-case satellite waste heat, environmental heating, and radiative and conductive
inti:ractions with other spacecraft surfaces. Weights allocated for radiators typically
vary from almost nothing, if an existing structural panel is used as a radiator, to around
12kglmz for a heavy deployable radiator and its support and deployment structure.

Heaters

Ideally, thermal control of a satellite or component would be achieved using only
passive techniques, such as surface finishes. Unfortunately, orbital and seasonal vari-
ations in environment and component heat-generation rates, along with degradations
of surface finishes over time, can drive temperature variations in a passive design to
ranges larger than some components can withstand. Because of this, heaters are
sometimes required to protect components from cold-case environmental conditions
or to make up for heat that is not dissipated when an electronic box is turned off.
Heaters may also be used with thermostats or solid-state controllers to provide
precise temperature control of a particular component. A third common use for heaters
is to warm components to their minimum operating temperatures before they are
turned on.

The most common type of heater used on spacecraft is the patch heater, several of
which are shown in Fig. 1l-19A. It consists of an electrical resistance element
sandwiched between two sheets of flexible electrically insulating material, such as
Kapton. The patch may have one circuit, or more than one, depending on whether
redundancy is required within the patch. Redundancy is generally required on space-
craft systems since heater circuits can fail. Sometimes the redundancy is provided
within the patch and sometimes it is provided by using two separate patches. The patch
heaters shown in the figure illustrate the custom shapes to which these heaters may be
made. In most instances, however, a simple rectangular patch of some standard dimen-
sion is used.

(A) Patch Heaters (B) Cartridge Heater

Fig. 1 1 -1 9. Types of Heaters. Patch and cartridge heaters are used on many spacecraft to meet
the heating needs of different types of equipment. These heaters arc very important
to the successtul operation of key components, so we often use redundancy to
increase reliability of these devices.

A cartridge heater is another type that is often used to heat blocks of material or
high-temperature components such as hydrazine-thruster catalyst beds. Such a heater
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is shown in Fig. 1l-l9B and consists of a wound resistor enclosed in a cylindrical
metallic case. A hole'is typically drilled in the component to be heated and the
cartridge potted into the hole. Another attachment technique involves the use of a
clamp or small bracket to hold the heater. These heaters are typically a quarter inch
diameter or less and up to a few inches long.

Almost all heater systems have some sort of switch or control. This typically
involves a relay that is commandable from the ground to enable or disable power to
the heater, a fuse to protect the spacecraft from a short circuit, and, most cornmonly, a
thermostat or solid-state controller to turn the heater on and off at predeterrnined
temperatures. More sophisticated satellites sometimes use their on-board computer to
monitor temperatures and turn heaters on and off as appropriate using relays.

The simplest arrangement involves only the heater, a fuse, and a gr_ound com-
mandable relay to turn the heater on and off This agangement is rypically used for
heaters that are activated only for special events, or for heaters that can be left on all
the time. A typical application is heating up the catalyst beds on hydrazine thrusters to
100 "C before the thruster is fired. (Firing the thruster with a low initial catalyst-bed
temperature dbcreases the catalyst life.) The heater is commanded on, the catalyst-bed
is heated, the thruster is fired, and the heater is turned off until the next maneuver, all
under ground control.

(A) Elmwood Thermostat (B) TAYCO Solid-State Controller

Fig. 11-20. CommonControl Devices. Mechanical thermosiatsaretypicallyusedtocontrol ttre
operation of heaters on a spacecraft. Mechanical thermostats are fairly reliable but
typically we have a large number of them on a spacecraft (up to several hundred on
some spacecraft) consequently we see occasional on-orbit failures. Because of this
and increasing spacecraft life requirements, solid stiate controllers are becoming
more common.

Historically,.the most cofilmon control device is a mechanical thermostat, such as
the one shown in Fig. 11-20A. These typically consist of a small hermetically sealed
can containing a switch driven by a snap-action bimetallic actuator. The temperature
at which the thermostat clicks on, known as its set point, is fixed for any given
thermostat. The engineer can select from an array'of standard thermostats available
from the manufacturer to get a set point close to what is desired, or a custom device
can be ordered. In addition to the set point, the dead band, or the difference between
the temperatures at which the thermosta[ turns on and turns off, is important. A smaller
dead band reduces the temperature swing of the device being heated and reduces
power consumption a little (since the average temperature is lower). On the other hand,
the smaller dead band also increases the number of cycles on the thermostat itself and
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decreases its reliability. In any event, dead bands less than 4 oC are not recommended
due to problems that have occurred in the past. Small dead bands have been known to
increase the chance of "dithering," in which the thermostat rapidly cycles on and off.
This is a failure condition that can cause the set point to drift iower, resulting in an
undertemperature of the component being controlled.

Even though thermostats are fairly reliable, the large number of them that may be
present on a typical spacecraft (up to several hundred) results in occasional on-orbit
failures. Because of this, and increasing spacecraft life requirements, solid-state
controllers are becoming more common. Such a controller, an example of which is
shown in Fig. ll-208, replaces the mechanical switch with an electronic device that
has a higher reliability and life expectancy. These are used extensively on the DMSP,
the Space Telescope, and the ISS. They employ a temperature sensor that can be
located either at the controller or at a remote location, as desired. Another advantage
of solid-state controllers is that extremely tight dead bands (< 0.1 "C) are possible for
very precise temperature control, such as required on the Space Telescope. Optical
systems, some sensors, and electronic frequency standards often require precise
temperature control, which cannot be achieved with a mechanical thermostat.

A number of military and scientific satellites have started to use on-board com-
puters to control heaters. Such systems read the temperatures from telemetry sensors
placed throughout the vehicle and send signals to turn relay-controlled heaters on and
off as required. This allows enormous flexibility since the control set points and dead
bands can be adjusted on orbit by uplinking new tables to the spacecraft computer.

Louvers

Louvers are active thermal .control elements that have been used in different forms
on numerous spacecraft. While most commonly placed over external radiators, louvers
may also be used to modulate radiant heat transfer between internal spacecraft
surfaces, or from internal surfaces directly to space through openings in the spacecraft
wall. In general, a louver in its fully open state aflows the rejection of six times as
much heat as it does in the fully closed state, with no power required to operate it. Thus
louvers find application where internal power dissipation varies widely as a result of
equipment duty cycles.

Fig .  11-21 . Fairchi ld and Northrop Louver Assembly Schematic, The most commonly used
louvers are the "venetian:blind" type that are typically opened to allow heat to radiate
away from the spacecraft and closed to keep heat from escaping.
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The most commonly used louver assembly is the "venetian-blind" type shown in
Fig. lI-2I. These louvers consist of four main elements: blades, actuators, sensing
elements, a_nd structural elements. The louver is placed over a high emittance, low
absorptance spacecraft radiator to modulate the flow of radiant heat from that surface.
Blades, which are driven by the actuators, are the louver elements that give variable-
radiation characteristics to the radiator surface,below. While closed, louvers shield the
radiator's view to space, but while.open, they allow radiative coupling to space. The
radiating characteristics ofthe radiator can be varied over the range defined by these
two extreme positions

The actuators drive the blades according to the perceived radiator temperature. In
most louver designs, a bimetallic spiral spring drives each louver blade independently
to ensure maximum reliability. Thus a single point failure is associated with one blade,
not the entire assembly. The actuator spring drives the blade angle as detdrmined by
the undedying radiator temperature. A strong conductive path between the actua-
tor and radiator is therefore sought to minimize the temperature gradient between
them.

Louver assemblies have been designed for operation in both shadow and sunlight.
Two design approaches that have been followed for operation in sunlight are the use
of a Sun shield to prevent direct solar illumination of the louver or the modification
of the louver assembly for high temperature operation if it is directly exposed-to
sunlight. Characteristics of iouvers offered by the principal vendors are shown in
Table l1-47A.

TABLE 1147A. Characteristics of Flight4ualified Rectangular-Blade Louver Assem-
blies,a Here you can find typical characteristics for three louver assemblies that
can be used to estimate mass and size.
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The effective emittance for some representative louvered-radiator designs are
shown in Table LL-418. Note that the emittance range for the MMS Landsat-4 design
that uses a sunshield is considerably less than the other designs that do not have
sunshields. The apparent emissiviry advant4ge of the unshielded designs, however, is
at least partly counteracted by the fact that the unshielded louvers will trap sunlight
between the open blades, which adds an additional heat load that must be lejected. The
choice of a shielded or unshielded design for any particular radiator will depend on the
results of the analyses that show the relative performance of each option given the
solar illumination profile for that particular radiator.

TABLE 1147B.. Louvers Effective EmissivityVariations withTemperature (test data).
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Heat Pipes

A heat pipe uses a closed two-phase fluid-flow cycle to transport large quantities
of heat from one location to another without the use of electrical power. The heat pipe
can be used to create isothermal surfaces or to spread out heat from a localized source
uniformly over a larger area. One-way (diode) heat pipes have been tested and flown,
as have variable-conductance heat pipes, which maintain a constant temperature
under varying heat load conditions. Since the driving mechanism is capillary pumping,
a relatively weak forqe, traditional heat pipes may be susceptible to severe per-
formance degradation when operating under gravity or acceleration, so planning is
needed to facilitate ground testing. Loop heat pipes and capillary pumped loops are
more advanced cousins of the basic heat pipes that can provide constant temperature
operation with varying heat loads under gravity or acceleration.

To illustrate how a heat pipe works, consider a simple horizontal heat pipe in
equilibrium with an isothermal environment, as shown in Fig. II-22A. The Iiquid in
the wick and the vapor in the vapor space are at saturation. If heat is applied to the
evaporator, raising its temperature, liquid in the wick evaporates (removing some of
the added heat), which depreSses the meniscus in the evaporator since less liquid is
present there. This process also raises the local vapor pressure, since it must be in
saturation with the heated liquid in the wick.

The difference between the increased curvature of the meniscus in the evaporator
wick and the unchanged meniscus in the condenser wick causes a difference in capil-
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Heat pipes have also been used to reduce temperature gradients in structures to min-

imize thermal distortion. The telescope tube of the Orbiting Astronomical Observatory

had three ring-shaped heat pipes to minimize circumferential temperature gradients.

The ammonia/aluminum heat pipes worked throughout the eight years of mission life.

The diode heat pipe was first proposed as a means of connecting a device to two

radiator panels on oppositq sides of a spacecraft, with the understanding that at least

one of the radiators would be free of any direct solar load at all times during the orbit.

The diodes would couple the device to the cold radiator, while preventing heat from

leaking back into the system from the radiator in the Sun. This type of thermal design

problem-in which heat from a temporarily warm radiator or from a failed refrigerator

must be kept from leaking back into the system-is an obvious application for a diode

heat pipe.
Thivariable-conductance heat pipe can be used to control the amount of active

temperature drops below the desirable range, heaters on the variable conductance heat

pipe reservoirs are activated, causing the control gas to expand and block off more of

ihi radiator area. If the temperatute rises above the range desired, power to the

reservoir heaters is reduced, increasing the active radiator area. This concept usu-

ally requires less power than using heaters directly on the box or system to be

controlled.

11.5.3 The Thermal Design and Development Process

The first step in the thermal design development process is to make an assessment

of the mission and hardware requirements that will drive the design. This process

requirements include:
. Temperature limits and reliability requirements for each component

' Equipment power dissipations and operating modes

. Range of mission orbit parameters

. Operational satellite attitudes

. Attitudes during stressed or failure modes

. Launch phase configurations and attitudes

. Ground cooling needs
' Autonomy requirements
. Thermal-distortion budgets
. Launch-sysiem interfaces
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. Interfaces with other subsr
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. Interfaces with other subsystems, such as
- Payloads
- Propulsion
- Attitude control

- Structures
- Telemetry, tracking, and command
- Computer and data handling

- Electrical power

. Contaminationcontrol

. Special thermal control requirements for components such as batteries, crystal
oscillators- and sensors.

Once specific design requirements have been identified, the thermal design
development process illustrated in Fig. 11-234 begins. This process is a combination
of design selection and supporting analysis. The selection of a viable thermal design
approach may become almost intuitive for an experienced thermal engineer. Detailed
thermal analyses are, however, always required to verify and refine tle design. Expe-
rience can minimizes the number of time-consuming analysis iterations required to
close in on a final design.

Establishing a preliminary thermal design for the spacecraft is usually a two-part
process. The first is to select a thermal design for the body, or basic enclosures of the
spacecraft, that will serye as a thermal sink for all of the internal components. The
second step is to select thermal designs for various components located both within
and outside of the spacecraft body.

As shown in Fig. 1I-238, we begin by assuming that a passive design will
successfully meet all thermal control requirements. As discussed earlier, a wide range
of thermal conffol hardware and techniques are available to achibve thermal control,
from simple surface finishes to complex heat transfer and refrigeration systems. The
spacecraft system requirements to minimize weight, cost, and test complexity while
maximizing reliability are usually served best by keeping the thermal design as simple
as possible and by avoiding-the use of acrive components. A design that relies only on
surface finishes and insulation blankets will be lighter, far less expensive to build,
more reliable, and easier to test than a design involving heat pipes, louvers, or refrig-
erators. Therefore, although active components will sometimes be required, they
should be used only when necessary.

Most three-axis stabilized spacecraft use the same basic approach to thermal
control of the spacecraft body, e.g., insulating the spaceiraft from the space environ-
ment with multi-layer insulation blankets and providing radiator areas with low solar
absorptance and high infrared emittance to reject waste heat. High-power components
are usually mounted on,the walls of the vehicle, which provides them with a direct
conduction path to the radiating surfaces on the outside. If component powers are high
enough, conductive doublers or heat pipes may be required to spread heat out over a
wider area so that it can be radiated away at a reasonable temperature. Components
mounted on shelves, panels, and structures internal to'the vehicle radiate their waste
heat to the outside walls ofthe spacecraft, where the heat is rejected to space. The over-
all thermal balance of such a spacecraft is shown irFig. II-24.

While an initial design is usually specified through a combination of experience
and simple hand calculations, a thermal analysis of the design in the principal mission
thermal environments must be performed to determine if all temperature control
requirements can be met. We do this by constructing analytical models, which consist
of a geomctric math model for calculating radiation interchange factors, and a thermal
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Fig. 11-24. Thermal Design Approach for Typical 3-axis Spacecraft. Most three-axis
stabilized spacecraft use an approach shown to control the thermal performance ot
the spacecraft body. Typically, we insulate the spacecraft from the space environ-
ment with multi-layer insulation (MLl) and provide radiator areas with low solar ab-
sorptance and high infrared emittance to reject unwanted heat.

required to determine what exactly is the.worst-case combination of factors, such as

orbit Sun angle, operating mode, vehicle attitude, or surface properties. A number of
parametric runs may also be required to close-in on optimurn sizing of radiators. If the
purely passive design is found to be inadequate, we repeat the process using thermal
control hardware elements that are increasingly active in nature, as illustrated in
Fig. 11-238. Once a satisfactory design is found, estimates of thermal control
subsystem weight and power are made and each thermal control hardware element is
specified in detail.

1.1.5.4 Thermal Control Challenges

The simplest thermal control scenario is to mount di5sipative components directly
on the inner surface of the spacecraft external structural panels. Some, or all, of the
external surface ofthe panel is used to radiate the heat load to space. Local heat loads
into the panel are spread over the panel area via conduction throUgh the panel. In
higher heat flux situations, thicker facesheets or doubler plates may be needed. In ex-
treme cases, heat pipes can be used to spread the heat load and isothermalize the
radiator or maximize radiator efficiency.

As spacecraft pack density increases, eventually not all components can be
mounted to these panels and some will need to be located internally, away from the
radiator panels. For lower power boxes, a radiative view to the spacecraft core or
external radiators may provide sufficient heat transfer to maintain operating tempera-
tures. In more extreme cases, efficient heat transport devices, such as heat pipes, will
be needed to maintain operational temperatures of these components.

As design complexity and performance levels increase, special thermal situations
often occur in the design of spacecraft and instruments. Typical thermal challenges
that may present themselves include:

. Batteries typically require cooler operating temperatures and smaller
temperature ranges than electronic components. For example, nickel-
hydrogen batteries require minimal temperature differences between each cell

11.5

and also within the cell fo
packaging. The heater (
controllers to minimize ce

External Mechanisms arr
environments are much mc
understanding the hot and

Optical Eleme nts generall
to coefficient of expansion
mounting substrate. For a
surfaces distributed over r
bench may be necessary to
Cold conditions may over
expansion mismatch betu
cracked. optics. In additic
generally requires thermal
mize thermal distortion.

Insers are typically a larg,
that may need to be temper
trol should be utilized. Thir

Some components, most usuall
(125 "K and below) and require s
thermal technologies that can be
systems, constant and variable con,
lary loops, and loop heat pipes. Eac
Cryogenic cooling can be accompl

. Passive Radiators are baser
to space; however, they mu
loads, like Earth albedo anc
to the upper cryogenic ranp
heat leaks via conduction. I

. inputs and the final, coldest

. Stored Cryogens are a pass:
heat, usually from IR deter
able, however, usually onll
and volume constraints in p

. Refrigerator Systems are a
heat over long durations. 

'

addressed with these systen

Many times, the packaging of a 1
high power per unit area of the co:
transfer of the heat into the radiator
hot scenario, if the required area is
the heat can be spread over the requ



11.s Thermal 451

Environmental
heating

and also within the cell for efficient charging, which leads to symmetric cell
packaging. The heater control upp.oaih 

-usualy 
n"."rritut., elechonic

controllers to minimize celr-to-cell temperature differences.

' External Mechanisms are located outside of the spacecraft where thermal
environments are much more extreme. Careful consideration must be given to
understanding the hot and cold scenarios.

' optical Eletnents generally don't like large cold temperature excursions due
to coefficient of expansion misma
mounting substrate. For a compli
surfaces distributed over an opti
bench may be necessary to maintz
Cold conditions may over-stress
expansion mismatch 

.lgtween the optic and mounting surface leading to
cracked optics. In addition, any opiical bench (instriment or spacecraft)
generally requires thermal isolation from components mounted to it to mini-
mize thermal distortion.

' Lasers are typicaily aratge heat source, requiring stable temperature conftol
that may need to.be temperature tuned to th; flight models, so a_djustable con_
trol should be utilized. This could require electr-onic controllers.

.--s-op: components, most usuaily IR detectors, operate at very cord temperatures
(i25 

'K and below) and require special cooling systems to achieve this. Advanced
thermal technologies that can be incorporat"d in th"r" ,""n-ior, include louver
systems' constant and variable conductance heat pipes, phase change materials, capil-
lary loops, and loop hear pipes. Each of these technbrogies i, 

"*piuiLJ 
in sec. 11.5.2.

Cryogenic cooling can be accomplished by several methods:

' Passive Radiators are based on the normal principle of radiative heat rejection
to space; however, they must be shielded from even small environmental heat
loads, like Earth albedo and planetary IR, to be effective. Still, they are limited
to the upper cryogenic range. Material selection is critical to prevlnt parasitic
heat leaks via condlction. Multiple stage radiators remove these parasitic heat
inputs and the f,rnal, coldest stage provides the actual sink for the detector.

' stored cryogens are a passive, expendable fluid or gas is used to absorb waste
heat, usually from IR detectors. These systems arJrelatively cheap and reli_
able, however, usuaily only viable for short or infrequent usage due to mass
and volume constraints in packaging the cryogen.

' Refrigerator syslems are active systems that use erectrical power to remove
heat over long durations. vibration, cooling, and longevity irru", must be
addressed with these systems.

, . Yuny times, the packaging of a particular electronics component yields a relatively
high power per unit area of the component's footprint dimensions, thus limiting thl
transfer of the heat into the radiator panel. During-the radiator area'assessment in the
hot.scenario, if the required area is iomewhat griater than the fooprint dimensions,
the heat can be spread over the required area if tf,e panel facesheet isjocally thickened
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under the component. In extreme situations, the required thickness may increase to a
point where a better spreading device is needed to minimize mass impact. Heat pipes

are typically used in this situation where their large heat transport capability can

readily spread the heat from a large local heat source over a larger area of radiator
panel. A drawback to these devices is that they must be arranged to allow operation
during ground testing. This usually requires them to be level, or a slightly adverse tilt
(evaporator < 0.02 cm above condenser) due to their low pumping pressure from small
differences in capillary forces inside the pipe. In certain situations, a pipe that is
vertical in ground testing can still be utilized, although the heat transfer capacity will
be significantly reduced. These are considered passive devices since no feedback
control is needed. However, it must be understood that they will operate in the

cold scenario as well, resulting in mote heater power to maintain component
temperatures.

11.5.5 Heat Balance Estimation

A successful thermal design must include adequate radiator area to accommodate
the maximum operational power during the hottest operational environment without
exceeding allowable temperatures. Heater power may be required to maintain mini-
mum allowable temperatures during nominal operations, especially for propulsion
components and batteries. Most spacecraft also require "survival" heaters to survive
potential reduced-power conditions, although component temperature allowables may
be much lower than in operational cases. Over the lifetime of a typical mission, varia-
tions in thermal environments and internal power dissipation combined with degrada-
tion of material properties can result in a large number of possible thermal scenarios.
Early in the conceptual design phase, it is essential that the hot and cold extremes of
these scenarios be identified, including variations in the operating condition of the
spacecraft.

Thermal environments depend on orbital characteristics, attitude profiles, and
spacecraft configuration. The typical range of operating environments can be.grouped
as follows:

Low-Earth Orbit (LEO) missions are usually between 400 and 800 km
altitude. Low-inclination orbits at these altitudes have eclipse periods that are
fairly consistent over the life of the mission. Most Sun-synchronous missions
have fairly constant eclipse periods and a smaller range of Sun angles to
contend with, and have a "cold side" of the spacecraft that is never in direct
sunlight. High inclination, non-synchronous rnissions have a full range ofSun
angles, and may have weeks or months with no eclipses. Albedo and Earth
infrared inputs (see Table I 1-454 and Sec. I 1.5.1) are significant contributors
to energy balance for LEO satellites.

Geostationury (GEO) missions generally maintain constant attitude for
observation or communication. The + 23.5" angular north-south motion of the
Sun during the year results in some solar input on the north and south facing
sides of the spacecraft, except during the equinoxes. Equinox is normally the
cold scenario for such a mission, with an eclipse season of about 3 weeks with
daily eclipses up to72 minutes, and minimal solar flux on the north and south
sides during daylight. Usually, the other four sides (Earth, zenith, east, and
west) experience 12 consecutive hours of Sun per 24-hour orbit, and would be
much less efficient radiator surfaces due to this variability. While on station,
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Radiator Requirements

From a generalized heat balance equation:

( l  1 -12)

(1  1 -13)

there Qa,rre.nol is the environmental heat absorbe d, einrc^otis the power dissipation,
Qrad.iato, is the heat rejected from the spacecraft primiiy'iiiiator surfaces, und qy2
is the heat lost from blankets and elsewhere on th; spacicraft
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To simplify the hot case calculation, we assume (conservatively) that the net Q,yL1
is negligible, so Qe*ernat becomes the flux absorbed by the radiators only. Fof an

individual radiator:

Qinternot I Qexternal= Qradiator (11-14)

Substituting Eq. (11-11) for Qrotr;o1o, and qrr,rrr.1 A for Qrrr"r,rol, the radiator heat

balance becomes:

Qinrcrnall gexternal A = e OATa (r r-1s)

11.5

TABLE 11-48A. Thermal Parametel
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Minimur

MLI :
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Eflectiveness

0.55
0.67

0.01 cold
0.03 Sun

Power Dissipation Maximu
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Solution: A nadir facing radiatr
with some direct solar illuminatior
constant around the orbit since the
will be at a maximum near the sub
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minimum beginning of life solar r
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absorptance value of 0. I 5 to accour
mission. The results of these calcul

Because the thermal time consta
compared to the orbital period, we

where Q;nr"rnol is the internal spacecraft heat, qrrr"^o, is the external environmental

heat load on the radiator per unit area, A is the area, e is the radiator emittance, o is

the Stefan-Boltzmann constant (5.670 51 x 10-8 Wm2Ka), and T is the radiator

temperature.
The external environmental load, qrr,rr,ro1, can be broken down into the following

individual heat loads:

gerternal= 9solar* 9albedo* 9EarthlR t 9backload (1  l -16)

where qrolo, is the absorbed solar load per unit area, galbedo is the absorbed heat load
per unitirea, gEarttrlRis the absorbed Earth IR heat load per unit area, and q6or1r1oo7is
the'radiative heat load from external spacecraft surfaces (solar arrays, antennas) that

is absorbed on the radiator.
To size a radiator, one must calculate a value for each of the terms in Eq. (11-16).

The solar term, qro1o, can be calculated as discussed in Sec. 5.1 and will not be repeat-

ed here. Earth IR and albedo loads per unit area, gEarth IR and qo16r4o, can be calculated
using the following:

gEartyn = E IgpFBp

galbe do = d l ro Io, P albedo F albe do

where cr and E are the absorptivity and emissivity of the radiator, IByp and Iro1u, are the

intensity of the Earth IR and solar fluxes, and pu16"6o is the Earth's albedo. Suggested
hot and cold case values fol these parameters are shown in Table 11-48A. The remain-
ing terms, FBp and Folgedo, &r€ geometrical factors that account for the direction of the

radiator relative to the Earth and Sun. (See Appendix D.2) Calculating the radiative
backload from other spacecraft surfaces, gbackload, requires geomeffic modeling of the
spacecraft that is beyond the scope ofthis discussion. Generally speakrng, however, if
the view that a surface has to space is blocked to a substantial degree by views to other
spacecraft surfaces, this backload term can be so large as to make the surface useless
as a radiator. For this reason, radiators are usually located on surfaces that have a
reasonably clear view to space.

Obviously, the most efficient radiator surfaces are those that minimize the external
loads represented by the constituent terms of gextenwt. Radiator coatings are therefore
critical to the thermal design; coatings with low solar absorptance minimize Sun and
albedo input, and a high emittance is required to maximize radiation to space'
Backload on the radiator can be minimized by relative location of radiators and
external components, especially solar arrays. Low-Earth orbits generally allow use of
orbit average flux values for heat balance calculations on internal compo-
nents,since their orbit periods are short relative to the thermal time constant of the
comDonents.

( 1  1 - 1 7 )

( 1 1 - 1 8 )

r , r L r r i
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TABLE 1 1-48A. Thermal Parameter Variation for Hot and Cold Assessment in Earth Orbit.
This table provides typical values that can be used to assess the worst-case hot
and worst-case cold conditions for soacecraft in Earth orbit.

Parameter Hot Case Cold Case Comments
Solar Constant 1420W/mz 1360 W/mz Early assessment should use

worst-case oarameters.Albedo 0.30 0.23
IR 244Wlmz 218Wlmz
Radiators:

Solar Absorptance
lR emittance

Maximum
Minimum

Minimum
Maximum

See Sec. 11.5.1

MLI:
Solar Absorptance
lR Emissivity
Effectiveness

n E t

0.67
0.01 cold side
0.03 Sun side

0.35
0.75

0.03 cold side
0.01 Sun side

Kapton outer layer -
Kapton outer layer
Biased etfective emissivity

Power Dissipation Maximum Minimum Based on component estimates

Geosynchronous spacecraft can utilize average fluxes on only the north and south
sides because the Sun maintains a constant angle to those surfaces over an orbit; the
other four sides each get about 12 hours of Sun at varying angles of incidence during
the 24 hour orbit.

Example

Problem: Determine the radiator area and heater size needed for a group of
electronics boxes located on the nadir face of an Earth pointing spacecraft. These
boxes have an allowable mounting surface temperature range, while operating, of -10
to +50 oC and a minimum non-operating temperature of -20 oC. the electronics boxes
dissipate a maximum of 500 W and a minimum of 400 W when operating and 0-W
when not operating. Assume a 5-year mission in a 500 km altitude, 90 deg inclination
Earth orbit.

Solution: A nadir facing radiator will receive Earth iR and albedo heat loads along
with some direct solar illumination in this low-Earth orbit. The Earth IR load will be
constant around the orbit since the radiator is constantly facing straight down. Albedo
will be at a maximum near the sub-solar point and decrease to near zero as the space-
craft crosses the terminator. Because there is only a brief period, between eclipse
entrance or exit and terminator crossings, when this surface will receive direct solar
illumination at a shallow angle of incidence, we will neglect the contribution of direct
solar load in this calculation. (To be rigorous, one could calculate the solar load using
the equations provided in Sec. 5.1.)

Using Eqs. (11-17) and (11-18) and the tables in Appendix D.2, we can calculate
the absorbed Earth IR and albedo fluxes for a number of points around the orbit. If we
assume that the radiator has the 5-mil thick silver teflon surface finish commonly used
on radiators in low-Earth orbit, the radiator will have an emittance of 0.78 and a
minimum beginning of life solar absorptance of 0,05. Because the radiator absorp-
tance will increase over its life, however, we must also consider an end-of-life
absorptance value of0.15 to account for the degradation that will occur over the 5-year
mission. The results of these calculations are shown in Table l1-48B.

Because the thermal time constant of a radiator coupled to electronics boxes is large
compared to the orbital period, we can size the radiator to orbit-average fluxes. From
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TABLE 11-48B. Earth lR and Albedo Heat Loads Absorbed on an Earth Facing Radiator in
a 500 km, 90 deg Incl ined Orbit .  p is the angle of the Sun out of the orbit

Plane.

Table 1 l-48A we can see that the hottest case occurs at end of life for an orbit p angle

of 0 deg. If we allow for 10 oC of analysis uncertainty margin, we can use Eq. (11-15)

and set the sum of the maximum electronics waste heat and the heat load absorbed
from the environment under hot case conditions to equal the radiator heat rejection
capacity at 40'C (313 'K):

500 w + (182 W6z; A = (0.78) (5.67 x 10-8 WmzKa) A (313 "K)4 (1  r -19)

Solving for A, we get an area of 2.06 m2.
To determine if any heater power is required during normal operations, we again use

Eq. ( 1l - 15) to calculate the minimum temperature under cold-case conditions. We use

the above area with the cold case power dissipation of 400 W and cold case environ-
mental loads from the 90 deg B angle orbit to solve for temperature:

400 w + (148 wm2) (2.06 ml= (0.78) (5.67 x 10-8 WmzKa) (2.06m\ (T)4

Solving for T, we get a cold case minimum temperature of 297 "K = 24 "C. Subtract-
ing l0;C for analytical uncertainty gives a minimum operating radiator temperatule
of 14 'C, which is well above the minimum allowable operating termperature of
-10 ' c .

To determine the heater power required to keep the electronics above their
minimum non-operating temperature limit, we add 10 oC of uncertainty margin to the
minimum allowable non-operating termperature and use Eq. (11-15) to solve for the
power required to keep the radiator above -10 oC under cold case conditions:

(XW) + (148 Wm2) (2.06 m2) = (0.78) (5.67 x l0 -e wmzKa) (2.06 m2) (263'171+ (11-21)

Solving for X, we get a heater power of l3l W needed to keep the electronics above
their non-operating minimum temperature limit under worst-case conditions.
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11.5.6 Mass, Power, Telemetr
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TABLE 11-49. Thermal Hardware l\
power for typical coml

Thermal Component Mass

Mult i-Layer Insulat ion 0.73 kgin

Miscellaneous:
Heaters (kapton)

Thermostats
Thermistors

Adhesives/paints

Various

Heat Pipes (NH3) 0.15 kg/r

LHP Evapbrator 2-5 kg

Radiator Panels 3.3 kg/m;

Electronic Controllers 0.2 kg
- VCHP = Variable Conductance Heat Pir

Power

Thermal control power estimat
electronic controllers are used. I
electronics used for thermal con
estimates.

. Operational.' for worst car
should be made for the col,
or electronic controllers w
differential functionality, m
ware may also be utilized il

p
Position in Orbit (deg)

U 30 OU 90 120 1 5 0 180 210 240 270 300 330 A v g .
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Albedo
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1 6 1
75

t o l

56
1 6 1
JZ

1 6 1 1 6 1
0

1 6 1
0

t o l

0
t o  I

0
1 6 1
0

1 6 1 t o l

32
1 6 1
co

l o l

21
182

90 IR
Albedo
Total

1 6 1 t o l 1 6 1
-u

161
-0

t o  I

-0
t o l t o l t o  I

-U

1 6 1
-0

1 6 1 1 6 1 1 6 1
-0

1 6 1
-0

161

COLD CASED

0 I R
Albedo
I otal

148
1 5

148
1 3

148
7

148 148
0

148
0

148
0

148 148
0

148
-0

148
7

148
1 3

148
5

153

90 I R
Albedo
Total

148
-0

t48
-U

148
-0

148
-0

149
-0

148
-0

148
-0

148 148
-0

148
-0

148
-0

148
-0

148
-U

148

aHot case: EOL absorptance of O 15 and maximum albedo (O 30) and Earth lR (2214 Wmz) constants
boold case: BOL absorptance of 0 05 and minimum albedo (0.23) and Earth lR (218 Wmz) constants
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11.5 Thermal

f1.5.6 Mass, Power, Telemetry Estimates

Mass

Historically, the TCS mass loosely correlates to the spacecraft dry mass or total
spacecraft power generation capability. Typically the thermal control'hardware rnass
is 2 to lj%o of the spacecraft or instrument dry mlss. A purely passive thermal control
approach tends toward the lower end of the range. If-activl control techniques are
used, the mass tends toward the higher end of the range. .
. A9 the complete ttrermal control approach is foinulated and a hardware list is

developed component-level estimates iin be performed to provide u .nora accurate
Ssjejsr-nen1._For, low-power spacecraft, the bulk of the thermal mass is usually the
lLI: -b.u, if radiator parels or heat transport systems are to be used, their mass
should be estimated early. Any hearer controllei electronics, as well u, 

"ri 
n1;,or,

wiring, and thermostats, should be included in the thermal control subsystem mass
estimate.

TABLE 11'49. Thermal Hardware Mass and Power Estimates. The estimates of mass andpower for typical components of the thermal convol system are shown here.

'VCHP = Variable Conductance Heat pipe

Power

argrn
use Eq. (1 1- 15) to solve for the
ler cold case conditions:

zK+; 1z.06rpz; (263 "K)4 (lt-21)

d to keep the electronics above
' worst-case conditions.

. 
Thermal control power estimates normally only consist of heater power, unless

electronic controllers are used. The powei required for operation of dedicated
electronics used for thermal control ihould be- allocated to th"' thermal .system
estimates.

' Operational.' for worst case energy balance determination, these estimates
should be made for the coldest operational scenario. Mechanical thermostats
or electronic controllers with a combination of proportional, integral, and
differential functionality may provide control of these heaters. Onboard soft-
ware may also be utilized if sufficient temperature sensors are provided.

I

Thermal Comoonent Mass Power Comments
MultFLayer Insulation 0.73k1lmz 0 Based on 15 layers
Miscellaneous:

Heaters (kapton)
Thermostats
Thermistors

Adhesives/paints

Various Various Based on heater power requirements

Heat Pipes (NH3) 0.15 kg/m 10W for
VCHP'

Mass per unit length :

Add 1-3 kg each for
VCHP reservoirs
Control power for VCHPs only

LHP Evaporator 2-5 kg 10-30 w Control power
Radiator Panels 3.3 kg/mz 0 Honeycomb radiator

Add heat pipe mass
if embedded

Electronic Controllers 0.2 kg 1-3 W Each
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Survival: these estimates should be based on a cold survival scenario. Circuits
should be controlled in the most reliable (and redundant) manner, utilizing the
minimum resources that would likely exist in this mode, e.g., reduced onboard
software capability may not allow for heater control algorithms or fault
detection and isolation routines. For example, hydrazine propulsion systems
require protection from fleezing (2 "C) at all times and should be considered
as a survival circuit.

Telemetry and Comrnands

Temperature sensors that are located inside components are used to ensure the
correct temperature information is monitored and a determination of the thermal
health and safety status of the spacecraft or instrument can be made. Every effort
should be made to provide for sufficient temperature sensors early in the program, to
ensure that sufficient interfaces are available to read these sensors. Thermal com-
mands are usually necessary only when electronic or software heater control is used.
While commands can usually be added late in the design flow, the associated hardware
(relays to enable or disable the circuit) must be identified early.
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11.6 Structures and Mechanisms

Thomas P. Sarafin, Instar Engineering
Peter G. Doukas, Lockheed Martin Astrbnautics
James R. M c c andless:nd 

#ffi^^#;:#X;i;
The structures and mechanisms subsystem mecharically supports all other space-

craft subsystems, attaches the spacecraft to the launch vehicle, and provides for
ord,nance-activated separation. The desig.n must satisfy all strength and- stiffitess
requirements of the spacecraft and of its interface to the booster. Pimary structure
carries the spacecraft's major loadsi secondary structure supports wire bundles, pro-
pellant lines, nonstructural doors, and brackets for components typically under 5 kg.

In this section, we describe how to develop a preliminary design for a structures
subsystem. We begin by considering the spacecraft's operating environments and de-
signing the structure with overall spacecraft packaging in mind. After conducting uu-
merous design trades, we then assess each structural member for its most likely failure
modes, possible weight savings, and need for reinforcement. See Fig. 11-25 for details.

Ssction 1 1.6.1 Section 11.6.2 Section 11.6.3
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- Mission
- Launch Vehicle
- Environments

- Subsystem
Requirements

- Envelope
- Accessibility
- Producibility
- Deiine Load Paths

- Construction
Options

- Material Options

-Test Criteria
- Design Criteria

Fig. 11-25. The Preliminary Design Process for Structures and Mechanisms. We move
frorir left to right, iterating as needed, when designing the spacecraft structure.

11.6.1 Structural Requirements

Structures must endure environments from manufacture to the end of the mission'
Team members should contribute from all disciplines: engineering, manufacturing,
integration, test, and mission operations. This interdisciplinary approach ensures,
coverage of all critical requirements--€ven those which seem minor: The following
discussion ofthe Space Shuttle's external tank structure show why we should not over-
look any event in the structure's lifetime.

The aluminum skin of the external tank must have a very tight manufactudng
tolerance. Adding just 0.0254 mm (0.001 in) thickness to the entire shell of its forward
tank for liquid oxygen adds 220 kg to tank mass. Special handling f,rxtures must cradle
the tank's wall sections to keep them from collapsing during welding, as they cannot

Develop
Packaging

Configuralions
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support their own weight. The nose section of the completed external tank experiences
its most severe loads before launch from winds occasionally gusting against an empty
and unpressurized tank. Table 1 l-50 lists typical mission phases and possible sources
for structural requirements

TABLE 11-50. Typical Sources for Structural Requirements by Mission Phase, The struc-
tural design must account for specific loads in every phase.
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The launch vehicle is the most obvious source of structural requirements, dictating
the spacecraft's weight, geometry, rigidity, and strength. The launch vehicle, selected
orbit, and upper stage determine the spacecraft's allowable weight. see Table 1g-4 for
launch-vehicle data.

The core body structure and spacecraft adapter typically account for l1Vo to 20Vo
of a spacecraft's dry weight. Appendages, component boxes, and'most secondary
structures apply to the weight of other subsystems. On the structures and mechanisms

A spacecraft's size depends on choosin g the payload fairing compatible with the
launch vehicle. These protective shrouds shield the spacecraft fiom direct air loading

Mission Phase Source of Requirements

Manufacture
and Assembly

. Handling fixture or container reactions

. Stresses induced by manufacturing processes (welding)

Transport
and Handling

. Crane or dolly reactions

. Land, sea, or air transport environmenls

Testing Environments from vibration or acoustic tesls
Test fixture reaction loads

Prelaunch Handling during stacking sequence and pre-flight checks

Launch
and Ascent

. Steady-state booster accelerations

. Vibro-acoustic noise during launch and transonic phase

. Propulsion system engine vibrations

. Transient loads during booster ignition and burn-out, stage s6parations,
vehicle maneuvers, propellant slosh, and payload fairing separation

. Pyrotechnic shock from separation events

Mission
Operations

Steady-state thruster accelerations
Transient loads during pointing maneuvers and attitude control burns
or docking events
Pyrotechnic shock lrom separation events, deployments
Thermal environments

Reentry and Landing
(if applicable)

. Aerodynamic heating

. Transient wind and landing loads
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and contamination. The spacecraft and its fairing have a prescribed dynamic envelope,
or space allocation, that takes into account expected deflection and the possible addi-
tion of thermal protection blankets. The spacecraft must be rigid enough so the fairing
and spacecraft do not encroach on each other's envelope. Although the Space Shuttle
does not have a traditional payload fairing, its cargo bay requires a similar envelope.
See Fig. 18-8 for an example.

The spacecraft's rigidity requirements specify rnore than maximum deflection. A

Requirements both intern al (en gine oscillations) -a .*t"*# ("#"*"#nt.::t j sources. The
launch vehicle contractor lists known natural frequencies for each launch vehicle (see
Table 18-9) and describes associated axial, bending, or torsional (twisting) modes. The
spacecraft structure tailored to avoid the launch vehicle's natural frequencies will
experience much lower loads. Typical resonance sources to avoid include interaction
between the spacecraft and the launch vehicle's control system, oscillations in the
propulsion system (pogo), aerodynamic buffeting during ascent, and bending of the
solid rocket motors.

Engine thrust during launch and ascent exposes the spacecraft to steady-stat€
acceleration along its axis. This acceleraiion steadily iacreases as a booster, depletes
fuel (less mass to propel), but comes to an abrupt end,_ or transient, at burn-out. The
acceleration resumes suddenly, with another transient, as the next stage ignites. Wind
gusts and vehicle maneuvers can induce lateral transients. Transients and steady-state
accelerations cause inertial loads, commonly specified as loadfactors, or multiples of
weight at sea level. Table 18-8 shows rypical load factors for several launch:vehicle
events.

Random vibration from engines and other sources is a critical source of load. At
lifroff, the major source of random vibration is acoustic noise, which radiates from
the engines to engulf the vehicle. Acoustics develop from aerodynamic turbulence
when the vehicle passes through the transonic portion of its flight. Structures with high
surface area and low mass, including skin sections and solar array panels, respond
strongly to acoustic noise.
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describe random vibration are distribution, frequency content, and magnitude. Typi-
cally we assume that a random spectrum has a Gaussian distribution, which determines
the percentage of time the vibration is within certain limits. The frequency content is
most commonly expressed as power spectral density (P-SD) even though "accelera-
tion" is more precise than "power" in this application. Vibrational power in a signal is
proportional to acceleration-squared. This is divided by the frequency bandwidth over
which the signal wa-s integrated, to make the quantity independent of bandwidth. Thus,
PSD is in units of g2lHz. To illustrate the power spectral density, we use a log-log plot
of g2lHz against frequency. The square root of the area under the curve is the time
history's rms value. This value equals one standard deviation, o, of the random accel-
eration. Figure 11-26 shows a random signal, its normal distribution, and a typical
PSD plot.

Pyrotechnic shock, another source ofload, comes from explosive separation events
involving the boosters, payload fairing, and spacecraft, as well as release mechanisms
for solar panels and other deployable appendages. This shock causes high acceleration
and high frequency over a very short time (see Fig.18-11). Because shock loads
attenuate quickly, they seldom damage structues removed from the immediate
impulse, but they may seriously harm nearby electronic components.
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2tH.

1 . 0

0 .1

0.01
1,000
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Fig. 1 1-26. Random Vibration. The plot shown on the left is an example of how acceleration
from random vibration would vary over time. The probability density curve (center),
with the same vertical scale, describes the relative likelihood of acceleration being
at a given value. This is a normal distribution, with each tick mark on the vertical
scale representing a standard deviation, o. The figure on the right is a plot of power
spectral density. lt describes the frequency content of the vibration and is equal to
the mean-square acceleration 1gz) in a selected frequency band divided by the
width, in Hz, of that band.

In actual design, we combine math models of the spacecraft and launch vehicle to
do a coupled loads analysis. In this analysis, we drive the coupled model withforcing
functions (force as a function of time or frequency) that are based on measured launch-
vehicle environments. Before we get to this point, though, we must configure the
structure, select from our design options, and roughly size the structure based on esti-
mated design loads.

11.6.2 Packaging and Configuring the Subsystem

Designers must trade the low weight of a high-density design against the need to
access individual components for testing or replacement before launch. The prelimi-
nary :urangement should account for every component in the design because the
spacecraft's structure inevitably becomes heavier if it must accommodate new compo-
nents. Added component masS multiplies through higher allowances for weight
growth, heavier structure for support, and more onboard propellants for attitude
control.

The payload and the attitude control approach most strongly influence a space-
craft's configuration, and the launch vehicle constrains it. Chapter 9 discusses
payloads and their requirements. Section 11.1 discusses spin- and 3-axis stabilization

sensing devices always require specihc fields of view and pointing accuracy. The
packaging designer must locate sensors to be unobstructed by antennas or solar arrays.

' I is the standard notation for both mass moment of inertia and area moment of inertia. In this
section, we use Mol for mass moment of inertia and r for a.rea moment of inertia.
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Advanced composite materials often help mounting-structure designs meet require-
ments for rigidity and thermoelastic distortion.

Communication antennas also require rigidity, thermoelastic stability, and a clear
field of view. One solution is to mount sensors and antennas on an appendage that is
stowed during launch, deployed on orbit for an unobstructed view, and constructed of
advanced composite materials for rigidity and therrnoelastic stability.

Components for command and data handling are often vulnerable to the environ-
ments of outer space, so we usually bury them in the center of the spacecraft to shield
against radiation. Interfacing wire bundles also weigh less when the processor, data
bus, and other control components are close together. . -

Propulsion subsystems include reaction-control assemblies and orbital transfer
stages. By purchasing thrusters in multiaxis combinations, called rocket engine
modules, we can reduce the number of propellant-lino welds needed on site during the
spacecraft's assembly. We uually place those modules on the spacecraft's periphery-far
from the spacecraft's center of mass-but we must keep them from cbnt.aminating
sensors, antennas, and solar array cells with propellant gases. A propulsion system
with a low operating pressure helps lessen the propellant tank's weight. Another
structural challenge is the need to support transfer stages, so the thrust vector rernains
aligned with the spacecraft's center of mass. These stages are usually heavy; so,
placing them on the bottom ofthe spacecraft stack, near the launch vehicle interface,
helps minimize structural weight.

The confrguralion of the power subsystem varies with power requirements and
orbital conditions. For example, we must determine where to stow solar panels during
launch and where to deploy them in orbit, so they do not touch or rest in the shadow
of other subsystems. By using fewer folds in the panels, we can keep the deployment
mechanisms simple and more reliable. Finally, batteries should be accessible for
pre-launch testing or replacement and placed where they will be at their optimum
temperature. Thermal control specialists can place components, select materials, and
suggest surrounding structure (open truss or closed skin panels with stiffeners) to help
control temperature. These measures help us avoid using other active temperature
control devices.

If we confrgure the structure and package components at the same time, we may
make the components part of the load-carrying structure. This concurrent approach
may also produce better symmetry in the structure, which satisf,ies frequency response
requirements. By using common members and joints throughout the design, we can
lower fabrication costs and more easily meet weight allocations. For example, beams
that make the spacecraft rigid can also support components. Establishing design routes
for wire bundles and propellant lines helps avoid the ineffrciencies of cutting through
structure later. We should design special joints to connect members made with differ-
ent materials because their varying rates of thermal expansion and contraction can be
detrimental. Finally, the spacecraft adapter must transition smoothly from the space-
craft to the interface on the launch vehicle's upper stage.

11.6.3 Design Options

In designing a structure, we consider optional materials, types of structure, and
methods of construction. To select from these options, we do Eade studies to compare
weight, cost, and risk.

A typical spacecraft structure contains metallic and nonmetallic materials. Most
metals are very nearly homogeneous, having constant properties fhroughout their
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composition, and isotropic, having the same properties regardless of direction. Non-
metals are usually formed with composites, or blends of more than one material.
Composite materials are not homogeneous and are normally not isotropic.

Materials are selected based on: ,

. Strength

. Stiffness

. Density (weight)

. Thermal conductivity

. Thermal expansion

. Corrosion resistance

. Cost

Ductility (which can prevent cracks)
Fracture toughness (ability to resist
crack growth)

Ease offabrication
Versatility of attachment options,
such as welding
Availabilitv

11.6 Struct

TABLE 11-51. Advantages and Dise

Material Advantag'

Aluminum . High strength vs. weigf
. Ductile: tolerant of con(

stresses
. Easy to machine
. Low density; efficient in

Steel ..  High strength
. Wide range of strength,

ductility obtained by tre

Heat-
resistanl

. High strength vs. volun

. Strength retained at hig

. Ductile

Magnesium . Low density-very effic

Titanium . High strength vs. weigh
. Low coefficient of therfi

Beryllium . High stiffness vs. densi

Composite . Can be tailored for high
strength, and extremely
of thermal expansion

. Low density

. Good in tension (e.9., p
tanks)

constructed of thin face sheets sepr
tion efficiently adds bending stiffi
provides guidance for selecting the

We can attach structural elemr
fasteners. But regardless of the se
much of the structural subsystem's
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attached by bonding, but the bond
ship. Normally, we must select a pr(
We can use bolts instead; however,
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The strength of mechanical fastr
as a result of process controls, insl

By far the most commonly used metal for spacecraft structure is aluminum alloy, of
which there are many types and tempers. Aluminum is relatively lightweight, strong,
readily available, easy to machine, and low in raw material cost. The stiffness-to-
weight ratio of aluminum is about the same as steel, but the strength-to-weight ratio is
usually higher. The main advantage of aluminum over steel for flight structures is its
lower density. For the same mass, an aluminum shell or plate would be thicker and
thus able to carry a greater compressive load before it would buckle. If we need harder
or denser materials, we normally choose steel or titanium.

Alloys are available in sheets, plates, extrusions, forgings, and castings. The pri-
mary source of material properties is MIL-HDBK-5, Metallic Materials and Elements
for Aerospace vehicle structures [u.S. Air Force Materials Laboratory, 1994], which
contains many properties and statistically guaranteed strengths for all commonly used
aerospace rnetals.

one popular advanced composite is graphite-epoxy, which has graphite fibers for
strength and stiffness in an epoxy matrix. composite fabric layers normally bond
together in designed fiber orientations, so they can provide properties not available in

Table 11-51 summarizes the advantages and disadvantages
monly used materials in spacecraft design. Table l l-52 shows
properties.

of the most com-
their representative
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constructed of thin face sheets separated by a lightweight core; this form of construc-
tion efficiently adds bending stiffness and stability. Section 15.3 of Sarafin [1995]
provides guidance for selecting the above r-ypes of structures.

We can attach structural elements with adhesive bonds, welds, or mechanical
fasteners. But regardless of the selected structure type and method of attachment,
much of the structural subsystem's weight wiil be in the fittings used to transfer load
from one member to another.

Most composite material structures have metal end fittings or edge members
attached by bonding, but the bond's strength depends on the process and workman-
ship. Normally, we must select a proper bonding process through development testing.
We can use bolts instead; however, local stress concentations around the fasteners can
cause failure at load levels much lower than a composite material can otherwise sus-
tain. Welding is also possible for most aluminum alloys, but heat from welding can
lower material strength near welds by more than 50Vo.If we need stiffness more than
strength, we may choose welding over mechanical joints. As with bonding, welding
processes require strict development, control, and testing.

The strength of mechanical fasteners, such as rivets and bolts, is very dependable
as a result of process controls, inspections, and frequent sample testing. But to fully

es regardless of direction. Non-
of more than one material.
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structures, which are
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shellhas lightweight,
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rd those loads out and to transfer
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TABLE 11-51. Advantages and Disadvantages of Commonly Used Materials.

Material Advantages Disadvantages

Aluminum . High strength vs. weight
. Ductile; lolerant of concentrated

stresses
. Easy to machine
. Low density; efficient in compression

. Relatively low strength vs, volume

. Low hardness

. High coefficient of thermal
exoanston

Steel . High strength
. Wide range of strength, hardness, and

ductility obtained by treatrnent

. Not efficient for stability
(high density)

. Most are hard to machine

. Magnetic

Heat-
resistant

. High strength vs. volume

. Skength retained at high temperatures

. Ductile

. Not etficient for stabiiity
(high density)

. Not as hard as some steels

Magnesium . Low densitf-very etficient for stability . Susceptible to corrosion
. Low strength vs. volume

Titanium . High strength vs. weight
. Low coefficient of thermal expapsion

. Hard to machine

. Poor fracture toughness if solution
treated and aged

Beryllium . High stitfness vs. density . Low ductility & fracture toughness
. Low short transverse properties
. Toxic

Composite . Can be tailored for high stiffness, high
strength, and extremely low coefficient
of thermal exoansion

. Low densiV

. Good in tension (e.9., pressurized
tanks)

. Costly for low production volume;
requires development program

. Strength depends on workmanship;
usually requires individual proof
testing

. Laminated composites are not as
strong in compression

. Brittle: can be hard to attrach
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TABLE 11-52. Design Properi ies for commonly used Metals [MIL-HDBK-sG, 1994]. The
design allowable slresses given here are statistically guaranteed for at least gg%
of all material specimens. Strengths shown are Ior lhe longitudinal direction (roll-
ing or extrusion direction) of the material; strengths are usually lower in the /ong-
transverse (across width) and shortlransverse (through thickness) directions.
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Fu = Allowable Tensile Ultimate Stress, the highest uni-axial tensile stress a material can sustain before
rupturing

Fcy = 
4!l9y3b!e.Comprcssive Yield Stress, the compressive stress that causes a permanent deformation of
0.2% of the specimen's length.

E = Young's Modulus, a.k.a. Modulus of Etasticity the ratio of stress to slrain (length change divided by
original length) in the linear elastic range (see Sec. 11.6.6).

e = Elongaiion, a measure of ductility, equal to the percentage change in length caused by plastic
deformation prior to rupture.

d = Coefficient of Thermal Expans,on, a measure of strain per degree temperature change. Values shown
Iot d, arc at room temoeralure.

develop fastener strength,-we must provide adequate fitting thicknesses, fastener spac-
ing, and edge distances. The torque value for installing a tension fastener *urt prouid"
a preload that will maintain stiffness and preclude fatigue,' which is a failure resulting
from cracks that form and grow because ofcyclic loading. A locking feature, typicall!

Material
Al loy and

Form

p
103 kg/m3

(lb/ina)

Ftu
106 N/m2

(103 lb/in2)

Fcy
106 N/m2

(10s lb/inz)

E
10s N/m2

(1 0o lb/inz)
e

u

1 0-6/"c
(10-6f F)

Aluminum
2219-T851

l" Plate

6061-T6
Bar

7075-T73
Sheet

2.85
(0.103)

2.71
(0.0e8)

2.80
(0.1 01 )

420
( 6 1 )

290
(42)

460
(67)

320
(47)

240
(35)

380
(55)

72
(10.5)

ou
(e.s)
71

(10.3)

1 0

a

22.1
(12.3)

22.9
(12.7)

22.1
(12.3)

Steel
17-4PH H1 1502

Bar
7.86

(0.284)
860

(125)
620
(s0)

1 9 6
(28.5)

1 6 11.2
(6.2)

Heat-Bes. AIIoy
A-286
2"Bar

lnconel 71 8
4"Bar

7.94
(0.287)

8.22
(0.2s7)

o7n

(1 40)

1 280
(1 85)

660
(e5)

1,080
(1 56)

201
(29.1)

203
(2e.4)

1 2

t z

to .z

(e.0)

12.2
(6.8)

Magnesium
AZ31B t124

Sheet
1.77

(0.064)
270
(3e) (24)

45
(6.5)

o 25.4
( 1 4 . 1 )

Titanium
Ti-6At-4V

Annealed Plate
4.43

(0 .160)
900
(1 30)

855
(124)

1 1 0
(16.0)

1 0 8.8
(4.s)

Beryllium
AMS 7906

Bar
1.85

(0.067)
320
(47)

290
(42)

1 . 1 . 5
(6.4)
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a deformed thread in the nut or insert, will prevent a threaded fastener from backing
out when the structure vibrates. Many similar guidelines help us design a dependable
structural joint.

)

E
10s lVm2

(106 lb/in2)
e

o/o

a
1o+fc
(1ffiF)

rglr rrurosoPly zrru ur

To develop a structure light enough for flight, and to keep spacecraft affordable, we
must accept some risk of failure. Material strengths vary because of random, undetect-
able flaws and process variations, and loads depend on unpredictable environments.
Random variables affect the adequacy ofmost structures, such as a dam whose load
depends on how much it rains; but for space missions, we must accept a higher prob-
abilify of failure than for most other types of structures. Launch loads are affected by
many different random variables, such as acoustics, engine vibrations, aii turbulence,
and gusts, and we seldom have enough data to confidently model the probability
distributions of these variables.

Because ofloads uncertainty, we cannot accurately quantify the structural reliabilily
of a spacecraft. We can approximate it, however, and we can develop design criteria
that will provide acceptable reliability. Let us work backwards from asubsystem-level
reliability to understand how conservative our design approach should be for an indi-
vidual structural part.

If we select a goal for structural reliability of 99Vo (we probably should aim higher),
which means there is a lvo chance of a mission-ending structural failure, we must
design each structural element to much higher reliability. If the structure has 1,000
parts whose failure would jeopardize the mission, and if their chances of failure are
independent, each must have 99.999Vo reliability (0.999991000 = 0.99, from probabil-
ity theory). This explains why design criteria may appear so conservative. To achieve
appropriate reliability, many programs use the following ground rules:

. Use a design-allowable strength for the selected material that we expect99%o
of all specimens will equal or exceed.

. From available environmental data, derive a design limit load equal to the
mean value plus tlree standard deviations. This means there will be99.87Vo
probability that the limit load will not be exceeded during the mission, assum-
ing the load variability has a Gaussian distribution. Because data will be
limited, we can only apDroximate the true probability level of the design load;

.72
(10.s)

68
(e.e)

71
(10.3)

7

1 0

n

22.1
(12.3)

22.9
(12.7)

22.1
(12.3)

196
(28.5)

1 6 11.2
(6.2)

201
(2e.1)

203
(29.4)

1 2

1 2

16.2
(e.0)

12.2
(6.8)

45
(6.5)

o 25.4
( 1 4 . 1 )

1 1 0
(16.0)

1 0 8.8
(4.s)

290
(42)

2 1 1 . 5
(6.4)
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7ue, which is a failure resuhing
ng. A locking feafure, typically

but "3-sigma" remains the goal. (Some programs aim for 99Vo probability
instead of 3o.)

. Multiply the design limit load by a factor of safety, then show that the stress
level at this load does not exceed the corresponding allowable strength.

. Test the structure to verify design integrity and/or workmanship, to correlate
analytical models, and to protect against human erors.

Table 1l-53 summarizes the criteria used to design space structures.
Space programs use different factors of safety, but most recognize the need to

balance the factors with the type of structure and scope of testing. Factors of safety are
highest for pressure vessels and for structures we will not test. For most other
structures, a contractor will be able to choose from several test options. Table 11-54
shows the test options for an unmanned launch. If personnel safety is at risk, as for a
Shuttle launch or during ground handling, we use higher factors.



468 Spacecraft Subsystems 11.6

TABLE 11-53. Terms and Criteria Used in Strength Analysis. We design space structures to
meet specified or selected criteria for preventing yield and ultimate failures. A
yield failure is one in which the structure suffers permanent deformation that
degrades the mission; ultimate failure is rupture or collapse. Two factors of
safety-one for yield arld one for ultimate-typically apply to a structural assem-
bly, and depend on the selected test oplion (Table 11-54). For each structural
mernber, the allowable load, the design load, and the margin of safety each have
two values, one for yield and one for ultimate.

TABLE 11'54. Typicat Test Options and Factors of Safety for Missions without l-iumans
Aboard. [DoD-HDBK-343]. See Table 11-S3 for detinitions and use.
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Term Definit ion

Load Factor

Limit Load rhe maximum load expected during the mission or for a given event, at a
(or design limit load) specified or selected statistical probability (typically gg.,i for expendable

launch vehicles and 99.87% for launches with humans aboard). The load
can be aibeleration, load factor, force, or moment.

Allowable Load or The highest load or slress a structure or material can withstand wilhout
slress failure, based on statistical probability (usually 997";i.e., only 1% chance

the actual strength is less than the allowable).

Factorof Safety, FS A factor applied to the limit load to obtain the design load for the purpose
of decreasing the chance of failure.

Design Load Limit load multiplied by the yield or ultimate tactor of safety; this value
must be no greater than the conesponding allowable load.

Desrgn Stress Predicled stress caused by the design load; this value must not exceed
the conesponding allowable stress.

Margin of Safety, MS A measure of reserve strength:

.,o _ Allowable load (or stress)tv'o - 
o;'nilf,f,!1eflffi)

- 1> 0 to satisty design criteria

Option

Design Factors of Safety

Yield Ultimate
1. Ultimate test of dedicated qualification article (1 .25 x limit)

2. Proot test of all flight structures (1 .1 x limit)

3. Proof test of one flight unit of a fleet (1.25 x limit)

4. No structural test

1 . 0

1 . 1

1 .25

1 . 6

1.25

1 .25

t . +

2.0
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Structures and lVlechanisms

critical stresses in all load directions possible during the mission. Proof tests should
also include the effects of predicted temperature changes during the mission, which
can be significant in certain types ofstructures. Prooftesting is the only viable option
for advanced composite structures and bondedjoints, unless we can become confident
that our processes are controlled well enough to keep strength variations low. We also
proof test all pressure vessels.

If shength is relatively insensitive to workmanship, such as for most mechanically
fastened metals, we can choose any of the four test options. When building many arti-
cles, we can save money by testing just one (option 3), but this option carries a weight
penalry because of its high factors of safety. Alternatively, we can build a dedicated
qualification article and use the lower factors of safety that go with the "Ultimate Test"
(option 1). lvith this approach, we have three additional benefits: :

1. We can shorten the flight-article development schedule by conducting the
test progmm in parallel.

2. We can use the test article as a pathfinder for launch-site operations.

3. The impact of test failure is not as severe.

We must weigh these advantages against the cost of building the test article, for which
we must use the s;rme processes as for the flight structure.

Option 4 ('No Test") can be risky, and we must use it with caution. The space
industry has no design codes, such as for many commercial structures, and relies
heavily on testing to verify structural integrity. Without a test, a critical analysis error
or oversight could lead to a mission-ending structural failure, even with high factors
of safety. However, with caution, we can confidently use this option forrelatively sim-
ple structures. The "no test" option may be most cost effective for sfuctures designed
for stiffness rather than strength.

To provide confidence the structure will survive multiple loading cycles, we also
perform fatigue analysis. Fatigue is a much greater concern for aircraft than for most
primary structures in a spacecraft because launch is of such short duration. But if
stresses are high enough, it does not take many cycles for a material to fatigue, and
launch is not the only event that can cause fatigue damage. Ground testing and ftans-
portation can significantly degrade service life. Structures sensitive to high-frequency
vibrations or on-orbit thermal cycling are parti.cularly susceptible to fatigue.

Ail materials have internal defects, most of which are microscopic. The number,
sizes, and locations of these defects all contribute to high variabiliry in fatigue life
between specimens of the same material. ln a fatigue analysis, we compare the number
of cycles at the Iimit stress level with the test-determined average number of cycles at
which failure occurs. We account for variabiliry in a material's fatigue life by multi-

' plying the predicted number of load cycles over the mission life by a scatter factor of
four [Rolfe and Barsom, 1977].

To account for the possibility ofa large pre-existing flaw in a critical loeation ofa
structural part, we can establish afracture control'program.'This includes inspections
of raw materials and fabricated parts for defects, special handling procedures for
critical parts, andfracture-mechanics safe-lfe analysis. This analysis, which is a semi-
empirical method of predicting crack growth and part life, is more conservative than
fatigue analysis because we assume an initial crack exists at the location of peak stress.
We set the size of the assumed initial crack equal to the minimrun our inspection
methods can reliably detect. MIL-IIDBK-5G provides fatigue and fracture mechanics
data for most metals.

11.6
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11.6.5 Preliminary Sizing of Structural Members

To size the structural members of a spacecraft, we consider stiffness, strength, and
weight. We will rarely find a design,in the first iteration that is acceptable for all three.
Before the design is frnal, we will perform many iterations that also consider fatigue
life, cost, and changes in subsystem requirements.

Stiffness-Flexibility is a measure of how much a structure deflects under unit
load. stffiess is a measure of force required to cause a unit displacement. (For a
single-degree-of-freedom system, stiffness is the inverse of flexibility.) A structure's
mode shapes and natural frequencies of vibration depend on its stiffness and mass
properties. We discussed typical considerations for stiffness in Sec. 11.6.1.

We can estimate the primary frequencies of a stowed spacecraft by representing it
with an equivalent beam, which simulates mass properties and core stiffness, then
using simple beam-frequency equations provided in Sec. 1i.6.6. As the design
evolves, we construct a finite element model (a mathematical representation of the
structure) to obtain more accurate predictions of mode shapes and frequencies. For a
given mode of vibration, most finite element software can identify the locations in a
structure that have the most strain energy, which is the energy absorbed when a struc-
ture deforms under load. Reinforcing the areas with high strain energy is the most
efficient wa! to stiffen a structure.

A structural assembly is usually more flexible than predicted by a math model
because of local flexibility in mechanical attachments. Thus, even if our model dem-

To have adequate strength, the structure must not rupture, collapse, or deform such
that its function is impaired. Primary structural members made of ductile materials
seldom rupture in tension for two reasons: (1) Most structures are statically indetermi-
nate, and ductile materials will stretch enough prior to failure for loads to redistribute.
(2) Tension is an easy mode of failure to assess for a member of constant cross-section
and is seldom overlooked. Instead, tension members fail most often at their attach-
ments: fittings, welds, fasteners, and adhesives.

Stability is a structure's resistance to collapsing under compression. Compressive
failures are the most sudden and catastrophic, and they are ofte; the hardest to predict.
An overall instability failure of a column is called buckling. This is the kind of fuilur"
we would expect if we pushed on the ends of a long, slender rod. The load at which a
column buckles decreases with the square of its length. Cnppling is a compression
failure that starts with local buckling of thin-walled flangeJor wibs in a member's
cross-section.

. !e o.f1en design panels in skin-stringer structures to buckle under compressive
loads, with shear being transferred by diagonal tension. This is a common praitice for
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weighrcritical structures and is not catastrophic ifwe design the rivets, stringers, and

frame members properly. Diagonal tension will induce lateral loads in edge members

that cause compression and bending, as discussed in Bruhn U9731.
We also must check that structural elements do not yield, or take on permanent

deformations that can jeopardize the mission. Yielding is a characteristic of all

structural materials e*"ept thos" that are perfectly brittle (no ductility). Other defor-

mations can be detrimenial as well, such as shifting in mechanical joiats, so we must

assess them as well.
When assessing rupture and collapse, we use design abimate loads,which are limit

loads multiplied by ttre ultimate factor of safety. We use the yield factor of safety to

assess per;anent deforrrations' The onset of compressive yielding will often be fol-

lowed 6y collapse because of reduced stiffness, so we should ensure there will be no

always change the design. As the design becomes more detailed, weight optimization

becomes increasingly difficult and complicates production.

At each design iieration, we compare a component's weight with its allocation.

Once the allocation has been met, we focus our attention on other issues. The best

design will seldom be the lightest design-it will be the one that is optimal for the

system, considering -performance, reliability, and cost.

11.6.6 Structural Mechanics and Analysis

A part made from a solid material will change shape as force is exerted on it.

Mechinics of materials is the term used to describe how materials respond to applied

forces and other environments. The most basic terrn in mechanics of materials is

rrresr, o, which is the load, P, in a member, divided by its cross-sectional area, A,

(Fie. 11-27).

Typical units for stress are N/m2 and lb/in2 or psi'' ^Strain, 
e, is a dimensionless measure of deformation for a given load. In Fig.II-27

the bar's length, L, is increased by M in response to the axial load, P'

(1140)
M

f

(1 1-3e)

(11-41)

Solids experience some thinning when elongated under an axial load. Poisson's

ratio, v,whiih describes this phenomenon, is the ratio of lateral-to-axial strain.

Elnteral
'- 

Eroiol

Poisson's ratio for metals lies in the range of 0.28 to 0.33'
The stiffiess of a material is the relationship of its stress to strain for a given load.
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Strain is the change in

(1r-42)
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Name Cc

Cantilevered One end constra
and rotalion: oth

Simply Supported Both ends constr
translating, but f

Rigidly Supported Both ends constr
translation and rr

Continuous Suppori Beam's entire sp
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rotational loads, called bending mon
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free-body diagrams, showing bean
static equilibrium when they fully
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Fig. 11-27. Stress and Strain. Stress is load, 4 divided by area, A.
length, AL, divided by the initiat tength, L.

We express it as the modulus of elasticity* or Young's modulus, E:

o

Values for E were shown in Table 11-52. Metals typically start
linear relationship between stress and strain- Strain in this region is
because it will return to zero after the load is removed.

o
o

o

Beyond a stress called the proportional limit (normally assumed to be the same
value in tension artd compression), a material's stress/strain curve is no longer linear.
In other words, if we design our structure such that its material is stressed above the

discontinuity, such as a drilled hole, does not cause an elastic stress that exceeds the

* Elasticity is the characteristic of a material to return to its original dimensions after an applied
force is removed.
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rupture stress (ultimate stress). Otherwise, a crack would form and possibly grow
uncontrollably until the part ruptures. Brittle materials also are not as resistant to
impact loads; the area under a material's stress/strain curve indicates how much
energy it can absorb before it ruptures. Figure i1-28 shows representative stress/strain
curyes for ductile and brittle materials. Refer to Table 11-52 for statistically guaran-
teed design stresses for commonly used alloys.

A = Prooortional Limit
B = Yield Stress
C = Ultimats Strass

Strain (E)

Fig. 11-28. Representative Stressr/Strain Curves for Ductile and Brittle Metals. We gener-
ate curves such as these from uni-axial tensile tests. The slope of the linear region
is the modulus of elasticity. When the material is unloaded, even when stressed
above the Firciportional limit, stress is again proportional to strain according to the
elastic modulus. The vield stress is the stress that causes a permanent strain of
0.002.

Beams are very common struchrral members. We characterize a beam by how it is
supported. Examples are described in Table 11-55 and can occur in various combinations.

TABLE 11-55. Beam Examples.

Name Conslraints Examples

Cantilevered One end constrained against translation
and rotation: other end free

Diving board

Simply Suppofted Both ends constrained against
translating, but free to rotate

Plank placed across a stream
for hikers to cross

Rigidly Supported Both ends constrained against
translation and rotation

Floor joists

Continuous Supporl Beam's entire span is supported Railroad track. ski

Loads on beams may'be concentrated fotces, distributed weights or pressues, or
rotational loads, called bending moments Figure l1-29 shows the symbols commonly
used for beam characteristics. Figure 11-30 includes examples of sketches called

free-body diagrams, showing beams in static equilibrium. Beams are said to be in
static equilibrium when they fully react all applied forces and moments-a very
important prerequisite for static structural analysis.

by area, A. Strain is the change in

s modulus, E:

(rL-42)
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Symbol

Concentrated axial load P or F
l4l(if weighr)

Lateral, or shear load V

Concentrated reaction R

Uniform, distributed load w

Varying, distributed load w(x)

Applied bending moment, M
reactive bending moment

Dimension

Force

Force

Force
(equal, opposite fl

Force per unit length

Force per unit length

Force times distance

Schematic

---

-/

-r
ITTT]T]
N--'-frT'l
t v t t t t t

e
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(A): Cantilevered Beam

(C): Any Beam Cross-Section

Fig. 11-29. Beam Symbols and Schematics.

Case (A): Cantilevered

F-'--l

Ber
(l inea

l v
i

Case (B): Simply Supported Case (B): Free-Body Diagram

I.-r"4'
F-t

Case (A): Free-Body Diagram

IV
V

!r=r,, -lr=ro
t l

Fig. 11-30. Common Beam Cases with Associated Free-Body Diagrams. The "bricK' wall or
rigid left-hand support in case (A) can be replaced with the bending moment, M
equal to Ytimes L.

end must be equal and opposite to the sum of w(x) or the beam would no longer be in
equilibrium.

The beam's internal shear forces and bending moments can be expressed as func-
tions of the applied loadw(x). The local variation in the shear force equals the load at
any point along the beam.

//- 
w(x)

<-L.--_-_---->

----->*X

Cross-section Shape
(section A-A)

F ig .11-31.  Bend ing  and Shear  in
peaking in the parts of thr
bending axis). Shear strer
Maonitudes of both bendi

The shear force also relates to the

When the applied force is continu(
also true:

The force w(x) in Fig. ll-31 is
along the beam's axis. However, fr
the upper surface ofthe beam is strr
tom material is shortened and is in
are necessary to react the applied
sections of the beam closer to the
beam, the tensile and compressi\
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stresses vary linearly for parallel su
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(C): Any Beam Cross-Section

neutral axis

Cross-section Shape
(section A-A)

Structures and Mechanisms

Bending Stress
(linear distribution)

(side view)
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Dimension

Force

Force

Force
(equal, opposite fl

Force per unit length

Force per unit length

Force times distance

(A): Cantilevered Beam

I l
| | l
V V V

Free-Body Showing Loads
(side view)

Fig. 11-31. Bending and Shear in a Cantilevered Beam. Bending stresses vary linearly,
peaking in the parts of the section that are farthest from the neutnl axis (centroidat
bending axis). Shear stresses vary nonlinearly and are maximum at the neutral axis.
Magnitudes of both bending and shear stresses vary for different cross-sections.

dV
*  

=r ( * )  (1143)

The shear force also relates to the change in bending moment along the beam.

(rr-4)

When the applied force is continuous so that V can be differentiated, the following is
also true:

dv d2M
d ' -7 (1 1-45)

The force w(x) in Fig. 11-31 is neither tensile nor compressive as it is not applied
along the beamls axis. However, from the shape of the deflected beam, we can see that
the upper surface of the beam is suetched; this material is in tension. Likewise, the bot-
tom material is shortened and is in compression. The tensile and compressive stresses
are necessary to.react the applied bending load. The bending moment increases for
sections of the beam closer to the fixed end. For any individual cross-section of the
beam, the tensile and compressive stresses are maximum at the upper and lower
surfaces. Provided the maxjmum stress remains below the proportional limjt, these
shesses vary linearly forparallel surfaces inward from the extremities, finally reaching
zero at a line called, theneutral axrs (Fig. 11-31C). Shearing stresses vary nonlinearly

, , _ M
dx.

' Diagrams. The "bricK wall oi,
with the bending moment, M

ips can be explained by use of 
'

distributed lateral load, wkl i
ean see evidence of the bending
tight (Fig. I l-318). The shearis

shearreaction, & at the fixed
the beam would no loneer be in

can be expressed as func-
shear force equals the load at
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along the cross-section and, unlike bending stress, reach a maximum at the neutral
axis. Extensive beam equations for stress, deflection, and reactions to applied loads are
in Roark and Young |9751.

we can quantify a beam's ability to resist bending loads using the second moment
of area of a cross-section. It is usually refeued to as are& moment of inertia, I, (or
moment of inerxia for the section) and should not be confused with mass moment of
inertia used in control system analysis. The area moment of inertia about an arbitrary
axis is

I *x=1.  yzdA
J Area (1 1-46)

where y is the distance from the centroid to the infinitesimal area, dA. Figure ll-32
presents values of l for several commonly used sections. For boxes and tubes, we find
the lfor a section by subtracting the 1ofthe "hole" from the total.

11.6

, "ro4 ",f' =  - 4  - - 7 - Step 1) Calculate each part's I. (

Step 2) Find section's neutral axis

I
H

I
Step 3) Oalculate

Step 4) Equate I

I tor axis x-x.

at the neulral a

F_a_|
,  =  u ! - ! t

1 2  1 2

Fig. 11-33. Method for Finding Neul

cross-sections remain planes after
-from the neutral axis. To predict st
we would use inelastic methods [E

When a column under axial cor
say that itbuckles. Such an occurr(
elastic column in compression wi.
given by

where l' is at effective length, dep
Fig. 1l-34. This equation applies <

For calculations of l with respect to an axis other than the neutral axis,
parallel axis theorem.

1 (any parallel axis) = 1 (neutral axis) + Adz

we use the

(rr-47)
where A is the cross-sectional area, and d is the distance between the two parallel axes.
The parallel axis theorem allows us to find the area moment of inertia for complex
sections, such as the I-beam in Fig. 11-33. Note that the area moment of inertia
increases for a reference axis other than the neutral axis.

The value for bending stress,ob, is given in Eq. (11-48) for a point on a symmetric
cross-section at a distance, c, from the neutral axis. Use of Eq. (11-48) assumes that

l*'--l

l-- u---l
,= " ! -o !

' t2  12

1
n
I

I

Fig. 11-32. Common Seclions and Their Centroidal Moments of Inertia. For boxes and
tubes, we find the I for the section by subtracting the inner l from the outer I. For a
very thin annulus, I = fi r3 t.
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atea, dA. Figure 11-32
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Section A y Ay Ayz lcs I)d

14 I 126 1134 4.67 1138.67

6 5 30 1s0 18.00 168.00

14 1 14 14 4.67 18.67

u 170 1325.U

A

B

7

1

7

z

o

2

Step 1) Calculate each part's l. (l = btF t12)

Step 2) Find section's neutral axis. lyn=2Ayl2A=170 /34 = 5.00

Step 3) Calculate I for axis x-x. Io =Zlcs +2Ay2 =1325-U

Step 4) Equate I at the neutral axis. Irue =Ir, -A(y?NA)

=1325.34 {34)(2s) = 47s.sa c#

Fig. 11-33. Method for Finding Neutral Axis and Mornent for Inertia tor Complex Sections.

cross-sections remain planes after bending so that sEesses will increase linearly away
from the neutral axis. To predict stress values above the material's proportional limit,
we would use inelastic methods [Bruhn, 1973].

- r 4  * r I

4 4

i
I

i
t

Mc
o b  = 7

When a column under axial compression suddenly deflects laterally, or bows, we
say that itbuckles. Such an occurrence is usually catastrophic. Theoretically, a linear-
elastic column in compression will buckle at a critical, or Euler buckling load, P"r,
given by

(1149)

where .L' is an effective length, dependent on the column's end conditions as shown in
Fig. 1 1-34. This equation applies only if the axial stress at buckling (Pr, I A) does not

(1 l-48)

F-a-----l
= " r t  -  l r t

12  12

of lnertia. For boxes
the inner I from the outer I. For

than the neutral axis, we use

) + A d z ( 1 1 4

between the t'wo parallel
momdnt of inertia for

the area moment of
ris.
l-48) for a point on a
se of Eq. (11-48) assumes
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exceed the material's proportional limit. otherwise, we would replace E in this equa-
tion with Er,the talxgent modulus, which is the slope of the stress/strain curve at the
operating stress level (the buckling stress, in this case). Premature column buckling
can also occur as a result of imperfect geometry and local buckling of flanges or webi
in the column. See Sarafin [1995] or Bruhn [1973] for details.

Pinned

L '=  L

11.6

Fig. 11-35. Coefficients of Axial t
circumferenlial dimensior

-  - . v

Fig. 11-36. Equivalent Axial Load.
(V), or bending loads (M
could be created either I
applied somewhere abol

Pressure vessels are composec
soids. See Fig. tt- lZ. By doubly-
defined when two radii of curvatu
longitudinal or meridional radius r
or hoop radius of curvature, R7,k
the shell, not the central axis ofsym

{

.5 100
(,
0,o
o
E')
c
{  r ng  r v

o

l"
YJ".*"

Fig. 11-34. Effective Lengths lor Columns with Different End eonditions. The square of a
column's efiective length, t', is inversely proportional to the force that would cause
the column to buckle elastically. Conceptually, the etfective length is the length over' 
which the buckled shape would approximate that of a buckled column wittr pinned
ends (center figure). For example, if the cantilevered column shown at left were to
buckle, its free end would detlect laterally, while its fixed end would not transtate or
rotate. This shape is the same as half the shape of a buckled pinned-end column,
so L'for the cantilever is 2L.

The elastic buckling stress, dcp for curved skin panels in compression is given as

E.  =  PtU
R

where M and R are defined on the figure.

from the cylinder's neutral axis (one point in tension, the other in compression).
Because lateral and bending loads can usually come from any direction (wind or dragj,
this peak stress can occur at any point. Therefore, we must siie the cvlinder for the load

(l l-50)

(1  1-s  1)

that would create this peak stress along the cylinder's circumference. p.- i?n is an axial
load on a cylinder that would result in a uniform stress equal to a peak tfr"rr 

"r"ut"dby a combination of an axial load and bending moment.
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Fig. 11-35. Coefficients of Axiat Compressive Buckling
circumferenlial dimension is measured as an arc.

for Long Curved Plates. The
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Fig. 1 1-36. Equivalent Axial Load. The cylinder at the left can be exposed to axial (P), shear- 
(y), or bending loads (M). Note that a bending moment at the base of the cylinder

could be creaied either by the apptied bending moment, M, or the lateral load, %
applied somewhere above the base (lateral load times moment arm)'

Pressure vessels are composed of doubly-curved shells such as spheres or ellip-

soids. See Fig. 11-37. By doubly-curved, we mean that the surface geometry can be

defined when two radii of curvature are known. Typical names for these radii are the

longitudinal or meridional radius of curvature, designated R* and the circumferential

or ioop radius of curvature, R1r,In all cases, these radii are measured perpendrcular to

the shell, not the central axis of symmetry. Figure 11-38 illusnates this double curvature.

circumference. Prn is an axial
equal to a peak stiess created

l"
Y

Bending Stress

Cylinder
4 cross-

Section
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Sphere Hm= Rn = constant

H . *  R6
Prolate Spheroid (both vary along surface)

Oblate Spheroid R m= R h
(both var! along surface)

CYfinder R.= *, R n= constant

F m - * ,
Truncated Cone F, varies linearly along surface

Fig. 11€7. Characteristics of Doubly-Curved Shells. In each case, the horizontal line is the
longitudinal axis of symmetry.

Shells may buckle under compressive loads. The equation for the elastic cylinder
buckling stress, oc' is

11.6 Struct

(A) Meridional or Longitudinal
Radius of Curvature
. Measured perpendicular

to shell
. Defines curvature oI arc ABC
. Center need not lie on axis of

symmetry
. Can vary along the meridian

Fig. 11-38. Radii  of Curvature for Dr
radii of curvature fully des
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Note that for a sphere, R-= Rh
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*For an arbitrary mass with an orthog
mass, the moment of inertia about, sa

MOI il = luou,^"|

where y and e are the distances from th'
dV, and p is the density of the material
parallel to x is

MOIr,,

where l, and lrare the distances from t

-G
€-

m
W

ffi

(rr-s2)

where f is a reductionfuctor used to correlate theory to test results. Thin-shell buck-
ling is very sensitive to minor imperfections in shape, so ycan be as low as 0.15 if the
thin shell is badly dented. The reduction factor depends on a geometric parameter, q,
for cvlinders.

/ =1 .0 -0 .901 (1 .0 -en
Note the caveats for Eq. (11-53), where R is the radius, r is thickness, and
length of the shell. If o., is greater than the materialls proportional limit,
apply other inelastic buckling methods INASA, 1975].

If the shell is a pressure vessel with internal pressure, p, the meridional stress is

(l 1-ss)

and the hoop stress is

or, =0.6y L(material v= 0.3)

I
@ = -' 1 6

R  I ,
( fo r  f<1 ,500 and ;<5 ; (1 1-s3)

(1 l-s4)

L is the
we must

or=*
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to test results. Thin-shell buck-
So /can be as low as 0.15 if the \,

On a geometrnc ptuameter, 4'

(1 1-s3)

(11-54)

us, t is thickness, and Z is the
's proportional timit, we must

p, the meridional stress is

(1 1-s5)
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(B) Hoop or Circumferential
Radius of Curvature
. Measured perpendicular to shell
. Center must lie on axis of symmetry
. Will be constant along curve abc for a shell

of revolution (defines a cone whose edge
is perpendicular to the shell)

. Can vary along the meridlan
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Fig. 11-38. Radii of Curvature for Doubly-Curved Shells. Together, the meridional and hoop
radii of curvature fully descr"ibe the geometry of a doubly curved shell.

(1 1-s6)

Note that for a sphere, R^ = Rh and om = 6h. F or a cylinder, R,n = * and the hoop
stress is twice the meridional stress.

Mass moment of inertia (MOI) is a measure of a solid's tendency to resist rotational
forces. Rotational inertia depends on mass distribution and varies with the axis of
revolution selected as a reference. The MOI for a solid will always be smallest for an
axis passing through its center of mass* (Fig. l1-39).

'For an arbinary mass witb an orthogonal coordinate system (x, y, z) located at its center of
mass, the moment of inertia about, say, the .r-axis is

Morn = !-,*"(r' * rz)Nv = !^ ,(r' * rz) a^

where y and z are the distances from the x axis in the y and z directions to the elemental volume,
dV, and p is the density of the material. Using the parallel axis theorem, the MO1 about an axis
parallel to x is

MOIr't'= MOI*+ Grn + lr2)m

where /, and l. are the distances from the.r to x'axis in the y and e directions.

"^=+(' *)
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a  =p1 r  i  t l

Moren = 
fils#+ t2\

uor r"= uotee* r(f,)z

uot""=$

11.6 Structr

make sure the adhesive bond betwe
[1973] for detailed sandwich anal'
can be stiffer than skin-only design

Fig. 11-39. Equations for the Mass and Moment of Inertia for Some Common Sotids, For
a solid of uniform density, p, the mass is the product of p and volume. We use the
parallel axis theorem to find inertias at axes B-8. MOI96= MOltl+ md2 where dis
the distance from the A-A to B-B axes.

Sandwich stucture consists of a lightweight, shear-resistarrt core bonded to outer
face sheets (Fig. 11-a0). A sandwich panel acts like an I-beam. The faces correspond
to the top and bottom flanges of the beam and resist in-plane bending, tension, and
compression. The core acts like the l-beam's web and carries shear and out-of-plane
loads, while providing support for the faces.

m=p (WOt-t)

uotu= ft {a2*ti l

uor"" =uotaa+n(t)2

Face sheel

'='(+)
uor  ^= lna2

MOt 
", 

=MOla+ n#

Sandwich Panel with Honeycomb Core

Fig. 11-40. Sandwich Panel with Honeycomb Core. By separating thin face sheets with a
lightweight core, we efficiently increase the bending strength and stiffness of a panel
or shell. Increasing the bending stiffness raises the buckling strength.

Face sheets and cores can be of nearly any metallic or composite material: The core
is usually formed into corrugations or honeycomb cells built from thin strips called
ribbons. Core properties are not isotropic, as stiffness in line with ribbons is greater
than transverse stiffness. To maintain the structural integrity of a sandwich, we must

A

f.--" .' --l

t  = BH3l1z
= 1 2 x 1 1 1 2 = 1

m = 0.0336 kg/cm ff

Fig. 1 1-41 . Cbmparison of Sandwicl
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The spring is the structure. We c
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where m is mass and k = stiffness =
find the spring constant, ft, using

where 6 is the deflection and g is a,

Description of a Typical Spacecr;

Figure l1-43 shows the Magell
subsvstems.
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make sure the adhesive bond berween the core and face sheets is consistent. See Bruhn
[1973] for detailed sandwich analysis. Figure l1-41 shows how sandwich structure
can be stiffer than skin-only designs.

A

f*-.,, "' ---l

I = BH3t12
= 12x 1112 = 1

m = 0.0336 kg/cm

F'r*l
0.5 cm

T
3.0 cm

I
0.5 cm-f

- 6 4 - 2 7  = 3 7
= (2x 43h2) - (12x9E12)
(Core Does Not Contribute)

m = 0.0365 kg/cm

Fig. 1 1-41 . Comparison of Sandwich and Monocoque Construction. Thin tace sheets have
' little bending stiffness, as indicated by the small value of 1 (A). The bending stiffness
is increased by separating the faces with a low'density core, (B). A monocoque wall
thickness of 3.33 cm is required to obtain bending stitfness equal to the sandwich
panel at three times the mass, (C). The masses per unit thickness shown are per cm
using aluminum with a density of 2,800 kg/m3 and 80 kg/m3 tor the face sheets and
honeycomb core, respectively.

The deflection, 6, and nahral frequencies, fr^, of simple beams are shown in
Fig.ll-42 for axial and lateral applied loads [Roark and Young, 1975]. When
considering only its first natural, or fundamental frequency, a structure can be ideal-
ized as a single-degree-of-freedom spring-mass system.

The spring is the strucfure. We can assume an equivalent beam to represent a space-
craft with a natural frequency,

(1 1-s7)

where rn is mass and ft = stiffness = load./deflection, also called a spring constml We
find the spring constant, k, using

(1 1-58)

where 6is the deflection and g is acceleration due to gravity.

Description of a Tytrlical Spacecraft Structure

Figure 11-43 shows the Magellan spacecraft configuration and locations of major
subsvsterns.

-  lE
t = - l -r nar 

2n\ m

- m g*=T

c

T
3.33 cm

l-
I = BH3h2

= 12 x g.gg3l12 = 97

ffi = 0.1 1 19 kg/cm
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Simple
Case A Case B Case C Case D

Complex
Case E Case F

/ = area momentum of inertia of the beam's
cross-section

E = the modulus of the elasticity
A = cross-sectional area of the beam

Lt.6

Fig. 11-43. Magellan'SPacecraft.
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Solar array support a.nd I
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Altimeter radar mounting t

Cover and supPort structur

Propulsion module structu:
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module, lent themselves to the use
loads derive from preliminary loi
geometry. All 12 truss members ar
fittings. Four members are 10.2 cn
withstand axial loading and bend:
Iaunch. The ultimate, equivalent a>
8.9 cm in diameter and sized for 9l

The adapter cone for the Solid R
the motor's thrust loads from24 er
bolts that attach to the truss for the
consists of a tubular framework co'
2219 aluminum alloy 5.08-cm2 n
3.81 mm. Numerous equipment bo;
for easy removal. The shear Panels
box forms an effective load Path.
analysis, including transient and ac
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a

HigFGain Antenna

FoMard
Equipmflt
Module

Uniform

n = load factor
g = gravitational acceleration
mB = mass of the beam (uniformly distributed)
Ip = tip mass

Fig. 11-42, Beam Deflections, fnrl,and Natural Frequencies, 6. We can estimate the natural
freouencies and deflections of beams for bolh axial and lateral or bending loads. In

cases E and F, the values of m and mg are ditterent from previous cases.

The Magellan structures subsystem consists of the following (excludes cabling and

pyrotechnics):

Spacecraft to inertial upper stage (IUS) adapter

Solid rocket motor module and spacecraft adapter

Ten-sided bus that houses major elements of the electronics subsystem

I net

CASE A:
Lateral Beam

m a = O  T p = ,
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6 = 0.3331 :j-lns
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CASE B:
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CASE F:
Axial Beam

m s + O  l b = m

I
d = 6a + 6o = *-:-(m +O.Sms)ng

Atr'

f*r = 0'160
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Complex
Case E Case F
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Higrcain Aritenm SohrAmy

CASE E:
Lateral Beam

m g + Q  T p = ^

d = d,q +dc

1 3
==(0.333 m+0.125ms)ng

E t '

L - . = A . 2 7 6 r  :  
- '

'Mt -'-' -1 
^tt +O.2g6maL3

Fig. 11-4i1. Magellan Spacecraft.

. Forward equipment module for radar sensor components

. Solar array support and substrate structure with rotation and deployment
mechanism

. . . Altimeter radar mounting sfucture
. Cover and support structure for radar equipment
. Propulsion module structure

Some of the Magellan structures, such as the IUS and adapters on the propulsion
module, lent themselves to the use of truss or strut members. Thelruss member design
loads derive from preliminary load factors, the mass distribution, and the vehicle

CASE F:
Axial Beam

m g . L Q  T p = ^

I
\ = 6e + 6o = -:=(m +O.sml)ng

f*r = 0'160

um of inertia of the beam's

of the elasticitv
ral area of the'beam

ies, d. We can estimate the natural

rial and lateral or bending loads. In
'ent trom previous cases.

rllowing (excludes cabling and

electronics subsystem

)graphlte-epoxy tubes wlth macfuned trtanrum end
in diameter. They were sized as beam-columns to
ng while partially supporting solar panels during
ial load is 102,300 N. The other eight members are
,410 N.
rcket Motor is a honeycomb structure that transfers
ually spaced bolts at the forward end to four large
IUS at the aft end. The forward equipment module
ered with thin shear panels. The frames are welded
bing with wall thicknesses varying from 1.27 to
es are attached to the tubes using threaded fasteners
)nclose the framework except where an equipment
fhe tube-member sizes result from bearn-column
rustic loads.
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11.6.7 An Example Problem

The following example parallels the process for sizing the spacecraft structure and
booster adapter in Table 11-56. Structural size and mass are driven by either strength
or stiffness requirements. We can begin the process by sizing the structure to meet load
requirements and check the resulting natural frequency, or we can begin with a fre-
quency requirement, size the structure, and check strength. Equations are provided to
do either. Most short, heavy spacecraft are strength driven and long, lighter spacecraft
or assemblies are stiffness driven. Any design with very thin skin or stringer sections
can be sensitive to stability failures.

TABLE 1 1-56. Process for Estimating Size and Mass of the Spacecraft Structure.

To illustrate the process and some of the more useful analysis methods, we have
shown sizing calculations below for the simple example cylinder in Fig. 11-44. This
trade study compares monocoque (skin only) and skin-stringer designs of the lightest
cylinder that meets representative requirements described in Table 1,1-57.

Option l-Monocoque

Sizing for Rigidity to Meet tlrc Natural Frequency Requirement

This cylinder has uniform thickness and, by definition, no ring or longihr-
dinal stiffeners. Using Eq. (11-57), we will find the minimum shell thickness that
meets the natural frequency requirements.With f nat = 25 (axial) and 10 (lateral), E =
71 x 10e Nlmz, ms = 2,000 kg (a weight of 19,674 N or 4,410 lb), and I = 10 m, we
can solve to find the required cylinderA and 1.

Axial Rigidity: for axial rigidity, Eq. (11-57) takes the form of case D in Fig. 1l-42.

l<-, '

Fig. 1 1-44. Structural ldealization I
the spacecraft in launch
of the sPacecraft uniforn
initial sizing.

TABLE 11'57. Example Problem Rt

Cylinder Length = 10 m Cylin,

Requirements:

Envelope: Assume the spacecraft fits
in Table 18-7 or Fig. 18-B). Also ass
spacecraft's deflection from violatinl

Mass.'Assume the 2,000 kg is the tot

Load Factors: Axial = 2.5 (steady-ste
load tactors can be found in Table 1

Higidity:fhe first axial frequency ol t
(bending) frequency must be above

Pressure: An internal venting pressut

Factors of Safety:1.25 (ultimate) an'

Material Properties: 7075

Young's Modulus

Poisson's Ratio

Density

Ultimate Tensile Strength

Yield Tensile Strength

10 = 0.560

1 0 m

(1 1-se)

from which the required A is 28.17 cm2 and the required thickness, r, is = 0.045 cm.
Lateral Rigidity: here Eq. (11-57) takes the form of case C in Fig. 11-42.

, r=g.rr '  @
\ ^aL

Step Description References

Select a struclural approach by identifying the type of structure
(monocoque, semimonocoque), shape of the structure, and arrangement
of components and load paths.

Chaps.9 ,  10 ,
Sec .  11 .6 .2

2 Estimate mass distribution for all equipment and the structure, including
the booster adaoter.

Sec .  11 .6 .8

3 Estimate size and mass of structural members using information from
steps (1 ) and (2) and the axial and bending frequencies for the selected
booster. lterate this structural design as required.

Chap. 18,
Sec .  11 .6 .8

4 Apply combined design loads (axial, lateral, and bending) and determine
member loads.

Sec .  11 .6 .7

5 Compute the structural capability and compare with the applied loads to
determine the margin of safety. lterate the design as required to obtain
the necessary margin of safety.

Secs .  11 .6 .7 ,
1 1 . 6 . 8

A(71x  10e)
(2,000)(r0)

I

t77
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the spacecraft structure and
rre driven by either strengthis are dnven Dy etmer strength
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y, or we can begin with a fre-

Equations are provided to
and long, lighter spacecraft

thil skin or stringer sections

Spacecraft Structure.

I analysis methods, we have
cylinder in Fig. 11-44. This
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in Table 11-57.
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shell thickness that
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(1 1-se)

thickness, /, is = 0.045 cm.
C in Fig. 11-42.

ro=0.560 f-o.ru i (zr ' toe){
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l<-, '-+l

Example Cylinder:
Mass = 2000 kg

(Evenly Diskibuted)

Thickness To Be Determined

Fig. 11.44. Structural ldealization for the Example Problem. In this problem, we will idealize
the spacecraft in launch configuration as a cantilevered cylinder, with all the mass
of lhe spacecraft uniformly distributed. This is often a good starting assumption for
initial sizing.

TABLE 11-57. Example Problem Requirements.

1 0 m

(1 1-60)

l l
t ,

i t i

1 l
!
i l .

' l:i
rt i

t .
' l r

j .irl

iiriil
i i l r l
l i l

i l

t i ,
i , r
! 1 , i ,
il il
l l ,
l l

i i
.I

{ , ,

l l

Chaps .9 ,10 ,
Sec.  11.6.2

Chap.18,
Sec.  11 .6 .8

Secs. 11.6.7,
1 1 . 6 . 8

Geometry:

cylinder Length = 10 m cylinder Diameter = 2 m Distributed Mass = 2,ooo kg
Requirements:

Envelope: Assume the spacbcraft fits within a required Iaunch-vehicte-fairing envelope (found
in Table 1 8-7 or Fig. 18-8). Also assume that satistying rigidity requirements will Xdep tne
spacecraft's deflection from violating.the fairing's dynamic envelope.

Mass" Assume the 2,000 kg is the total spacecraft mass, iocluding an allocation for structure.
Load Factors: Axial = 2.5 (steady-state) + 4.0 (transient) = 6.5, Lateral = 3.0 (Representative

load factors can be found in Table 18-9.)
Rigidfty:rhe first axial frequency of the spacecraft must be above 25 Hz. The first lateral

(bending) frequency must be above 1O Hz. (See Table 1B-9 for typical values.)
Pressure.' An internal.venting pressure similar to Fig. 1 8-9 has a maxirnum value of 6,999 pa.
Factots of safety: 1 .25 (ultimate) and 1 .1 0 (yield) according to op:tion 2 of rable 1 1 -54.

Material Properties: 7075 aluminum is chosen.

Young's Modulus E 71 x10s N/m2 '

Poisson's Ratio y 0.33

Density p 2.8 x103 kg/m3

Ultimate Tensif e Strength Ftu S24 x 106 N/m2

Yield Tensile Strength Fp 448 x 1Oo N/m2
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from which the required cylinder area moment of inertia, 1, is 8.982 x 105 cm4 and the
required thickness, t = I l(nR3) is 0.286 cm. The bending mode requirement is much
more critical. For a 0.286-cm thickness, the cylinder's cross-sectional area is 180 cmz.

Applied and Equivalent Axial Loads

By multiplying the spacecraft weight by the load factors, we can derive the limit or
maximum expected loads. See Table 1l-58 for the example cylinder lirnit loads. .

TABLE 11-58' Cylinder Applied Loads.The distance is measured from the base to the cvlinder's
center of mass. Load factors are from Table 11-57.

Type of Load
Weight

(N)
Distance

(m)
Load

Factor Limit Load

Axial

Lateral

Bending Moment

1 9 , 6 1 4

1 9 ,614

1 9 , 6 1 4

6.5

3.0

3.0

127,500 (N)

58,840 (N)

294,200 (N.m)

With a bending moment arm of 5 m (the center of mass location is at the cylinder
mid-length), we can find the equivalent axial load using Eq. (1 1-51):

P,q = P*iot *fr=127,500.9#= 7t5,9ooN

Limit load x Ultimate Factor of Safety = Ultimate Load
or 715,900 x I.25 = 894,900 N.

Sizing for Tensile Strength

The equation for.axial stress, o, is o= P/A. To size the cylinder for tensile strength,
we use the ultimate P"n load = 894,900 N, and the material's allowable stress,
Ft, = 524 x 106 N/mz, arid use A =2nRt to solve for the required thickness.

, (894,900)
524xIO"

2n(7 .0) t

treq,d= 0.0272 cm

Although we won't show you here, we must check for yield conditions in the same
way, using a factor of safety of 1 . l0 with limit load and Fn = 448 x 106 N/m2.

Sizing for Stabiliry (Compressive Strength)

we musr now size the cylinder for stability [Ref. Eqs. (rl-52) and (11-53)], using
the cylinder thickness required for bending stability. The cylinder must withstand an
ultimate P"q = 894,900 N.

(1  1 -61)

(Ir-62a)

(1 1-62b)

(1 1-63)

(11-64)

(1 1-6s)

(1 1-66)

11.6

The equation for cylinder buclr

o" =o'$Y ! !  =1' R

= 46.16 x 10(

Note that if o., were greater tl
additional methods for inelastic
A = 180 cm2, the critical buckling

Prr= A

=83

Thus, the cylinder is not adequ
the critical buckling load. Structu
safety (Mg, defined as

us=4
D

and must be greater than or equal

Ms - 830'9oo - l.o =
894,900

Results for a small increase in

TABLE 11-59. Summary of Sizing tl
rizes our initial sizing
axial load of 894,900

Iteratlon
Thickness

(cm)

Initial

First

0.286
0.295

0.379
0.384

Internal Pressure
We can find the hoop stress in

PRr, (6,89!
g - 1 = -  =  -

" t (0.0(

=2 .92

From Eq. (11-55), we see that the
value.

Although thesti: stresses are sn
factors when sizing for tensile st
consistent (for example, do not co
later in the ascent). In the case of
can increase the reduction factor,
internal pressure. Lateral shear w

I( 0 = -' 1 6
r f rJ -

= _  l - - - = 1 1 7
1611 0.00286

T= 1.0 -  0.901 (I .O - e-q )  = 0.319

i:'

R
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ia, /, is 8.982 x 105 cm4 and the
ng mode requirement is much

cross-section al area is I 80 cm2.

, we can derive the limit or
cylinder limit loads.

from the base to the cylinder's
11-57.

mass location is at the cylinder
Eq. (11-51):

) = 7i5,900N (1 1-61)

(1I-62a)

(11-62b)

cylinder for tensile strength,
material's allowable shess.

required thickness.

(1 1-63)

(Lr-64)

yield conditions in the same
Fn = 448 x 106 N/m2.

(11-52) and (11-53)1, using
cylinder must withstand an,

(1 1-65)

(r 1-66)

Structures and Mechanisms

The equation for cylinder buckling stress is

11.6 489

(r1-67)

(1 1-71)

Et . .^,  (71x10e) (0.002g6)
or, = 0.6y :L = (0.6) (0.379)::-::ll:'"-1-

= 46.16x106 N/m2

Note that 7f a* were greater than the material's proportional limit, we would use
additional methods for inelastic buckling. With the cylinder's cross-sectional area,
A = 180 cm2, the critical buckling load is

Ultimate I-oad

Prr= A or, = (0.0180X46.16 x tOe; (1 1-68)

= 830,900 N (ultimate)

Thus, the cylinder is not adequate because the applied ultimate load is greater than
the critical buckling load. Strucnual integrity is often shown in temrs of the margin of
safety (145), defined as

MS=
Allowable Load or Stress-  1 .0 (11-6e)

Design Load or Stress

and must be greater than or equal to zero. For the stability conditions (ultimate),

830,9^n
MS = 4-1.0= 4.07 (T%onegativemarginof safery) (11-70)

894,900

Results for a small increase in thickness are shown in Table 11-59.

TABLE 11-59. Summary of Slzing the Monocoque Cylinder for Stability. This table summa-
rizes our initial sizing attempt and lhe first (and final) iteration for an eguivalent
axial load of 894.900 N.

lnternal Pressure

We can find the hoop stress in the cylinder by using Eq. (11-56) with R,, = *;

- _ pRn _ (6,899) (1.0\
uh -- =2.34xI0o N lmllltnitl" t (0.00295)

=2.92x 106 N/m2 (ultimate

From Eq. (1i-55), we see that the meridional (longitudinal) pressure stress is half this
value.

Although these stresses are small, we must combine them with sfresses from load
factors when sizing for tensile strength. The pressue and load factors must be time-
consistent (for example, do not combine lift-off loads with venting pressures that occur
later in the ascent). In the case of stability, internal pressure can sfiengthen a shell. We
can increase the reduction factor, y, slightly to account for the stiffening effect of the
internal pressure. Lateral shear will tend to lower the buckling load.

127,500 (N)

s8,840 (N)

294,200 (N.m)

Iteration
Thickness

(cm) ocr
Area
(cm2) P", MS

lnitial

First

0.286
0.295

0.379
0.384

4 6 . 1 6 x  1 0 6

48.27 xlQo

180,0
186.0

830,900
898,000

-0.07

+0.00
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Calculating the Mass

The mass of the cylinder is the product of the density, p, and volume, 2n R t L.

m = p 2 n R t L = (2.8 x 103X2XtX1.0X0.002 95)(10.0) (rL-72)

=  519  kg

Any fasteners, attachments, and access doors would increase this mass somewhat,
making allowances for material lost in drilled holes and cut outs.

Summary of Monocoque Options

The driving requirements for the monocoque cylinder are bending rigidity and
compressive stability, which represent actual design conditions, Please note that the
calculation for first natural frequency depends on a crude assumption of equally
distributed mass. In this example, we want only to illustrate methods and clarify the
need for iterative design. In an actual design, we would know the mass distribution and
use computerized techniques to get a more realistic weight for the structure.

If we break the cylinder into several assemblies, such as an adapter on the bottom
with a spacecraft bus on top, we could analyze each section separately. For cylinder
sections closer to the base, P"n loads increase. Thus, we would want to analyze differ-
ent sections for varying types'of construction, each with its own applied loads. In this
example, we could assume that the spacecraft adapter occupies the bottom 2 m of the
cylinder, resulting in a preliminary mass of 519 x 2/10 = 103.8 kg.

Option 2-Skin-Stringer

Suppose we stiffen the cylinder with 12 longitudinal mernbers, called stringers, and
l1 circumferential rings, orframes. The cylinder's circumference is 6.28 m, so the
30-deg stringer spacing results in a stringer spacing of 0.5236 m, measured along the
curved surface. The frames separate the cylinder into 10 sections, or bays, each with a
height of 1.0 m. Figure 1l-45 identifies the stringers by number.

Distance from Neutral Axis

d 1  = d 7 = 0

d 2 = d 6 = d 8 = d 1 2 = 0 . 5 0 m

d 3 = d 5 = d 9 = d 1 1  = 0 . 8 6 6 m

d4  =  619  =  1 .00  m

1 0

Fig. 1 1-45. Stringer Arrangement and Geometry.
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It is reasonable to assume that the presence of stiffening stringers and rings in this
design allows us to reduce the skin's thickness. A designer's initial concern with a
thinner s]cin is buckling; the concern is real and we will indeed check for this mode of
failure. In addition, thin, external surfaces with large surface areas are also susceptible
to the acoustic environment. Acoustically driven loads are based on many factors,
including:

. The launch vehicle's acoustic environment

. Location of the structure within the payload fairing, or shroud

. Whether acoustic blankets are used to help diminish noise within ttie shroud

. Type of structure (as we said, large and thin surfaces are more affected)

. Whether the structure is an external or internal payload surface

. Boundary conditions ofthe surface edges

. Whether the surface is flat or curved

. The frst resonant frequency ofthe surface (depends on size, shape, thickness,
material's modulus of elasticity, and edge boundary conditions).

The calculations for acoustic loads are cumbersome; see Sec. 7.7 of Sarafin [995]
for an example of one technique. We will assume a starting standard gage skin thick-
ness of 0.127 cm is adequate against acoustic noise for our design.

First, we must choose whether to design the skin to help sustain load or whether to
allow it to buckle, forcing the stiffeners to take on more of the burden. In this example,
we will design the skin not to buckle, as is usually done when performing preliminary
sizing analysis. Chapter Cll of Bruhn [1973] provides details on how to analyze
buckled skin.

Stffiess

Again, let's first size for stiffness. We already know from calculations for Option I
that we need a skin thickness of 0.045 cm to meet the axial frequency requirement of
25 Hz. Therefore, the 0.I27-cm-thick skin alone will be adequate for axial rigidity. In
the bending case, the required area moment of inertia, 1, of the cylinder's cross-section
is 8.98 x 105 cm4, The skin will satisfv part of this:

Iskin= frR3 / = n(l.0)3(0.001 27) = 4.00 x ld cma (1 1-73)

Therefore, the contribution to l from the 12 stringers must equal d1g lsriainder:

1"r, = 8.98 x i05 - 4.00 x 105 = 4.98 x 105 cm4 (Lr-74)

We can calculate the 1of the 12 stringen in the cylinder using the parallel axis the-
oiem, 1o = 2 (I 

"^ 
+ e&). We can ignore the Ir^, ot / about each stringer's center of

mass, because it will be very small compared to is Ad2 term. Therefore, the / of the
stringer system is a function of stringer cross-sectional area, A, and 4 the distance
from the cylinder's neutral axis (Table l1-60).

Therefore, Irtr= 4.98 x 105 cm4 =A x 60,000 cm2. This results in a required cross-
sectional area of each stringer of 8.32 cm2. The cylinder area combines the skin and
twelve stringers for a total area of 180.00 cm2. Note that both the skin and stringers
must contribute to overall 1to meet this requirement. When we allow skin to buckle,
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ity, p, and volume, 2n R t L.

.002 9s)(10.0) (11-72)
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TABLE 11.60. Calculat ions for Moment of Inert ia Based on Str inger Area.

Stringer No.
d

(cm)
d2

(cmlz EA EAd2

1 , 7

2 , 6 , 8 ,  1 2

3 , 5 , 9 , 1 1

4, 10

0
50

86.6

100

0
2,500

7,500
,| 0,000

4 A

4 A

Total

0

4 x 10,000 cmz

A x 30,000 cm2

A x 20,000 cm2
A x 60,000 cm2
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we can consider only the stringers and small sections of skin near the stringers, called
effective skln [Bruhn, 1973].

Panel Stability

Equation (11-50) is used to determine the compressive buckling stress for the skin
panel:

11.6

(1 1-75)

(1 1-76)

TABLE 11-61. Skin-Str ingerCylindr

' The fact that the value of k is 55 for both tt
lor M and Zdiffer between lhe two cases.

Skin-Stringer Option Summary

Strength and stability determinr
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TABLE 11-63. Cyl inder Sizing Sumr
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L=1 0
R=1

M
Ri,

Sti

ss Ri,

Sti

L=9.5
B=1 .026

M
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Sti
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M = Monocoque, SS = Skin-stringer

Con

Iteration
Thickness
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First

0 .127

0.195

cc

55

TABLE 1 1-62. Skin-Str inger Cyl indt

Part
Thickness

(cm)

Skin

Stringers

0 .195

12 ( '
Subtotal

25% Eitra for
ring frames and
fasteners

TOTAL

",,=ffi(;)' =o.szxz(i)'
= (0.e23)(ssl(zr 

" ro')(9oo!?Z)'

= 27.2x 106 N/m2

where.k=55 (fromFig. 11-35),  v (Poisson'srat io)= 0.33,r= 1in, t=0.127cm, and
b-= 0.5236-m (the spac^ing between stringers). The buckling load, p., - orr\ uta? =
(21.2x 106) (0.0180 m2) = 381,000 N. The resulring margin of safety, US, is

MS-381 'ooo - l= -0 .57
894.000

The negative margin of safety points out the inadequacy of the design, so we must
add thickness to keep the panel from buckling, resulting in the vaiues shown in
Table 11-61. when we increase the thickness like this to prevent panel buckling, we
can decrease the area of the stringers, with the goal of achieving the same total area
and moment of inertia needed for bending stiffness. With a skin thickness of 0.195 cm,
this means the required stringer area is 4.78 cm2.

Table 11-61 summarizes the estimation of mass for the skin-stringer option, using
a mass'density of 2,800 kg/m3. Note we've included an extra 25vo tiaccount for ring
frames, which are needed to stabilize the stringers and fasteners; this is simply an
estimate. Note also that, in a real sizing exercise such as this, we would need t,o con-
firm the feasibility of only 4.78 cm2 area for each stringer. To keep a stringer from
buckling as a column between ring frames, we need to design its crois section to have
a relatively large moment of inertia. A common strategy for doing this at low mass is
to use a thin-walled I- or c-section. However, we might find that, to provide the
needed area moment of inertia with an area of 4.78 cm2lw" would need io make the
flanges and webs so thin that they could not carry the design load without buckling
locally' Chapter 8 of Sarafin [l995] explains how to assess column buckline and local
buckling for thin-walled structural members.
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' The fact that the value of k is 55 tor both the initial try and first iteration is boincidental. Note thal the values
lor l</t and Z ditfer between the rwo cases.

S kin- S tringe r Option Summary

our assumptions.

TABLE 11-63. Cylinder Sizing Summary.

'Thickness reqr.rired to satisfy assumed acoustics environment
"Stringers sized to accommodate bending rigidity requirement
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TABLE 11-61. Skin-Stringer Cylinder Skin panel Sizing for Stability.

Iteration
Thickness

(cm) k

ocr
(Nimz;

Area
(cm2)

P",
(N) MS

lnitial

First

0.127

0.195

CJ 21.2 x 106

49.8  x  106

180.0

180.0

381,000

896,400

4.57

+0.00

TABLE 11-62. Skin-stringer Cylinder Mass Calculation.

Part
Thickness

(cm)
Area
(cm2)

Length
(m)

Volume
(m3)

Mass
(ks)

Skin

Striqgers
0 .195 122.55

12 (4.78)=57.4
10.0
10.0

o.1225
0.o574

343.0
160.7

Subtotal 503.7
25Y" Extrafor
ring frames and
fasteners

125.9

TOTAL 629.6

Geometry (m) Option Condition Skin t (cm) Stringer A (cmz) Mass (kg)

|  - . t n

R=1

M
Rigidity 0.286 503
Stability 0.295 5 1 9

SS
Rigidity 0.127 8.32 OJU

Stability 0 .195 4.78* 630

L=9.5
R=l.026

M
Figidity o.227 389
Stability 0.289 495

SS
Rigidity o.127' E e 7 486
Stability 0.209 0.97-* 486
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Mass decreases with a shorter cylinder, but the stability requirement becomes more
critical as the radius increases. More iterations with a shorter cylinder and additional
stringers would be appropriate. A more massive example would make the skin-stringer
design more attractive.

11.6.8 Mechanisms and Deployables

Aerospace mechanisms can be divided into high- and low-cyclic applications. The
former, such as antenna gimbals or solar array drives, require frequent or constant
articulation. The latter restrain a payload on launch or retrieval, or they propel the
payload to the deployed or restored position. Figures I l-46 and 11-47 showeximples
of these mechanisms. The design is complete only when principles of mechanics and
environmental considerations lead to a producible and testable spacecraft. The most
challenging requirements for mechanisms are those that demand precision pointing
and a long operating life.

Fig. 11-46, High-Cyclic Mechanism, Rotary Actuator Assembly and Components. An
example of an aerospace mechanism requiring precision pointing (motor driven).

Requirements. Typical spacecraft requirements for aerospace mechanisms are as
follows:

. High-cyclic mechanisms
-Antenna pointing and tracking
--Solar array pointing and

tracking
-Attitude control reaction

wheels
-Boom extensions

. Low-cyclic mechanisms
- Antenna launch retention
- Antenna deployment
- Solar array retention
- Solar array deployment
- Contamination cover removal
- Spacecraft/launch vehicle separation
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Fig. 11.47. Low-Cyclic Mechanism, Solar Array Retention Mechanism. An example of an
aerospace appendage retention mechanism.

The MIL-A-83577 [988] specification formoving mechanical assemblies gives us
important technical guidance. The functional requirements for the mechanisms derive
from mission requirements and resolve into torques or forces and operating rates. An
operating rate profile, as shown in Fig. 11-48; establishes the payload articulation or
deployment rate. This profrle determines the maximum angular acceleration, a. Once
we have detemrined the payload moment of inertia, MOI,we can compile the mecha-
nism's operating torque, T= a(MOI). Forrough torque sizing, we can adda20%o
friction torque to the operating torque. The constant-speed'part (s2) of the operating
rate profile, represents the mechanism operating torque because there is no accel-
eration during this phase. With the two operating points known, we can generate a
torque-speed curve (see Fig. 11-49). This linear curve establishes the stall torque and
theoretical no-load speed for the mechanism. When these mechanism-performance
characteristics are arithmetically manipulated by the mechanical advantage of a gear
train, the new performance characteristics represent the principal motor requirements.
With the mechanism's stall torque now known, we can do fust-order approximations
of the mechanism parameters using Fig. 11-50.

As an example, a solar array with moment of inertia, MOI, must be deployed by
rotating frgm a stowed position to a locked position in time, f. This time period involves
accelerating the array to a maximum rate, s1, then decelerating to the lock. Therefore,
the operating torque (operating point 1) equals moment of inertia, MOI,ttmes acceler-
ation (s1 +tD).In the absence of other running friction data, we can assume operating
point 2 is 2OVo of operating point l. Extrapolating to a stall torque (assume 200 N'm)
lets us use Fig. 11-50. If the mechanism had a 200 N'm stall torque, we can see that the
mechanism mass will be about 18 kg, require 90 W of power, and have a volume of
about 7,800 cm3. As a guideline, mechanisms should have a 1007o torque margin to
provide for uncertainties of friction, payload inertia growth, and thermal effects.
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Fig' 11-48. Typical Operating Rate Profiles and Derived Accelerations. The acceteration is
calculated by dividing speed by the time increment.
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Although weight, power, and volume are usually the three major spacecraft system
parameters, we must not severely constain the mechanism's weight. The mechanism
design should be robust to withstand stall torques and to maintain its structural
stiffness over a wide range of temperatures. The mechanism is not a major power con-
sumer. Low-cyclic mechanisms operate only a few times in the mission. High-cyclic
mechanisms draw high curents during the acceleration phase of the dury cycle, a
phase that is generally I0Vo of its operating life. Volume 

"slstaints 
will dictate the

design process. Also, requirements for mechanical and electrical interfaces will in-
fluence the mechanism's volume and stmcture. The mechanism will also produce its
own requirements for torques or forces, operating rates, sfuctural stiffness; operating
life and histogram (torque/cycle matrix), and environments. The mechanism must
withstand the launch and derived vibration tests, which will influence tire strength and
stiffness requirements. The mechanism must operate.in orbit, where the thermal-
vacuum environment will influence the selection of materials, lubricants, and coat-
ings. It will also create thermally induced loads caused by difference in coefficients of
thermal expansion of selected structural materials.

For more information on space mechanisms, see Conley [1998], Sarafin [1995],
and Mil-A-83577 [1988].

11.7 Guidance and Navigation

James R. Wertz, Microcosmr lnc.

We use navigation* and orbit determination interchangeably to mean determining
the satellite's position and velocity or, equivalently, its orbital elements as a function
of time. Similarly, we use both guidance and orbit control to mean adjusting the orbit
to meet some predetermined conditions. For satellitqs, orbit control has fwo important
subsets. Orbit maintenance referc to maintaining the orbital elements but not the tim-
ing of when the satellite is at a particular location in the orbit. Stationkeeping refers to
maintaining the satellite within apredefi-ned box, which includes maintaining both the
in-track position and the other orbital elements. Altitude maintenance is an example of
orbit maintenance in which occasional thruster firings are used to overcome drag and
keep the orbit from spiraling downward. Geosynchronous stationkeeprng maintains
the satellite in a box over one place on the Earth. Stationkeeping in low-Eadh orbit
includes constellation maintenance, in which each satellite is maintained in a moving
box defined relative to the rest of the satellites in the constellation.

The satellite ephemeris is a tabular listing of the position and possibly the velocity
as a function of time, usually in electronic form. It is important to distinguish the
satellite ephemeris from the solar ephemens, which lists the relative positions of the

' The origin of the terminology causes some confusion, partigularly when reading older sources
or references not associated with satellites. Navigation traditionally referred to deterrnining
how to get a craft where we wanted it to go. The term guidance was introduced with rockets
and missiles to mean computing the steering commands needed to make the rocket go where
we wanted it.to (thus, a guided misslle); contol meant carrying out these steering commands
to adjust the vehicle's direction of flight. Thus, an intercept missile would have a guidance
and control (G&C) system, and a space plane or interplanetary spacecraft would have a guld-
ance, navigation, and contol (GN &C) system. However, for spac'ecraft we we navigation to
mean orbit determination, guidance to mean orbit contol, and control system as a shortened
form of attitude conhol sYstem.
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principal alternatives for navigatio
for maintaining and controlling the
software is discussed in Sec. I 1.7.

TABLE 11-64. Process for Delining
discussion of each ste

Step I. Define top-level functi
tives which require either navigal
Typically, we think of maintainin,
the mission. Examples include a g,
ground track orbit. We may also nr

Earth and Sun as the Earth travels in its orbit, and lunar and planetary ephemerides,
which provide similar data for other bodies in the solar system.

There are two types of orbit determination, differentiated by timing. Real-time orbit
determination provides the best estimate of where a satellite is at the present time and
may be important for spacecraft and payload operations, such as accurate pointing at
some target. Definitive orbit determination is the best estimate of the satellite position
and orbital elements at some eadier time. It is done after gathering and processing all
relevant observations. Orbit propagationrcferc to integrating the equations of motion
to determine where a satellite will be at some other time. Usually orbit propagation
refers to looking ahead in time from when the data was taken and is used either for
planning or operations. occasionally orbits will be propagated backward in time,
either to deterrnine where a satellite was in the past or to look at historical astronomical
observations in the case of comets or planets.

Traditionally, ground stations from around the world provide tracking data to a
mission-operations center. When all data is available, definitive orbit determination
provides the best estimate of the orbit. This is used to process the payload data for
science or observation rtissions. The best estimate of the orbit is then propagated
forward for real-time operations (such as star catalog selection or maneuver timing)
and further forward for mission planning.

In 1983 NASA launched the first Tracking and Data Retay Sateilite, TDRS, ta
begin replacing the worldwide ground tracking network.* TDRS provides the same
functions as the traditional ground-station network. As the name implies, it tracks low-
Earth orbiting satellites and relays data between the satellite and the TDRS ground
station in White Sands, NM. As described in Sec. LI.1.2, GpS, GLONASS, and other
more autonomous systems are also becoming operational, so orbit determination for
future systems will differ significantly from what it has been in the past.

We can think of orbit determination and control as analogous to attitude determi-
nation and control. The ADCS subsystem (Sec. 1l.l) measures and maintains the
spacecraft's orientation about its center of mass. Similarly, the guidance and naviga-
tion function, perhaps better thought of as the orbit Determination and Control
subsystem, or ODCS, measures and maintains the position of the spacecraft's center
of mass. Both systems deal with spacecraft dynamics and both have the multiple func-
tions of acquisition, determination, maintenance, and maneuver control.

11.7.1 System Definition Process

Major changes are occurring in the guidance and navigation arena. Traditionally,
this has been exclusively a ground-operations activity. However, with the introduction
ofGPS and advanced onboard computers, several options now exist for autonomous
navigation-Aetermining the orbit on board the satellite in real time. We also have the
capability to perform autonomous orbit maintenance and control, so the orbit determi-
nation and control function will change significantly. Even if we ultimately choose a
completely traditional approach, we should evaluate new techniques which may
reduce cost and risk for a particular space mission,

Table I 1 -64 summarizes the process of defining the orbit determination and control
function. Each of the steps is described below. Section 11.7.2 then discusses the

* The second TDRS was lost in the Challenger accident in 1986, so the two-satellite operational
constellation was not complere until 1988.

1. Define navigation and orbifrelated
top-level functions and
requirements

2. Do pointing and mapping trades to
determine preliminary navigation
(position) accuracy requirements

3. Determine whether orbit control
or maintenance is needed

4. lf yes, do trade on aulonomous
vs. ground-based orbit control

8. Define G&N system requirements



tL.7 Guidance and Navigation 499

principal alternatives for navigation systems, and Sec. I L7.3 describes the alternatives
for maintaining and controlling the orbit. The irnplementation of these in hardware and
software is discussed in Sec. 1 1.7.4

TABLE 11-64' Process for Defining the Guidance and Navigation Subsystem. See text lor
discussion of each steo.

and planetary ephemerides,
system.
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in real time. We also have thi
control, so the orbit deterrni-l

if we ultimately choose i
new techniques which

t determination and control
1I.7.2 then discusses ther

so the two-satellite operational,t

step r. Define top-levelfunctians. we want to determine the kev mission obiec-
tives which require either navigation inforrnation or orbit maintenance and conirol,
Typically, we think of maintaining the satellite in a specialized orbit over the life of
the mission. Examples include a geostationary slot, Lagrange point orbit, or repeating
ground track orbit. We may also need stationkeeping to maintain the relative positioni

1. Define navigation and orbit-related
top-level functions and
requirements

Mapping and pointing
Scheduling
Constellation or orbit maintenance
Rendezvous or destination requirements

2. Do pointing and mapping trades to
deteimine preliminary navigation
(position) accuracy requirements

What payload functions will the navigation
data be used for?
Payload data processing (mapping)
Payload pointing

3. Determine whether orbit control
or maintenance is needed

Geosynchronous stationkeeping
Constellation stationkeeping
Altitude maintenance
Maintaining orbit elements
Mid-course corrections

4. lf yes, do trade on autonomous
vs. ground-based orbit control

ls reduced operations cost and risk worth
introducing a nontradltional approach?

5. Determine where navigation data
is needed

ls it needed only at ground station for
mission planning and data evaluation?
ls it needed on board (orbit maintenance,
Sun vector determination, payload
pointing, target selection)?
ls navigation (or target location) data
needed by several end users who may get
information directly from the spacecrift?

6. Do autonomous vs. ground-based
navigation trade

Does reduced operations cost and risk
justify a nontraditional approach?
ls there a need for real-time navigation
data?

7. Select navigation method See Sec. 11.7.21or main ootions Sec.  11 .7 .2

8. Define G&N system requirements Toglevel requiremenls should be in terms
of what is needed (mapping, pointing,
constellation inaintenance, level of
autonomy), not how the mission is done
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between spacecraft in a constellation. Orbit control, but not orbit maintenance, is
needed to reach a particular destination such as rendezvous with another spacecraft,
landing on the Moon, or insertion into a particular geosynchronous slot.

Navigation has two basic purposes. It allows us to maintain and control the orbit,
just as attitude determination is used for attitude control. Thus, any requirement for
orbit control will ordinarily result in a corresponding requirement for navigation. We
may also need navigation information to process data from the payload. Although
some science missions may actually use position data (e.g., mapping of the magnetic
field or particle flux density), it is usually only part of payload pointing and mapping.
Irrespective of any orbit control, we often need to point an antenna or instrument at
some location or to define where an instrument is looking on the surface of the Earth.
Typically, this results in a more stringent navigation requirement than for purely
operational purposes.

Step 2. Do pointing and mappittg trades. Because these are typically the most
stringent requirements, we must do the pointing and mapping trades described in
Sec. 5.4 to obtain a preliminary estimate of the needed accuracy. In most cases, the
pointing and mapping requirement can be met by trading between navigation and atti-
tude accuracy (see Fig. 4-6), so navigation trades will frequently need to be performed
in conjunction with attitude trades.

Step 3, Determine need for orbit controL At the s,vstem level, we must decide
whether we need to maintain or control the brbit. If we don't, we may be able to save
money and weight by eliminating the propulsion subsystem. But if we need a propul-
sion system anyway, this hardware can often easily handle orbit maintenance and
control. At the same time, maintaining the orbit may significantly extend the mission
life and thereby reduce the cost per year.

Step 4. Do autonomous orbit control trade.If we must control the orbit, then we
need to determine whether to do so from the ground or autonomously on board the
spacecraft. Traditionally, the ground station has controlled the orbit. In most cases, this
remains the best approach if the orbit control activity is nonrecurring and com-
munications with the satellite are straightforward, as in the case of transfer to
geosynchronous orbit. Here, orbit control needs are well defined, traditional ground
techniques are available, and it is needed only once during the mission. Thus, an
autonomous, onboard system would probably cost more than we would save from
lower operations expenses. However, autonomous orbit maintenance and control can
reduce life-cycle cost and risk for many missions (see Sec. 11.7.3), Over the next
decade, I expect it to become as common as autonomous attitude control is on today's
spacecraft.

Step 5. Determine where navigation data is needed. Section 2.1.1 describes how
to do a data flow analysis to determine where data comes from and where it is needed.
If we choose not to design the system to minimize communications and data flow, our
decision must be justifiable. For example, we may choose to avoid the nonrecurring
cost of putting the processing where it would be most efficient. An extreme would be
a small LightSat with a single ground station which performs all of the data evaluation,
system control, and mission planning. In this case, it is probably easiest to do the
navigation on a small computer at the ground station. At the other extreme would be a
satellite communicating with many distributed users, each of whom needs to know
either the satellite position or derivative information such as the ground look-point
location. In this case, the navigation data is probably needed on board the spacecraft,
although we could navigate from the ground and uplink the results. The third possible
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use ofnavigation data is by the spacecraft itselffor payload functions such as pointing
or target selection and for real-time identification. We can also use navigation data for
spacecraft control functions such as orbit maintenance, star catalog selection, or deter-
mining where the Sun is relative to the spacecraft for accurate attitude determination.

step 6. Do autonomous vs. ground-based navigation trade. we must determine
whether reducing the long-term, recuning operations cost and risk justifies the cost of
autonomous navigation. Tradition strongly supports ground navigation. This provides
a greater level of comfort to some customers and end users who are concerned prim-
arily that there be no deviation from prior procedures. Inespective of technical issues,
there is a level of programmatic risk associated with any nontraditional sohition. The
issue of autonomous navigation clearly falls in this area, although semi-autonomous
navigation, such as TDRS and GPS, is gaining acceprance.

A key question is whether we need real-time navigation data, either on board the
satellite or for the end user. If we must provide navigation and payload data simulta-
neously, autonomous navigation is highly desirable. The alternative would be to
navigate on the grounci and uplink the solutions for use by the spacecraft or to send
them !o the end user. This approach makes reliable communibations critical. If the
work is done on the ground, then there are two possibilities. It can be done either in
real time, using real-time data from the spacecraft, or it can be done using older data
which is propagated forward to produce a real-time ephemeris. In the past we used
older data because real-time data was not available. TDRS, GPS, GLONASS, and
various autonomous navigation systems now allow us to use real-time data which does
not need to be as accurate as data for propagated solutions.

Step 7. Select a navigation method. Section 11.7.2 summarizes the alternative
spacecraft navigation methods and their advantages and disadvantages.

Step 8. Define requirements for the guidance and navigation-system. We should
define the top-level requirements in terms of what is needed rather than how it is to be
done. Thus, requirements should be expressed in terms of mapping, pointing, con-
stellation maintenance, and level of autonomy rather than the specific navigation
method to be used. While we will go through detailed trades to select the best naviga-
tion method, we should focus on mission objectives to define requirements. This
allows later trades which may either be more detailed or use new information.

11.7.2 Orbit Determination Systems
There are three elements to the orbit determination problem: (l) the soruce and rype

of data, (2) the algorithms for modeling the orbit, and (3) the computer program which
Processes the observations. The second and third elements are well established and
will be described only briefly here. I will concentrate on the alternative sources ofdata
and the advantages and disadvantages of each in an orbit determination system.

The analytical methods for orbit determination are complex but weli understood.
They are summarized briefly in Chap. 6 and discrrlsed in detail in several modern
reference works. Vallado [2001], Battin [1999], Chobotov tl99ll, Escobal [1965],
Noton [1998], and Roy.[1991] provide extensive discussions of orbit determination
and orbit propagation methods.

Generally, the various algorithms used for orbit determination are implemented in
a small number of large and complex software systems. The major orbit detentrination
systems are used for multiple space programs. Perhaps the most frequently used is the
Goddaril Trajectory Determination System, GTDS, used by NASA to process data for
nearly all low-Earth orbit satellites fl-ong et a1.,1989]. NORAD and others use a
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similar system for tracking spacecraft based on radar observations. JpL's Deep Space
Network (DSN) uses a unique and remarkably accurate system to track interplanetary
spacecraft [Jordan, 1981; Miller et al., 1990]. It solves simultaneously for the orbits of
the interplanetary probes and the planets and satellites which they approach. For many
mission analysis purposes, Chap. 6 (or any book on astrodynamics) contains sufficient
information to construct an elementary orbit propagator. Highly precise orbit propaga-
tors are now commercially available.

The observations used for orbit determination can be obtained by tracking from the
ground, tracking from space, or from autonomous or semi-autonomous systems on the
spacecraft. Each of these approaches is described bplow. Table l1-65 summarizes
their relative advantages and disadvantages.

TABLE 11-65. Advantages and Disadvantages of Alternative Navigation Methods. (See
also Table 11-66.)
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Tracking
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Methods and tools well established

Accuracy depends on ground-station
coverage
Can be ooerations intensive

TDRS
Tracking

Standard method for NASA spacecraft
High accuracy
Same hardware for tracking and
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High accuracy
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Stellar
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Could be fully autonomous
Uses attitude-sensing hardware

Still in concept and test stage

Landmark
Tracking

Can use data from observation payload
sensor

Still in concept stage
Landmark identification may be difficull
May have geometrical singularities

Satellite
Crosslinks

Can use crosslink hardware already
on the spacecraft for other purposes
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No absolute position reference
Potential problems with system
deployment and spacecraft failures
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Gr o u n d- St ati o n T r ac kin g

This is the traditional way to obtain data for orbit determination. We either track the
spacecraft's telemetry signils or use radar tracking from a site not associated with the
spacecraft. In both cases, the principal data used for orbit determindtion arerange and
range rate-that is, the distance from the ground station to the satellite and the
satellite's line-of-sight velocity during the overhead pass. Angular measurements are
also available at times but are typically far less accurate than range or range-rate
measurements.

Accurate orbit determination using ground-station data ordinarily requires a
number of passes. We may accumulate data from multiple passes over a single ground
station, or may receive data at a central location from multiple ground stations around
the world. In either case, data from a number of passes goes to one place for processing
through a large system such as GTDS, described above. Ground-based systems neces-
sarily operate on historical data and therefore will use propagated orbits for real-time

Disadvantages operations and mission planning. Accuracies achievable with ground-based tracktng
vary with a spacecraft's orbit and the accuracy and amount of data. However, 3o
accuracies typically range from several kilometers for low-Earth orbits to approxi-
mately 50 km for geosynchronous orbit.

rDRS
The Tracking and Data Relay Satellite, TDRS, has now replaced NASA's world-

wide ground-tracking network. A major advantage of this system is that the two
operational TDRS satellites can provide tracking data coverage for 85Vo to l5OVo of
most low-Earth orbits. (TDRS does not work for satellites in geosynchronous orbit.)
The systern collects mostly range and range-rate data from the TDRS satellite to the
satellite being tracked. Angular information is available, but is much less accurate than
the range and range-rate data. If atmospheric drag effects on a satellite are small,
TDRS can achieve 3o accuracies of about 50 m. This is considerably better than most
ground-tracking systems. Another way to track from space is to use satellite-to-
satellite or crosslink tracking as described below.

Spac e craft Auto nomous N avigation

As summarized in Table I l-66, manufachrrers have developed a number of auton-
omous navigation systems for spacecraft. Determining the orbit on board is technically
easy with the advent of advanced spacecraft computers and higher-order languages.
The principal problem is to provide.orbit determination that is reliable, robust, and
economicai in ierms of both cost and weight. A number of systems which can do this
n6vy gxi5t-autonomous orbit determination is clearly feasible but becoming less
important with the.increasing use of GPS for navigation in low-Earth orbit. Werz

[2001] and Chory et al. [1986] describe alternative methods of autonomous navigation
on board satellites. Table I 1-65, earlier in the section, gives the advantages.and disad-
vantages of the primary alternatives.

Autonomous navigation is inherently real-time. Thus, definitive orbit solutions and
payload data are available simultaneously, which means that we can generate ground
look-points or target positions and immediately associate them with the payload data.
In addition, measurements can be less accurate than those for systems that work on old
data, because solutions propagated forward in time lose accuracy. For example, to do
accurate orbit maneuvers without autonomous navigation, we need a greater accuracy
from a definitive solution based on old data that must be propagated forward to meet
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real-time needs. With real-time systems, highly accurate orbit propagation is less
critical, although we will still need some forward propagation for prediction and
planning.

GPS and GTONASS
Tbe Global Positioning System, also called GPS or Navstar, is a system of

navigation satellites funded by the U.S. Departmentof Defense and intended explicitly
to allow position determination by very small receivers anywhere on or near the
Earth's surface. Extensive discussions of GPS and its applications, including signal
structure and processing algorithms, are provided by Parkinson and Spilker [1996],
Leick [995], Kaplan [1996], and Hofmann-Wellenhof [1997]. GPS receivers are now
readily available and their use is becoming widespread in airplanes, ships, ground
vehicles, and military equipment. The system provides a moderate accuiacy signal
(50 m-100 m) for general navigation and a high-accuracy coded signal (15 m) for
military applications. Commercial GPS receivers are now available for spacecraft, and
are gaining in popularity in low-Earth orbit [Wertz,2001; Chory et al., 1986; Anthony,
1992; Parkinson and Gilbert, 1983; Porter and Hite, 19841.

GPS receivers use signals from four different GPS satellites to solve simulta-
neously for the three components of the observer's position and the time. This can be
done several times, providing position and velocity data which determines the orbit
elements. The GPS constellation is in a 12 hour orbit at approximately half-
geosynchronous altitude. Because the GPS antennas are designed to provide signals
only in a cone covering the Earth's surface, coverage drops offrapidly with altitude;
even for satellites in low-Earth orbit [Wertz, 1999]. Nonetheless, both analytic and
experimental studies have been done olr using GPS for navigation in orbits as high as
geosynchronous using the spillover of the beam beyond the edge of the Earth's disk
lChao, et al.,19921.

The GPS signal can also be used to solve for the attitude of the vehicle on which
the receiver is located. This is done by using multiple GPS antennas which are a
known distance apart and which are attached to a rigid element of the vehicle. By mea-
suring the phase difference between the signal from one GPS satellite arriving at two
antennas, the GPS receiver serves as an interferometer measuring the angle between
the line of sight to the GPS satellite and the line joining the two antennas. The
wavelength of the GPS carrjer signal is about 20 cm. Therefore, the accuracy of the
attitude is limited by both the long wavelength and multi-path effects which cause con-
fusion in the identrfication of the signal coming directly from the GPS satellite. In
practice, spacecraft have been able to achieve on-orbit attitude accuracies on the order
of 0.3 to 0.5 deg.

A number of practical difficulties have prevented GPS receivers from developing
substantial operational utility in space for attitude determination. One problem is that
multi-patheffects can cause difficulties in some geometries and the GPS constellation,
by nature, will eventually present most geometrical circumstances to the spaeecraft.
Orbit determination is an activity which can be done interrnittently without harming
system performance, but attitude determination must be continuous if we are to avoid
a major failure. Consequently, the potential lack of availability of four GPS satellites
for even a short period due to either geometrical circumstances or the outage of one or
more satellites is a major concern for a spacecraft which depends on GPS for attitude
determination. Thus, GPS-based attitude sensors will probably serve principally as
backup, or would require backup systems to prevent major anomalies.
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The global navigation satellite system, GLONASS, is a Russian space-based
navigation system that provides 3-D position, velocity determination and time dis-
semination on a worldwide basis. GLONASS is very similar to GPS. It consists of a
24 satellite constellation at approximately half geosynchronous altitude and provides
accuracies very similar to those of GPS. There are a number of manufacturers of
GLONASS receivers, some of which are combined GPS/GLONASS receivers.

GLONASS is operated by Russia's Ministry of Defense. Like GPS, it was initiated
in the mid-1970s with military design goals. Also like GPS, the civilian applications
became apparent rapidly and the system is now in use for both civilian and military
purposes. While the end results are very similar, the GLONASS signal structure is
significantly different than that of GPS. Both GLONASS and GPS are available for
use by spacecraft, and many satellite manufacturers are considering the use of either
or both systems for onboard determination of position, velocity, time, and sometimes
attitude. For further information on GLONASSi see, for example, Leick [1995] and
Kaplan [996].

Space Sextant
The Space Sextant was developed and flight tested in the late 1970s as a means of

autonomous navigation by accurately measuring the angle between a star and the limb
of the Moon [Martin Marietta Aerospace, 1977; Booker, 1978]. The Space Sextant
provides both orbit and attitude information and can work over a very large regime,
including geosynchronous orbit. The Space Sextant unit has been flight qualified;
however, the need for precise telescope measurements makes the instnrment rather
heavy and therefore limits its usefulness in many space applications.

Microcosm Autonomous N aaigation System
The Microcosm Autonomous Navigation Systent (MANS) uses observations of the

Earth, Sun, and Moon from a single sensor to provide real-time position an{ attitude
data [Tai and Noerdlinger, 1989; Anthony, 1992]. These objects were chosen princi-
pally because they can be unambiguously identified with high reliability and low cost
and observations can be done with minor modifications to attitude sensors already on
most spacecraft. The MANS flight software can also make use of, but does not require,
data from a GPS receiver, star sensgrs, gyros, and accelerometers. The addition of
other data sources provides added accuracy but is not required by the system. In addi-
tion to orbit and attitude, MANS provides ground look point and Sun direction
information (even when the Sun is not visible to the sensor). It can work at any attitude
and any orbit from LEO to beyond GEO. MANS was flight resred on the TAOS
mission launched in 1994 [Hosken and Wertz, 1995].

S t ellar -H orizon S y s t ems
A number of approaches for orbit and attitude determination have been proposed,

based on the interaction of starlight with the Earth's atmosphere [Hummel, 1984].
Specifrcally, as stars approach the edge of the Earth as seen from the spacecraft,
refraction will cause their position relative to other stars to shift, producing an effect
which can be measured with considerable accuracy. Theoretical accuracies for such
systems are projected to be in the vicinity of i00 m. However, none of these systems
has been fully developed for flight as yet.

Satellite Crosslinks
A number of proposals have been made for using satellite crosslinks to provide

orbit determination [Chory et al., 1984]. This is of interest because it can be done with
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crosslink equipment used for intersatellite communication, and, therefore, requires
minimal additional hardware. Crosslink tracking has been proposed for a number of

problem is that the satellites become interdependent, so satellite-to-satellite tracking
may not work well for the first satellites or may degrade if a satellite stops working.
Therefore, an alternative system not based on satellite-to-satellite trackingis required.
If additional systems must be provided, there is less benefit from thJ satellite-to-
satellite tracking.

InndmarkTracking

_Lqdmark tracking has also been proposed for orbit determination [Markley,
19811. This has been established as feasible by using data returned from satellile
payloads. However, it has not been used as a normal method for satellite navigation,
due in part to the difficulry of establishing automatic, unambiguous identificaiion of
landmarks to ensure that tracking accuracy can be maintained in the presence of
adverse weather or pooi seeing conditions.

Earth and Star Smsing
The combination of Earth and star sensing work similarly to sensing the Earth,

sun, and Moon [wertz,2001). The direction and distance to the Earth are sensed
relative to the inertial frame of the fixed stars. This is then used to directly determine,
the direction and distance to the spacecraft. The Earth and stars are available nearly
continuously in any Earth orbit and star identification is becoming less of a problem
with the introduction of substantially better computers for space use.

1.1.7.3 Orbit Maintenance and Control
' Chapter 6 presented relevant AV equations for orbit maintenance and conhol. This
section discusses when orbit control is necessary and what options are available to do
it. Section 2. 1.2 discusses autonomous orbit rnaintenance as part of a fully autonomous
spacecraft.

Most small spacecraft do not require orbit control and have no onboard propulsion.
This has the advantage ofeliminating one spacecraft subsystem and" therefore, reduc-
ing the spacecraft's cost, weight, and complexity. However, once the spacecraft has
separated frpm the launch vehicle or upper stage, no further control of the satellite

nications and, to some degree, sample the interstellar medium.
We can also adjust a spacecraft's orbit using other means than onboard propulsion,

such as the orbiter or an orbit-transfer vehicle or tug. For example, with the Space
Telescope, the orbiter is used for both instrument replacement and to return the
Telescope to a higher altitude.

GPS, the civilian applications
for both civilian and military

GLONASS signal structure is
ASS and GPS are available for

considering the use of either
velociry, time, and sometimes

for example, Leick [1995] and
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Orbit control is needed when any of the following are required:

. Targeting to achieve an end orbit or posixisz-vs in satellite rendezvous or
interplanetary missions

. To overcome secular orbit perturbations-such as altitude maintenance
low-Earth orbit or geosynchronous stationkeeping

. To maintain relative orientations-as in constellation maintenance

Each of these is discussed briefly below. An orbit lifetime of more than 1 to 3 years
usually demands some type of orbit mdintenance or control.

Targeting to achieve a particular orbit or location in space is the most common
reason for orbit control. Typically, we achieve the orbit objectives with one or two
Iarge maneuvers, using several small maneuvers in between or for final idjustments.
For example, in transfer to geosynchronous orbit, an initial large maneuver occurs at
perigee in low-Earth orbit. A second large maneuver follows at apogee near geosyn-
chronous altitude. Finally, several small orbit maneuvers over an extended period
place the satellite in its final position. This has been traditionally been done by using
large, high-thrust engines for tlie major maneuvers and smaller engines for orbit
adjustments. However, as described in more detail in Sec. 7.5, low-thrust engines can
often be used efficiently for large AVs. This normally means smaller, lighter, less-
expensive engines and much smaller, simpler control systems. Propulsive maneuvers
usually are the largest attitude disturbance on the spacecraft and, therefore, affect the
size of the required attitude control system. Small thrusters can reduce the weight,
complexity, and cost of other components as well as the propulsion system itself.

We often associate major orbit changes with the early phases of a mission, but they
can occur throughout the life of the spacecraft. For example, most geosynchronous
spacecraft can be shifted so that the longitude of the spacecraft is adjusted to meet
changing needs. Spacecraft can also be retargeted to achieve new objectives, such as
the retargeting of the ISEE-C spacecraft to rendezvous with Comet Giacobini-Zinner
in 1985. The need for maneuvers of this type may arise after the spacecraft has been
launched. They are not planned in advance but simply take advantage of existing
resources. Finally, as described in Sec. 2l.Z,itis becoming more critical to use an end-
oflife maneuver for spacecraft disposal either in low-Earth orbit or in geosynchronous
orbit, These maneuvers are used either to have the spacecraft reenter in a location that
is not hazardous, or put the spacecraft in an orbit where it will not harm other space-
craft. While not important during the early years of space exploration, the requirement
to maintain a clean space environment will become much more stringent in the future.

We must also maintain the orbit to overcome long-term secular perturbations, as
described in detail in Chap. 6. All geosynchronous spacecraft require orbit mainte-
nance in the East-West direction to avoid interference and possible collisions with
other spacecraft. Furthermore, most use orbit maintenance in a North-South direction
to maintain a near-zero inclination. In low-Earth orbit, altitude maintenance is used to
overcome atmospheric drag and achieve a longer working life. Other orbit types, such
as Sun-synchronous or repeating ground track, may also require orbit maintenance.

Nearly all constellations require some type of orbit maintenance to prevent
collisions between satellites and maintain the constellation pattern over time. In prin-
ciple, we could use relative stationkeeping in which we maintain the relative positions
between satellites but not their absolute position. In practice, however, this will make
orbit maintenance more complex and will not save propellant or reduce the number of
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chronous orbit, this would correspond to maintaining the mean drift rate relative to the
surface of the Earth at zero, so the stationkeeping box stays over a fixed location. In
low-Earth orbit, this corresponds to maintaining the box at a mathematically fixed po-
sition in the constellation.

Ground-Based vs. Autonomous Orbit Control

Traditionally, orbit maintenance and control are executed from the ground. The re-
quired orbit adjustment will be computed at the ground station, and a series of
commands will be generated which are uploaded to the spacecraft and then down-
linked for verification. Finally, the ground station sends a command to execute the
control commands, and the spacecraft carries them out based on an onboard clock.
This sequence protects the spacecraft against communications enors and allows
maneuvers when the spacecraft is out of sight of the ground station. The spacecraft is
often out of sight because orbit maneuvers are usually 180 deg out of phase from the
desired result. For example, in landing on the Moon, the principal burns bring the
spacecraft down to the Earth-facing side of the Moon and take the returning astronauts
back to Earth. Both burns occur on the far side of the Moon, entirely out of sight of the
Earth.

In normal geosynchronous stationkeeping the spacecraft is allowed to drift to one
side of the stationkeeping box. A maneuver then changes its velocity so it will drift
across the box and back before needing another maneuver. This is similar to keeping
a ball in the air by continuously hitting it upward with a paddle. The main reason for
this sequence is that it maximizes the time interval between maneuvers and, therefore,
minimizes the amount of ground operations, which carry the potential for communi-
cations errors or command mistakes.

In the past, there was no realistic alternative to orbit control from the ground. Now,
however, autonomous navigation systems have made autonomous orbit maintenance
possible, economical, and safe. Autonomous orbit maintenance drives down the cost
and risk of missions by having a major part of the day-to-day operations on board the
spacecraft. As described in Sec. 2.1.2, autonomous orbit maintenance is a key compo-
nent in a fully autonomous spacecraft bus, which can further reduce mission costs.
(For further discussion of autonomous orbit control, see Wertz [996, 2001], Wertz,
et al. [1997], Kcinigsmann, et al. [1996], Collins, et al. [1996], or Glickman 119941.)
Microcosm has developed a commercial, autonomous Orbit Control Kit flight soft-
ware system scheduled for flight validation on UoSAT-12 in 1999. This and other
approaches are also scheduled to be flight tested later on EO- I which is intended to do
formation flying with LandSat-7.

Orbit and attitude control are airalogous, with several important differences.
Typicaliy, we must control attitude moderately often or continuously if we are to avoid
serious consequences. A satellite that loses attitude control will usually tumble and
then lose the payload function, power on the solar arrays, and contact with the ground.
It also may point sensitive instruments at the Sun or have substantial thermal
problems. Even a brief attitude control failure can destroy the mission. In contrast,
orbit control maneuvers occur infrequently, and any computer that can do autonomous
navigation will easily accommodate the necessary additional computations. As long as
we control the orbit with low-tkust systems (Secs. 7.5, l7 .4), a short-term failure will
cause no damage. Gravity takes care of short-term orbit control very well. If the
orbit-control system fails, the ground or the onboard system will determine that the
satellite is slowly drifting from its assigned slot and a warning can be issued with
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adequate time to fix the problem or implement a back-up.before adverse consequences
occur.

With autonomous orbit maintenance we can optimize characteristics other than the
time between maneuvers, such as the size of the control box. Just as we would not
ordinarily implement attitude control to minimize the number of commands sent to the
momentum wheel, we do not have to minimize the number of thruster firings so long
as the duty cycle is within the range of the tbrusters and the thruster pulses are long
enough to achieve high efficiency. Ordinarily using many short pulses is not a
problem, as thrusters are frequently used for atdnrde control and small thrusters have
iifetimes far in excess of the required number of on-off cycles.

For some missions, autonomous orbit control is required simply because of the
nature of the mission itself. This is the case for planetary flybys or a mission to the far
side of the Moon in which either the spacecraft is out of contact or the communications
delays are too long for normal ground control. Generally, ground stations do the orbit-
control computations and upload them to the spacecraft for execution at a later time.
This is a semi-autonomous approach which can meet mission requirements while
maintaining ground control.

In geosynchronous stationkeeping, the main reason for autonomous orbit main-
tenance is to reduce operations cost and risk, rather than a specific technical
requirement.* For a constellation at any altitude, the overall process of orbit determi-
nation and control represents a major operational cost. It also represents a significant
risk element in which any operational error or failure of the ground system could dam-
age or destroy the constellation. The crbit maintenance operation is necessarily carried
out on board the spacecraft by firing thruSters. Performing the control computations
on board the spacecraft can reduce both cost and risk. First, it eliminates the potential
for operatilr error in a, very repetitive function. Second, it reduces communication
errors or failures frequently associated with operational activities.

The argument has been made that autonomous orbit control is a range-safety
concern because having a spacecraft adjust its orbit without operator oversight could
endanger other spacecraft or people. This is a reasonable conceln for fuing high-
thrust, large AV engines, but it is not a problem for low-thrust maintenance. A watch-
dog timer can easily limit the propulsive burn time to keep burns small. Even if the
watchdog system fails, the'amount of propellant in most low-thrust systems is too low
to endanger other space systerns or people on the ground.

The principal reason for not undertaking autonomous orbit maintenance and
control for future missions is fadition. It has not been done that way in the pas1, and
there is a yery strong desire in expensive space missions to maintain those procedures
that have worked previously. A mechanism for overcoming this potential risk is szper-
vised autonony in which orbit maintenance maneuvers are computed on board the

spacecraft and verification from the ground is required before they are executed: This
allows mission personnel to-gain confidence in the onboard computations before
perrnitting fully autonomous operation.

A second alternative is to implement "autonomous orbit maintenance" from the
ground. In this case, the computations would be done autonomously, but would be

:':i
tj?:

ri'l:
r$i

'+

* A technical requirement for autonomous orbit maintenance can arise in geosynchronous
stationkeeping when there is a desire to place additional satellites in a nalrow orbit slot. In this
case. autonomous orbit maintenance is needed to reduce the size of the orbit-control dead-
band, which would be impractical if we had to do frequent commanding.from the ground.
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done at the ground station and then sent to the spacecraft for execution. This has the
advantage of maintaining some characteristics of traditional orbit maintenance and
also minimizes the amount of hardware on board the spacecraft. Unfortunately, this
approach can add significant complexity and risk to the mission. If the navigation data
is obtained on board the spacecraft, it would need to be communicated to the ground

for processing. Then, the results and commands would go to the spacecraft and be ver-

ified for later execution. This makes the process much more complex and increases the
potential for communications errors and transmitting the wrong data to the wrong

spacecraft. Most likely, these disadvantages would outweigh any advantage of doing

the small amount of cornmand processing on the ground. If the spacecraft has enough
computing power on board, a reasonable alternative might be to compute the orbit con-
trol on board the spacecraft and send it to the ground for verification and approval
before actually executing the command. This allows full ground override. It also
allows the system to use an on-orbit process with less cost and higher reliability, when-
ever operators are confident that the system is working smoothly.

If the spacecraft navigation is done with the traditional approach of tracking from
the ground, doing the commanding from the ground and uploading commands to the
spacecraft is an efficient alternative and minimizes the overall communication prob-
lem. In this case, the traditional cost and complexity of orbit maintenance from the
ground remain, although it may be possible to reduce this somewhat with more
automation.

Autonomous navigation and orbit control can significantly reduce the cost of space
operations. For most space missions, this is a major cost. It should also reduce risk
because there are fewer failure modeS than with operator-driven or ground-based
systems. For modern spacecraft, almost no one would recommend doing attitude
determination and control from the ground, even though this is a more complex task
with more serious adverse consequences than orbit control. The main argument
against autonomous orbit determination and control is tradition-we have not done it
that way in the past and,'therefore, should not do it in the future.

11.7.4 Sizing Autonomous Guidance and Navigation

The implementation of a purely ground-based guidance and navigation system is
both expensive and straightforward. This is the traditional approach, and is described
in detail in Chap. 14. The process is well established for geosynchronous spacecraft,
Iow-Earth orbit spacecraft, and interplanetary missions.

The main reason for considering autonomous guidance and navigation is to reduce
mission cost and risk. But we can also extend mission life, put more spacecraft into a
geosynchronous slot, or undertake missions which we could not realistically do with-
out some autonomy.

Orbit and attitude sensing and control are strongly interrelated. In many cases, they
will use the same sensors and the same actuators. The attitude control sensors and
actuators will need to control the spacecraft during orbit maneuvers, which will prob-
ably be the largest source of disturbance torques during the spacecraft's operating life.
In addition, orbit and attitude budgets are often combined to produce pointing and
mapping budgets to satisfy mission requirements (see Fig. 4-6 and Sec. 5-4). Our goal
should be to reduce the total cost and risk of attitude and orbit determination and
control. (For an extended discussion,of this objective, see Wertz t20011.)

In most cases, we would meet our objective of minimum cost, weight, and risk by
combining elements of orbit and attitude determination and control. Unfortunately,

uri



Guidance and Navigation

(1)Usessensorsnorma||yusedforatt i tudeonly.Verysma||(orno)addedweightandpowerfor
navigation sensing.

513tt.7 tl.7

ft for execution. This has the
orbit maintenance and

raft. Unfortunately, this
mission. If the navigation data
cornmunicated to the ground
to the spacecraft and be ver-

.ore complex and increases the
the wrong data to the wrong

lgh any advantage of doing
. If the spacecraft has enough

be to compute t}re orbit con-
for verification and approval
full ground override. It also
and higher reliability, when-

approach of tracking from
uploading commands to the

overall communication prob-
orbit maintenance from the
this somewhat with more

reduce the cost of space
. It should also reduce risk

iven or ground-based
recommend doing attitude
this is a more complex task
ntrol. The main argument

have not done it
future.

and navigation system is
approach, and is described

geosynchronous spacecraft,

and navigation is to reduce
put more spacecraft into a

not realisticallv do with-

In many cases, they
hrde control sensors and

which will prob-
spacecraft's operating life.

to produce pointing and
4-6 and Sec. 5-4). Our goal

orbit determination and
Wertz [2001].)

cost, weight, and risk by
control. Unfortunately,

TABLE 11-67. size, weight, and Power of Alternative Autonomous Navigation Systems'

All systemi aie evolving, so size, weight, and power will probably decrease in the

tuture.

(2) Intent is to use obsorvation payload sensor'
(3) Uses crosslinks on board fo;inlersatellite communications. Would need secondary system until sutficient
' 

number of satellites are in place.
(4) Conceptual design only. Would probably use spacecratt computer'

The problem of combining orbit and atrftudg systems is illustrated by Table 11-67'

which provides size, weightland power_for alternative autonomous navigation sys-

tems. Several of the systeiis,'such as the GPS receivers, are orbit-only, although in tle

future they may be expanded to include attitude as well. Other systems, such as MANS

and the Siace Sextant, do both the anirude and orbit function. In these cases' one

should loot< at the difference in weight and power required to achieve navigation from

;;;fi;J t- uniioa" alone. Eien this-assessment is complicated because orbit

determination requires computer resources which may be regarded as a part of the

attitude control system, the navigation system, the command and data handling sys-

tem, or the general spacecraft colmputer.-Fot T*y of the systems, such as landmark

t u.i.ing or c-rosslink navigation, the computer is the principal element associated with

System
Manufac-

turer
OrbiU

Attitude
Size
(cms1

Weight
(xs)

Power
(w)

Other Requirements/
Comments

GPS Honeywell Orbit 4,000 4 e6

GPS RI Orbit 4,700 4 t z

MANS Microcosm Both ( 1 ) ( 1 ) ( 1 ) Uses spacecraft clock
and spacecraft comPuter

Space
Sextant

Martin
Marietta

Both 4x1 0s 25 50 Can eliminate other
attitude sensors

Stellar
Refraction

N/A Both ( 1 ) ( 1 ) (1 ) (4)

Landmark
Tracking

N/A Both (2) (21 (2) (4)

Satellite
Crosslinks

N/A Orbit (3) (3) (3) (4)

Eafth and
Star Sensing

N/A Both ( 1 ) (1 ) ( 1 ) (4); similar to MANS



574 Spacecraft Subsystems

autonomous navigation and control. The main message is to avoid "double booking"
components for guidance and navigation and to look at the joint implementation of
orbit and attitude determination and control when beginning to optimize system
performance.

Autonomous navigation and orbit maintenance is too new to have a standard imple-
mentation in terms of where computations are done. But the nature of the
computations themselves and the data used suggest a natural configuration: using a
single spacecraft processor for determining and controlling the attitude and orbit.
These functions will probably use either the same or similar sensors and may use the
same actuators. Most of the computing is associated with sensor processing, data
handling, and anomaly resolution. The orbit and attitude computations themselves are
normally much smaller. The .implementation of either orbit or attitude control
algorithms represents by far the smallest part of the throughput requirement. Thus,
control adds little burden for any processor which is already determining the orbit or
attitude.

A reasonable initial design would incorporate all of these functions in a single
spacecraft processor. Actual implementation may vary, depending upon the specific
hardware and software. For example, star-sensor processing may be incorporated
within the star sensor itself, or may be done in the same processor as other orbit or
attitude functions. The overall objective, however, should continue to be to minimize
the cost and risk of determining and controlling the or-bit and attitude for the entire
mission.
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12.4 T\e Qualification Program
12.5 Spacecraft Qualification Test Flow
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This chapter presents an overview of the spacecraft manufacturing, asqernbly, and
test process and the underlying test theory. A system designer must understand this
process because hardware manufacture and test heavily influence the program's cost
and schedule. In addition, testing technqlogy and special facility requirements may
affect program feasibility. This chapter is oriented principally toward the construction
of a single satellite or the first satellite of a production mn. See Sec. 19.1 for a dis-
cussion of the 'production line" approach applicable to building satellites in large
numbers such as those which are a part of a large constellation.

Table 12-1 lists the names we use in this chapter to describe the parts of a space-
craft. For example, piece parts are individual parts, including transistors, integrated
circuits, or mechanical parts such as housings, panels, bearings, and gears. A com-
ponent is a complete unit or black box such as a transmitter, receiver, computer, or
electromechanical actuator. Sometimes a functional group of parts, or assembly, is
manufactured or tested together. An assembly as used here may be part of a component
or may be integrated directly into the spacecraft.'subsystems consist of groups of
components. They may be assembled and tested as subsystems or integrated into the
spacecraft as components.

TABLE 12-1. Hardware Nomenclature. Spacecraft are built up from subsystems, which are
' composed of components.

Piece Part

Component

Assembly

Subsystem

Spacecraft

Individual part such as resistor, integrated circuit, bearing, circuit board, or
housing

Complete functional unit such as a cohtrol electronics assembly, an antenna,
a battery, or a power control unit

Functional group of parts such as a hinge assembly, an anterina feed, or
a deployment boom

All of the components and assemblies that comprise a spacecrafi subsystem

Comolete vehicle

519



s20 Spacecraft Manufacture and Test

Methods for the manufacture and test of spacecraft antl spacecraft components
derive from the aircraft and electronics industries. But spacecraft hardware is less
plentiful and less accessible for maintenance. In spacecraft production, a run of 10 is
high volume and spacecraft recalls are extremely rare. Furthermore, environmental
forces severely stress the hardware during launch.

The theory of type /esf (see Table I2-2) is a basic principle affecting the manu-
facture and test of spacecraft hardware. Type test theory depends on preparing and
controlling complete and exact engineering data (drawings, specifications, and proce-
dures). If the engineering data controls the hardware construction completely, all items
built to the same data are equivalent and the results of any single-item test are valid for
all like items. In particular, if a representative article (type test article) passes a
sequence of qualification tests, all other articles built to the same engineering data
should also pass. In other words, the design is qualified. We simply have to make sure
articles are identical by controlling the engineering data and manufacturing processes.
Less severe acceptance fesls then certify proper workmanship.

TABLE 12-2. Theory ot Type Testing. The type test theory is the basis for qualification testing.

Easrs I Engineering data is complete and exact.
Engineering data completely controls manufacture.
All items manufactured to the same engineering data are identical.

Therefore I Results of qualification test for one article are valid for all articles.

Table 12-3 lists the steps in manufacturing, integrating, and testing a spacecraft. As
system designers, we must determine how long each step will take and identify any
test or facility requirement that is risky or peculiar to the program. Above all, we
should schedule qualification tests to qualify the spacecraft completely before launch.
The following sections address these steps and describe important aspects of system
design.

TABLE 12-3. Steps in Manufacturing, Integrating, and Testing.
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12.1 Engineering Data

Engineering data (see Table 12-4) is drawilgs, specifications, and procedures.
Standird formits and contents for military conffacts are in MIL-S:|D 100 (drawings)!
and MIL-STD 490 (specifications). Most aerospace companies use similar standards.
Various documents combine to control the hardware manufacture. Each piece part,
assembly, or component is described by its own individual drawing, and drawing call
outs describe materials and processes. Drawing numb€rs identify parts. In the same
way, drawings control assembly of parts into higher-level assemblies and identify
integration hardware. Drawings also control interfaces, size, shape, and mounting
provisions.

TABLE 12-4. Defining and Controlling Engineering Data.

Engineering Data I Drawings, specifications, and procedures

Role ol Engineeing I Produce engineering data

Role of Manufacturing I Build hardware to meet engineering data

Bole of Quality control I Ensure that the hardware is built and tested to meet
engineering data

Configuration Management I Systems and procedures that identify, account for, and
I control engineering data

Configuration maruzgemenr is the process of controllilg engineering data. It

includes identifying the engineering data required for manufacture (configuration

identification), controlling changes, maintaining the engineering database (configura'

tion control), reviewing and auditing the engineering data (configuration audit)' and
verifying that the hardware is built as designed (configuration verification). Changes
to the engineering data (engineering change orders and procedure change orders) are

also tracked. For military contracts, MIL-STD 483, MIL-STD 1521, and DOD-STD
480 itemize configuration-management requirements. Most aerospace contractors
have systems that conform to these standards.

12.2 Manufacture of High-Reliability Hardware

M anufactuing Re adine s s Review shortLy afterward.
The manufacruring planning sta4s with subassemblies by generating parts kits,

* Military specifications and standards are no longer being maintained and are due to be super-
seded by industry standards which are not yet in place.
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t2.2 Inspection and Quality Assurance

TABLE 12-5. Facility Cleanliness Requirements (FED STD 209). Class 10,000 means less
than 10,000 particles per cubic foot.

Facility/Operation Cleanliness

Mechanical Man ufacturing

Hectronic Assembly

El ectro m ech an i cal Asse m bly

lneriial lnstruments

Optical Assembly

Spacecraft Assembly and Test

Not controlled

Class 10,000

Class 100

Class 100

Class 100

Class 100,000

Many times a spacecraft will need a special facility to protect sensitiye equipment
or prevent outside interference. Because optical equipment is especially sensitive to
contarnination, it must be ultra-clean. Payload instruments that require cryogenic
temperatures, absence of magnetic fields, or RF isolation call for special facilities
which may increase program cost and schedule.

12.3 Inspection and Quality Aszurance

Quality assurcrnce verifies that the manufacture and testing of the spacecraft and its
components conform to engineering data. I{II- a 9858A describes quality assurance
for military programs. Table 12-6 lists its elements: qualiry proga{n management,
facilities and standards, control of prrrshas.t, and manufacturing contro^.

A key element in the quality prograrn is establishing points in the production flow
where we can make sure the hardware construction complies with its engineering data
before the next step keeps us from inspecting it. In some cases, controlling the process
on the production line will ensure the hardware quality. Process inspection and control
thus substitutes for direct test.

We must also verify that vendois supplying spacecraft hardware have satisfactory
quality assurance prograrns by certifying their programs and periodically auditing
their performance.

Test surveillancd involves certifying test equipment and procedures, witnessing
tests, apprdving test records, and reviewing t"suitt. Test equipment normally con-
forms to a reduced set of controlled engineering data such as mechanical assembly
drawings, parts lists, wire lists, panel photographs, and calibration test procedures.
Test surveillance personnel certify the construction and calibration of the test set. They
approve hardware tests, and they prepare and control the test data package. They also
formally review test results before the next operation proceeds. Generally, the test
conductor chairs the test review board, but test surveillance provides the records and
documents the results for the archives.

Quality assurance must maintain data records for formal tests and failures. Often
qualiry-assurance people keep all failed parts and record failure and anomaly results,
so they can identify repetitive failures and correct the design weaknesses. Although
formal procedures govern tests, troubleshooting may deviate from them. For such
operations, quality assurance approves and maintains records of the exact steps
involved.
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TABLE 12-6. Elemenls ot Quality Assurance (MlL Q 9858A)'

.  Management
- Organization
- Initial quality Planning
- Skill requirements, training, personnel certification, records

- Work instructions

Manufacturing inspection and test program

WorkmanshiP

Visual aids

- Records

- Corrective action

- Costs

. Facilities and Standards

- Drawings, documentation, and changes

- Measuring and test equiPment

- Production tooling and inspection media

- lnspection equiPment

- Special metrologY

. Control of Purchases

. Manufacturing Control

- Materials and material control

- Production processing and tabrication

- Completed item inspection and test

- Handling storage and delivery

- Nonconforming material

- lnsDection status

12.4 The Qualilication Program

Qualification tests of. all flight-type hardware and software show that a spacecraft
design is suitable. These tests certify that the hardware and software work properly and

that the hardware can survive and operate in the prescribed environment. The qualift-

cation program must test each component and the complete spacecraft. It may also

include functional or environmental testing of selected assemblies or subsystems.
Table l2-'1 lists ways to qualify a spacecraft design.

We qualification test a component by checking how it performs (functional test)
and testing its ability to survive the anticipated environment. Each component is
powered and exercised by its own special-purpose test set during test. Component
environmental tests include vibration, shock and thermal vacuum. If the component
must survive nuclear weapoRs effects, it may also undergo a flash X-ray test, which
sirnulates the prompt radiation dose. Sometimes, it may need a test of electromagnetic
compatibility (EMC). Figure 12-1 shows a typical qualification sequence.
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TABLE 12-7. Qualification Methods.

Functional
Test

Vibration l- Functional Shock
Test I 

-

Functional
Test Thermal Vacuum

Functional Test
During Exposure

Flash X-ray'
Functional Test

During Exposure

show that a sDacecftft
are workproperly and

environment. The qualifi-
spacecraft. It may also

ies or subsystems.

performs (functional test)
nt. Each component is

during test. Component
vacuum. If the component

a flash'X-ray test, which
, a test of electromagnetic

sequence.

'May not be required

Fig. 12-1. Flow of Qualification Testing for Components. A component is qualifted by a
series of functional tests and exposure to environmental conditions.

A component must withstand vibration caused when launch vehicle acoustics and

engine rumble couple to it tkough its structural mount. Vibration is a random-signal
spectrum of frequencies from 20 Hz to 2,000 Hz. Chapter l8 gives vibration data for
current launch vetfcles. Figure 12-2 shows the vibration level for the Atlas-Centaur,
as well as acceptance and qualification spectra [General Dynamics Space Systems
Division, 19881. The acceptance spectmm envelops the expected environment atrd is
higher than the conducted level specified by the launch-vehicle contractor to account
for structural resonances and acoustic input. The qualification spectr{m is uniformly
6 dB higher than the acceptance spectrum. To vibrate a component, an electromechan-
ical shaker drives its base at a specified level ofacceleration.

Components experience shocks from explosive release devices such as aero-
dynamic fairing separation or spacecraft separation bolts. The shock pulse is a
complex wave which induces mechanical response over a wide band of frequencies.
The pulse is specified by the peak ac.celeration response it excites in a mechanical sys-
tem with 57o damping-as a function of the mechanical system's resonant frequency.
Chapter 18 shows shock-response spectra for various launch phenomena. Figure 12-3
shows the response spectra for acceptance and qualifrcation of an Atlas-Centaur
device. We can use an electromechauical shaker to produce a shock pulse for compo-
nent testing, or we can mount the component on a test structure and hit the structure
with a calibrated hammer blow.

Method Characteristics

Dedicated
Qualification
Hardware

A separate set of qualilication components is constructed and tested at
qualification levels. This set of comDonents or a second set of
qualification components is assembled into the qualification spacecraft
and tested as a spacecraft at qualificalion levels.

Qualify the First Set
of FIight Hardware

The first set of flight components is tested at qualification levels, then
assembled into a spacecraft which is tested at gualification levels. This
spacecraft is then launched. This is lhe proto4ight concept.

Qualify by Similarity Demonstrate that the component and the environment are identical to
previously qualif ied hardware.
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tive coupling to the chamber walls, we can cycle the component through its specified
temperature range. The component must work at temperature extremes and during
transitions. The temperature extremes equal or slightly exceed expected temperatures
for the acceptance test and exceed expected temperatures by a margin (typically 11'C)
for the qualification test. Sometimes, the thermal-vacuum qualification test may
include a cold soak to demonstrate survival at low temperatures. Figure 124 shows a
typical temperature cycle.

50

Time (hrs)

Fig.12-4.: Typical Temperature Cycle for ThermaFVacuum Test of Components. The key
issues on the thermaFvacuum test are temperature extremes, pressure level and
number of cycles necessary.

We do not always know what a spacecraft "component" is. For example, we may
define the solar array and individual antennas as components and qualify them sepa-
rately, or we may test them environmentally as a part of the complete spacecraft. The
structure is tested by static loading but receives its environmental exposure as a part
of the spacecraft. Mechanical assemblies, such as deployment joints or hinges, may be
tested at qualification environmental levels separately as components or as part of the
spacecraft.

The qualification program should evaluate each spacecraft function and all
environmental effects the spacecraft may encounter. Table 12-8 lists the steps for
designing a qualification program. First, we must prepare a list of all spacecraft and
payload functions, as well as equipment (including redundancy), all modes of op-
eration (including failure modes and backups), and software code. The system and
subsystem specifications should provide this information. Second, we identify envi-
ronmental effects, including those on the launch vehicle (acoustics, vibration, and
shock) and in orbit (temperature, vacuum, and radiation). Thtd, we check to see which
spacecraft functions must be tested with each environment. Fourth, we identify the
major spacecraft configurations that require qualification, typically including a boost
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configuration and one or more on-orbit configurations. Fifth, we devise functional

1gsts for each of these major configurations which completely evaluate the spacecraft.

Sixth, we lay out the sequence of tests and environmental exposures. Finally, we must

identify program span time and test equipment requirements-

TABLE 12-8. Steps in the Design of a Spacecratt Qualification Program. This is a typical
approach tor a high reliability program.

. Some spacecraft functions are best demonstrated by testing a group of components
or assenblies under special conditions or with special test equipment or facilities.
These designverification tesls (see Table l2-9) can even be run on nonflight (bread-

board or engineering model) equipment. They demonstrate proper equipment function
and allow simplified functional testing at the spacecraft level. For instance, a closed-
loop tracking test helps us evaluate performance of an antenna pointing control sys-
tem. During spacecraft test, the antenna feed can be stimulated by RF signals simulat-
ing those encountered during the closed-loop test, thus simplifying the test setup and
condwt.

TABLE 12-9. Typical Design Verification Tests. These tests demonstrate functionality of
components, subsystems, and systems.
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spacecraft in the top system specification, and glean
subsystem functions from the subsystem specifications.

2. ldentify Environments Environments for transportation and storage, launch, and
orbit include vibration, shock, temperature, vacuum, and
radiation.

3. Correlate Functions
and Environments

During transportation the spacecraft is off, although
sensitive components may be powered. During launch,
some equipment wil l  be in standby and some wil l  be
operating. Test the operaling equipment during spacecraft
vibration and check all modes of on-orbit operation.

4. ldentify Main
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Include boost configuration and one or more orbital
configurations.

5. Devise Fundtional Tests for
each Major Configuration

Test each function appropriate to a particular configuration,
including all equipment and software.

6. Lay Out the Sequence of
Funciional Tests and
Environmental Exposures

See Fig. 12-5tor a typical sequence.
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12.5 Spacecraft Qualification Test Flow

The qualification test of a spacecraft is a lengthy and demanding process. Besides
proving the design, it may also be the hrst chance to evaluate the entire spacecraft in

operation. Some parts of the qualification test may provide data to validate the engi-
neering design and verify proper interaction of the equipment. Assembling the first
nnif ic narrierrlarlv difficrrlt hecerrse comDonenls are se.ldom available in the best se-

load function for proper
ltional requirements of the
ipecification, and glean
subsystem specifications.

:rlHi

quence and unexpected interference and test peculiarities always occur. All operations
must be planned and executed under control and quality suweillance. Records must be
maintained and the results ofeach integration and test step reviewed before proceeding
to the next operation. Typically, tests to qualify a spacecraft last more than a year.

Spacecraft integration normally starts with delivery of an assembled structure or
structural frame. Liquid propulsion parts are assembled to the structure firSt because
the fields used to braze them together are not compatible with electronic corhponents.
The spacecraft wiring harness can go on before or after the propulsion components.

Electronic assembly of the spacecraft commonly starts with electric power and
command and data handling'subsystem components. Integration of the remaining sub-

systems depends more on the particular design. Although the subsystems may have
been preassembled and functionally tested, it is more cofirmon to integrate compo-
nentsbne at a time and test the subsystems after tlrey are integrated ol the spacecraft.'

To test a spacecraft, a crew normally uses central control and display equipment,
with a computer for command generation, telemetry decoding, logging, display, and

automated test sequences. They operate the equipment by keyboard and rnonitor status
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uses subroutines that test each subsystem, so we need to rerun only the subroutine for

a subsystem anomaly. We may also use a short version of this functional test at se-

lected points in the integration flow.
The qualification test sequence normally matches the expected flight sequence:

vibration, shock, and thermal vacuum. We also configure the spacecraft to match the

operAtional sequence by folding the solar array and deployables during vibration test

and deployingbr removing them during thermal vacuum. Often the test facilities will

limit the test article's size or the ability to perform particular tests. Figure 12-5 shows
' {
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loop tracking tests
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loop functional tests

rn Tests precedes their integration with the spacecraft. Vibration te.tts consist of acoustic

testing and vibration by low-frequency sine waves. The system must also pass apyro-

shock test--$ring of the deployment ordnance-and a check of the mechanical
deployments. Once the deployables are restowed, a thermal yacuum test of the folded

configuration follows. After demonstrating the deployrnents again, the test crew then

removes the deployables so the spacecraft will fit into the thermal vacuum (TV)

chamber. The spacecraft is then thermal vacuum tested in its orbital configuration. The
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deployable units are tested in parallel with the spacecraft. An ambient comprehensive
system test and mechanical verification series complete the qualification. Integrated
system testr (shorter functional tests) supplement this sequence between each environ-
mental exposure and during TV test.

Fig. 12-5. Typical Flow of Qualification Test. Note thal system tests are performed after each
major activity.

. During the qualification sequence, the test crew records all anomalies or out-of-
tolerance measurements and formally resolves each discrepancy. Anomalies which
result from operator error or malfunctioning test equipment and which do not damage
the spacecraft are easy to resolve. But spacecraft malfunctions demand thorough
investigation. If design errors have caused the problems, the design must be corrected
and retested. Test rules normally require rerun of an integrated system test (or all
affected subroutines) ifany electrical, pneumatic, or hydraulic lines are disconnected.

12.6 Launch Site Operations

Spacecraft travel either by air or on air-cushioned trailers. Crews record vibration
during transport, and spacecraft packaging conforms to the specified environment.
Launch-site operations include installing and validating the test equipment (EAGE),
testing the spacecraft's performance, installing propulsion (AKM), loading propellant,
mating the spacecraft to its launch vehicle, installing ordnance, and monitoring. Crews
may also install flight batteries at the launch site. Figure 12-6 shows a typical flow of
launch-site activities.
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12.6 Launch Site Operations

Fig. 12€. Typical Launch-Site Activities. The time required for launch site activity may vary
from several months to several davs.

Normally, one of the launch-site test hangan houses the spacecraft test set for
performance testing nearby. Crews install propulsion in an explosive ordnance area.
They mate the launch vehicle and spacecraft, load propellant, and install ordnance on
stand. Trained people conduct these hazardous tasks, using appropriate equipment and
safeguards. Some spacecraft components can be replaced at the launch site and even
on stand, but restricted access to the spacecraft usually makes replacement diffrcult.
Much time at the launch site goes simply to monitoring the spacecraft's state of health
through hard-line connections or, during some integrated tests, through RF links.
Spacecraft commanding is strictly controlled. Launch procedures include configuring
the spacecraft for launch and removing hard lines.
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13.1 Communications Architectwe
Communications Architecture Defined, by Satellite-
Ground Station Geometry ; Communications
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Data Rates
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Link Design
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13.4
13.5

A communications' architecture is the arrangement, or configuration, of satellites
and ground stations in a space system, and the network of communication linl<s that
transfers information between them. This chapter discusses this arrangement of links,
theiroperation, and their effect on system design. More detailed information on
satellite communications is available in Morgan and Gordon [1989] and Sklar [1988].

Table 13-f lists the steps required to specify the communications architecture. The
first step is to define the mission objectives and requiremenrs in enough detail to
evaluate and compare alternative architectures. Section 13.1 describes alternative
configurations and the criteria used in their selection.

The second step is to determine the data rates for each of the links identified in
step 1, To do this it is necessary that the required data throughput accuracy of data
transmission be specified, and whether or not there will be data processing on board
the satellite. This process is described in Sec. 13.2.

The third step is to design each link in the network, as explained in Sec. 13.3.
Pdncipal factors are t}te availability of a radio frequency spectrum, coverage area of
the satellite antenna beam, and path length between satellite and ground station. These
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13.1534 Communications Architecture

TABLE 13-1. Specifying a Communications Architecture. Evaluating alternative architec-
tures may require designing the links and sizing the communication payload as
described in Table 13-9.

factors in turn determine antenna size and transmitter power----{he major cost drivers
in sizing the space system. The fourth step, described in Sec.l3.4, provides informa-
tion to aid the reader in estimating the size and mass of the satellite antennas, and
primary power and mass of the satellite transmitters. These parameters are inputs to
the spacecraft design process described in Chap. 10, and the ground system design
process described in Chap. 15.

L3.L Communications Architecture

A communications architecture is a network of satellites and ground stations
interconnected by communication links. The term ground station is equivalent to
Earth station, ground terminal, and Earth terminal, including land mobile, airborne,
and shipborne terminals. All of these names refer to the same thing: the antenna, trans-
mitter, receiver, and control equipment required to communicate with the satellite.

Communication links allow a satellite system to function by carrying tracking,
telemetry, and command data or mission data between its elements. Figure l3-l
illustrates the ground station-to-satellite uplinks, satellite-to-ground station downlinks,
and satellite-to-satellite crosslinks, or intersatellite links, that support a space system.
Not shown are additional communication links which may be necessary to transfer
data between the ground stations and a mission control center or users. For example,
the Air Force's Satellite Control Network uses the DSCS-m communications satellite
to relay data between remote tracking stations and the satellite control facility in
California.

In space systems, the transmitter and receiver must be in view of each other, using
frequencies high enough (above 100 MHz) to easily penetrate the Earth's ionosphere.
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13.1 Communications Architecture

A satellite in a nongeostationary orbit is often out of view of its user's ground station.
In this case a second satellite, usually in a geostationary orbit, may be used to relay
data between the satellite and its ground station. The ground station-to-satellite link is
the forward link, and the satellite-to-ground station link is the return link. As shown in
the f,rgure, both the forward and retum links contain uplinks, downlinks, and
crosslinks.

Crosslinks or
Intersalellite

Return Link

satellite
in Orbit

Relay
Satellite

Launch
Phase

Uplink

TT&C
;g

rd IdlI Fon
: iialelllle I io

Stations

" ,  :
\

TT&C = Tracking, Telemetry & Control

Fig. 13-1. The Communications Architecture Consists of Satellites and Ground Stations
Interconnected with Communications Links.

Since 1990, several new classes of satellites in the orbital category of low-Earth
orbit (LEO) and medium-Earth orbit (MEO) have been developed for various com-
mercial uses. They will be used for both satellite-based cellular telephone service as
well as for wideband data trunking (fiber optic type service where there is no fiber)
and data distribution for Internet-type services.

In these new systems, the terms/orwardlinkandreturnlinksometimes take on new
definitions. As in terrestrial cellular, the forward link for a satellite-based cellular
system is from the ground station (gateway) to the user terminal (t/T) or radio-
telephone, and the return link is from the radiotelephone to the ground station. In this
terminology, both the forward and return links contain uplinks and downlinks to and
from the satellite.

A constellation at an altitude of 1,000-1,500 km typically requires from 48 to 64
satellites to provide complete Earth coverage. A constellation at 10,000 km typically
requires 12 satellites.

13. 1. L C ommunications Architecture Deflrned bv Satellite-Ground
Station Geometry

The geometry formed by satellite orbits and ground stations determines the basic
communications architectures illustrated in Fig. 13-2. Table 13-2 lists the principal
advantages and disadvantages of each.
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Rseivs E
Slor€

A. Store and Fomard

Q. Molniya Orbit D. Crosslink in Communication,
satellite system

E. Low-altitude, Crosslinked Comsal Network

Fig. 13-2. Typical Communications Architectures Used to Satisfy Different Mission
Requirements. Table 13-2 summarizes the characteristics of each architecture.

Store and Forward (Fig. l3-2A): The architecture for relaying communications by
satellite appeared in 1960, when the U.S. Army launched the Courier satellite [Mott-
ley, 19601. In this configuration, the satell i te orbits at low altitude (under 1,000 km),
receives data, and stores it in memory. When it moves in view of a receiver ground
station, the satellite transmits the stored data. This architecture permits the use of a
low-cost launch vehicle due to the low-altitude orbit. The satell i te cost is also lower
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due to the wider antenna beamwidth required to illuminate the Earth, which reduces
the satellite antenna size and stabilization requirement. Usually satellite statiggkeep-
ing is not required. The principal disadvantage of this architecture is its long access
time and transmission delay, perhaps hours, waiting for the satellite to pass into view
of the user ground station.

There are several commercial systems planning to use store-and-forward cofllmu-
nication for very low-cost service. They include ORBCOMM, Starsys, Vita, LEO-I,
FAI, and ESat. They typically operate in the VllFportion of the radio spectrum at very
low bandwidths. These are sometimes referred to as "little LEOs."

Geostationary Orbir $ig. 13-28): Virtually all communication relay satellite
systems and many meteorological satellites use this architecture, in which the satellite
is placed in a near-zero deg inclination orbit at 35,786 km altitude. The period of the
orbit is exactly equal to the period of the Earth's rotation, making the satellite appear
stationary when viewed from the ground (see Sec.6.1). The cost ofground stations is
usually less for this architecture because little or no antenna pointing control is
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TABLE 13-2. Comparison of Five Example Communications Architecture.
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required. A stationary network is far easier to set up, monitor, and control compared
to a dynamic network containing nonstationary (relative to Earth) satellites. There is
no need to switch from one satellite to another, for the satellite is always in view of the
ground station. Principal disadvantages are lack ofcoverage above 70-deg latitude and
the high launch cost. Furthermore, the delay time for propagation to and from the
synchronous orbit is about 0.25 sec, which sometimes causes problems (echoes,
acknowledgment protocols) in communications satellite systems.

Molniya Orbit (Fig. l3-2C): The Russian space program uses this architecture to
cover the northern polar regions. The satellites are in highly elliptical orbits with an
apogee of 40,000 km, a perigee of 500 km, and an inclination anglg of 63.4 deg (see

Sec. 6.1). The apogee is over the North Pole to cover northern latitudes. The period of
the orbit is 12 hr, but because it is highly elliptical, the satellite spends about 8 hr of
each period over the northern hemisphere. Two or more satellites orbit in different
planes, phased so that at least one is always in view from all northem latitudes.
Unfortunately, the Molniya orbit requires continuous changing of antenna pointing
angles at the ground station and switching links between satellites as they move in and
out of view.

Geostationary Orbit with Crosslink (Fig. 13-2D): When a geostationary satellite is
beyond line-of-sight of a ground station, a second geostationary satellite relays data
between it and the station. A relay satellite is better than a double-hop link using two
adjacent ground stations as a relay (shown in Fig. 13-28), because the relay ground
stations must often be on foreign territory, which is more costly, less secure, and less
survivable. The obvious disadvantage of this architecture is the added relay satellite
and its crosslink, which increase the system's complexity, risk, and cost.

Low Ahitude (Fig. 13-2E): This architecture places 20 or more satellites in low-
altitude (500 to 3,000 km) orbits and sometimes connects them with crosslinks. The
system divides digital messages into packets of a few hundred or thousand bits, labels
each packet with time-of-day and its destination, and then transmits it in a short burst.
Packets may arrive by different paths with different propagation times, depending on
the satellite-ground station geometry at the time of transmission. The receiving station
must sort and reassemble the packets in the correct order to obtain the original mes-
sage. Because so many alternate paths are available, the system is highly survivable.
The low-altitude orbit also improves immunity to jamming from the ground since the
satellite sees a smaller Earth area. Finally, the uplink transmitter power is lower due to
the shorter distance between ground station and satellite, making unauthorized recep-
tion less probable. On the other hand, this architecture needs complex network
synchronizing and control functions because of relative motion between satellites and
ground stations. Without stationkeeping, the satellites may drift together in bunches,
leaving gaps in the coverage which lead to significant link outages.

Note: The satellite-based cellular telephone service mentioned in paragraph 13.1
and Table l3-2 and below do not use packet transmission as described above, but typ-
ically CDMA or TDMA waveforms.

There are several classes of-nongeostationary, low- and medium-altitude satellites
which have begun to appear since about 1990. These are:

. I-.ow-Earth Orbit (LEO) Cellular Satellites. These are the systems such as
Iridium, Globalstar, and Ellipso which provide cellular telephone-type service
to hand-held and mobile phones from the low-Earth orbits.
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. Little Low-Earth Orbit (Little LEO) Satellite.r. These satellites, including
Starsys, Vita, LEO-1, FAI, and ESat, are commercial, low-powered, low-orbit
satellites intended for store-and-forward communication at a very low price at
VHF frequencies.

. Medium-Orbit (MEO) Satellites. These include ICO, Star Lynx, Pentriad,
Ellipsat, and TRW Global EIIF Satellite Network. They provide cellular as
well as high-speed data transfer service.

. Low-Earth Orbit (IEO) Data Satellites (also called "Big LEOs't). These
include Teledesic, Boeing's Aeronautical Radio Navigation, Globalstar GS-
40, and kidium Macrocell. These satellites will provide digital data trunking
as well as Internet access to many users.

Other architectures may meet particular mission requirements. For example,
Chapell [1987] suggests a hybrid system which contains satellites at both low and high
altitudes, thus combining their advantages. Lee [1988] compares tbree architectures
for providing regional communications satellite service to the continental United
States. These architectures contain four geostationary satellites, which are either
isolated, interconnected by double-hop ground stations, or interconnected by
crosslinks.

Some systems combine geostationary and low-Earth orbit satellites. Alcatel's Sky-
bridge combined with Loral's Cyberstar and Globalstar's GS-2 systems both combine
low-Earth orbit satellites for primary customer connection and geostationary satellites
to act as relays between LEOs, as well as connecting to some customers. The service
is rypically data services such as Internet connectivity. Intersatellite links are widely
used both between low-Earth orbit satellites and between low-Earth orbit and geosta-
tionary satellites in order to perform the required communication functions.

13.L.2 Communications Architecture Defined by Function

Three types of communications architectures, shown in Fig. 13-3, are tracking,
telemetry, and command; data collection; and data relay. A point+o-point network is
used to provide a link to a single ground station. The broadcast architecture transmits
data to pultiple ground stations located in different areas. This architecture requAes
either a broad-beam satellite antenna, a narrow-beam antenna rapidly switching
between ground stations, or amultibeam antenna (see Sec. 13.4). In communications-
satellite applications, the satellite network control is often part of a larger
telecommunications network containing thousands or millions of users. Thus the
satellites may be shared among many nonsimultaneous users, using multiple-access
techniques described in Sec. 13.5 (see Chap.2 of Morgan and Gordon tl989l).

The satellite communications architecture may be affected by data processing on
board the satellite. Usually data collected by a satellite is transmitted directly to the
user via the downlink. However, the data often requires processing to make it useful.
If the system contains many ground stations, processing the data in the satellite and
then transmitting it may be more economical than having each user process,it separ-
ately. This processing often reduces the data rate, leading to furfher cost savings (see
Sec.13.2). A satellite system using onboard processing is Europe's Meteosat, which
stores and formats cloud-scanner data before transmitting it to several ground stations
at a reduced data rate.
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Fig. 13-3. Communicatlons Architectures may be Defined by the Function Performed.
Open circles represent a relay satellite.

operators at ground (air, ship) stations usually control the mission in (near) real
time by transmitting commands to the satellite. When the satellite is not in view of the

On the other hand, the satellite itself can control a mission by using onboard data-
sensing and programmed decision-making processes. This .arrangement replaces
ground control, is highly survivable, has fast response time (communication link
delays eliminated), excludes errors introduced by human operators, and reduces
ground equipment and operations cost. But it is less responsive to changing or unan-
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:hitecture
LrurPateu requrremen$, ano tne sarenlte rBelr ls more complex, more costly, and
potentially less reliable. Even when using an autonomous control architecture, a
ground station is generally required to collect data from the spacecraft and to serve as
a backup to the onboard control system.

Usually, ground stations control unmanned satellites to simplify the satellite
design. In the future we expect more functions, such as stationkeeping, to be
performed in the satellite to reduce the dependence on the ground stationiontrol (see
S e c . 1 6 . 1 ) .

Dg.g the operation of a satellite syitem, the communication linl<s may need to be
reconfigured, or its parameters, such as power or bandwidth, adjusted to accommodate
a change in requirements. The process for doing this is called network conftol.
communications architectures may require a number of cqntrol _ functions
(Table 13-3). Early satellites, such as Sputnik, did not need these functions because
their systems used only one satellite, a single satellite+o-ground tink, and a broadbeam
antenna. on the other hand, a communications satellite system such as the NASA
ACTS [Naderi and Kelly, 1988] contains many narrowbeam satellite antennas with
demodulaiors and switching circuits. This architecture requires a sophisticated system
for network control. Nefwork conhol can be centralized using a single ground station
or satellite, or distributed with multiple ground stations or satellites. Distributed con-
figurations use a control hierarchy, or set of priorities, to avoid conflicts. Distributed
control makes the network less vulnerable to failure of a single control element (see
Chap. 14 for further details).

TABLE 13-3. Network Control Functions.
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13.1.3 Criteria for Selecting Communications Architecture

Individual users will assign different priorities to the criteria for selecting a
communications architecture. For example, a commercial company will try to reduce
cost and risk, but the military may make survivability the top priority. The factors
which affect the criteria are explained below:

Orbit: The satellite orbit determines how much time the satellite is in view by the
ground station and the potential need for intersatellite links. The satellite altitude
determines the Earth coverage, and the satellite orbit determines the delay between
passes over a specified ground station. Together, orbit and altitude set the number of
satellites needed for a specified continuity of coverage (see Sec. 7.2). Transmitter
power and antenna size depend on the distance between the satellites and the ground
stations (see Sec. 13.3). Satellite view time determines the signal-acquisition and
mission-control complexity (see Chap. 14).

In the satellite-cellular systems described above, intersatellite links are not neces-
sarily used. Instead, the constellation is designed so that at least one satellite is in view
by the gateway and every user at all times, so that there are no "outages." coverage is
determined by the number of satellites, the inclination of their orbits, the latitude of the
gateway and user, and the number of gateways located around the world, if intersatel-
lite links are not used.

If intersatellite links are used, then the number of gateways and their location
becomes much less critical, as many satellites can connect to a single gateway through
intersatellite links. Various systems proceeding now have used different philosophies
with respect to intersatel.lite links, which can have great effect on the capitil aost of the
system. Intersatellite links make the satellites more expensive, but eliminate the need
for many fairly expensive ground stations (gateways), for example.

There are many systems proposed in various frequency bands which use not only
the geostationary orbit, the low-Earth orbit discussed above, and also what is called a
medium-Earth orbit (MEo), which ranges in altirude from about 10,000 to 20,000 km.
These are typically inclined with respect to the equator as the LEos are, and can
address users with small, hand-held urs, but can see a much larger portion.of the Earth
at one time, so that only 10 or 12 of them are required to give nearly complete Earth
coverage.

RF Spectrum: The RF carrier frequency affects the satellite and ground station
transmitter power, antenna size and beamwidth, and requirements for satellite stabili-
zation. In turn, these factors affect satellite size, mass, and complexity. The carrier
frequency also determines the transmitter power needed to overcorne rain attenuation
(see Sec. 13.3). Finally, it is necessary to apply for and receive permission to use an
assigned frequency from a regulatory agency such as the International Telecommuni-
cation Union, the Federal communications commission, or the Department of
Defense's Interdepartmental Radio Advisory Committeg and every nation;s regulatory
agency. These agencies also allocate orbit slots for geostationary satellites (chap. 2l).

Duty Factorz The fraction of time needed for operation of a satellite link is the d4ry
factor, which is a function of the mission and the satellite orbit. A low duty factor
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enables a single ground station to support more than one satellite (usually the case for
telemetry and command). Alternatively, several users may share a single satellite link
(see Sec. 13.5).

In the case of LEOs used for cellular service, one gateway will lypically have
several antennas communicating simultaneously with several satellites, each of which
may be carrying 1,000 or more individual circuits. In this case, the ground station duty
factor will be nearly l00%o as antennas switch from satellite to sateliite; the UI use
factor will be quite small, however, as is the use of a telephone.

Link Availability: Link availability is the time the link is available to the user
divided by the total time that it theoretically corrld be available. It depends-on equip-
ment reliability, use of redundant equipment, time required to repair equipment, out-
ages caused by rain, and use of alternate links. Typical goals for link availability range
from 0.99 to 0.9999, the latter value applying to commercial telephone networks. (See
Chap. 19 for a discussion of reliability.)

Link Access Time: T)he maximum allowable link access time, or time users have to
wait before they get their link, depends on the mission. p61 sxample, we usually
demand access to a voice circuit in seconds. Meteorological data is needed in less than
an hour to be useful in weather forecasting. On the other hand, X-rAy data from a
scientific satellite can be stored and transmitted later. Tracking, telemetry, and
command links are often required in near real-time (a few seconds), especially if a
problem requires an immediate response from the satellite-control operator. Link
access time depends strongly on orbit selection, which determines when a satellite is
in view of the ground station. Note that a real-time response is impossible for deep
space missions, because the radio propagation time is minutes or hours long.

Threat: Various kinds of threats may influence system design. For military
applications, choices offrequency, antenna, modulation, and link margin need to be
evaluated for susceptibility to jamming. At the same time; a high-altitude nuclear
detonation can disturb the propagation of radio signals. A physical threat to the
satellite might dictate multiple satellites or a hardened design (see Chap. 8). A physical
threat to a ground station might demand a data-relay satellite with crosslinks to allow
the ground station to be relocated in safe territory.

The FireSat sample mission uses low-altitude satellites with timited coverage. If a
ground station is near the forest area under surveillance, a store-and-forward or
crosslink architecture is not required. The communications architecture is then simply
a single satellite operating when in view of its ground station. A separate ground
station is required for each major area under surveillance.

I3.2 DataRates

In designing a communications architecture for space missions, we must ask what
is the information to be transferred overour communication links? How fast must the
transfer rate be? Keeping in mind that higher rates of data transmission mean higher
system costs, we need to decide how we will transfer information to the user.

Satellite links originally used analog modulation techniques,to apply the data onto
the RF carrier for transmission over the link. Since 1980, however, most space-ground
communication links use digital modulation. To implement a digital system, we must
first sample the amplitude of the analog signal at a rate equal to at least twice the high-
est frequency in the signal spectrum,fi. In 1928 Nyquist* showed that if we meet this
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condition we can theoretically reconstruct the onginal analog signal from the samples
(see Sklar [1988], Sec. 2.4). For example, the normal human voice has a frequency
spectrum range of about 3.5 kHz. Thus, to reproduce it digitally, the sampling rate
must be at least 7,000 samples/sec: However, practical considerations, such as realiz-
able filter limitations, suggest that the sampling frequency should be at least 2.2 times
the maximum input frequency [Sklar, 1988]:

f  >  ) J f
J S -  - ' - J t n (13- l )

Using Eq. (13:1), our 3.5-kHz voice signal must be sampled at a rate of
7.7 ksamples/s. In fact, the sampling rate of commercial digitized voice systems is
8 ksamples/s. Another example is the sampling rate of the audio compact disc player
which is 44. I ksamplesi s-about 2.2 times 20 kJIz, the maximum sourre frequency of
interest for high-quality music.

The analog amplitude sample is next converted to a digitized word composed of a
series of birs. Consider the analog-to-digital converter process illustrated in Fig. 1 3-4,
where three bits designate one of eight amplitude levels. For example, a 6.3 V ampli-
tude converts to a 3-bit word-l 10. At the receiver, a digital-to-analog converter
converts this word according to the algorithm22 +2r +00 + 0.5 = 6.5 V, leaving a
quantization error of 0.2 V. This quantization error can be reduced by increasing the
number of bits in the word.

1 2 9 4 5 6 7 A

lnput Voltage

Fig, 13-4. Example of Analog-to-Digital Conversion lor I Quantization Levels (3 bits).

The analog-to-digital converter divides the total amplitude range of the input
sample into M quantizing levels, where M = 2n, and n is the number of bits per sample.
Assuming a uniform spacing of quantization levels, the maximum quantization error
is +0.5 AV where AV is the quantization step siry, equal to Vpp I M = Vpp / 2n , where
Vro is the full-scale input signal voltage.

' H".ty Nyquist set the stage for modern digital communications with his classic paper, "Cer-
tain Topics on Telegraph Transmission Theory," published in rhe Transactions of American
Institute of Electrical Engineers in 1928 (vol. 47, pp.617-644).
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t3.2 Data Rates

It can be shown [Panter, 1965] that the mean-squared noise power due to quan-
tization is (Ll\2112.76e signal-to-quantization noise power ratio is (Mz - 1), which
is approximately equal to M2 or 22n, assuming a uniform distribution of the input
signal amplitudes over Voo. See Table 13-4.*

TABLE 13-4. Required Bits Per Sample. The number of bits per sample is determined by the
maximum quantization error and quantization noise allowed.

vW

Number of
Bits Per Sample

Maximum
Quantization Error

(%l

Signal Power to Quantization
Noise Power Hatio'

(dB)
!t

4

A

7
tt
o

1 0
1 1
't2

6-25
3 .13
1.56
0.79
0.39
0.20
0.10
0.05
o.o2
0.01

1 8
24
30
.to
42
48
54
OU
oo
72

* Assumes signal amplitudes and qqantization effors are uniformly distributed.

The effect of quantization noise *iy U" reduced by varying the size of the
quantization steps, without adding to their number, so as to provide smaller steps for
weaker signals. For a given number of quantization levels, coarser quantization is
applied near the peak of large signals, where the larger absolute errors are tolerable
because they are small compared to the larger signal amplitudes. These techniques are
commonly applied to voice transmission, where the speech waveform is compressed
at the transmitter end prior to digitization, and expanded at the receiver. Taken
together, the compressor and expander are called a compandor.

The number of bits per sample is determined by the mission requirements. The Jet
Propulsion Laboratory typically uses 256 shades of gray (i.e., n = 8) in differentiating
voltages from its imaging sensors, and32 (n = 5) is normally used for low-definition,
black-and-white TV transmission. The length of the digital word selected depends on
the precision one requires for the application. For example, we do not need this preci-
sion for satellite equipment temperatues, whereas scientific measurementmay require
a highly precise data link, ifjustified by the sensor accuracy.

The data rate is the number of samples per second times the bits per sample, or the
number of bits per second, abbreviated bps. Thus a digitized voice circuit in a com-
mercial telephone network reguires 8 ksamples/s times 8 bits/sample for a data rate of
64 kbps. Table l3-5 lists other examples.

The cellular-satellite systems are using methods for modulation, demodulation, and
forward error correction that greatly reduce the data tates needed for tr.ansmission. For
example, the Globalstar systetn uses code division multiple access with Reed-
Solomon coding for forward error correction and Viterbi decoding. It sends voice
through a variable-rate encoder/decoder at an average rate of 9.6 kb/s, and can reduce
to a 4.8, 2.4 or l.2kbls rate under stress. These rates are much less than those discussed
above, and in Table 13-5, and represent new methods of coding digital data. With these

* In dB, the signal+o-quantization noise ratio is 6n. See Sec. 13.3 for the definition of dB.
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TABLE 13-5. Bit  Rate Bequired to Transmit Analog Information Over a Digital Communi-
cation Link. The bit rate of digitized, or pulse code modulated (PCM), voice can
be reduced by transmitting only the changes in amplitude between consecutive
samples. This techniquq is known as Delta PCM.

Analog
lnlormation

Max Input
Freq., f .

(Hz)

Sampling
Frequency

(Samples/s)

Number
Bits Per

Sample n
Data Rate B

(bps)

Voice (PCM) 3,600 8,000 7 64 k'

Voice (Delta PCM) 3,600 8,000 56 k"

Cellular Voice 4,800 4,800 1 4.8  k

DS1 Multiplexer
24 Voice Channels

1 ,544 M

Original Picturephone@ 900 k z tvl J 6 M

Color Television
(commercial quality)

4 .0  M 8,8  M 5 44M

Color Television
(broadcast quality)

4 . 2 M 9.25 M 1 0 92.5 M

' After 1 bit per sample added for signalling and supervision.

new codes it is possible to achieve abit error rate (BER) of about 10-10 at abit energy
to incremental noise (Eb/ No,) ratio of only 5 dB.

Digital communication techniques are used instead of analog for a number of
reasons. First, digital signals can more precisely transmit the data because they are less
susceptible to distortion and interference. Second, digital signals can be easily
regenerated so that noise and disturbances do not accumulate in transmission through
communication relays. Third, digital links can have extremely low error rates and high
fidelity through error detection and correction. Also, multiple streams of digital
signals can be easily multiplexed as a single serial-bit stream onto a single RF carrier.
Other advantages are easier communication-link security and implementation by drifr
free miniature, low-power hardware, including microprocessors, digital switching,
and large scale integrated circuit chips. In this chapter we will consider only digital
communications.

Using the formulas developed in Chap. 5, we can easily determine the relationship
between the quantity of data, D, the data rate, R, and the parameters for a single ground
station pass from Sec. 5.3.1. Specihcally,
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D = R(FT,,,* -Tini,iot") / M

F = (l I A.* ) acos(cos).** | cos ).^,n)

wherc T^* is the maximum time in view (i.e., the pass duration when the satellite
passes directly overhead) from Eq. (5-52), F is the fractional reduction in viewing time
due to passing at an Earth central angle)r,,r;raway from the ground station, 1..o, is the
maximum Earth central angle from Eq. (5-36), Tiririo,, is the time required to initiate
a communications pass, and M is the margin needed to account for missed passes due
to ground station down time, sharing of ground resources, transmission of other data,
or conflicts on board the satellite or within the communications process. A reasonable
value for Tiri,io,"is about 2 minutes. M is conservatively estimated at a value of 2 to 3
unless it is a dedicated ground station with a specified value for the percentage ofpass

(13-2)

(13-3)
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Data Rates

time that will be used for collecting data. For the fraction of time in view, we may wish
to use mean values rather than one for a specific ground station pass in Eq. (13-3). As
discussed in Sec. 5.3.1, the average value of Fis about 807o for satellites in a circular
low-Earth orbit, and 86Vo or more of all passes will have F great€r than 0.5.

(,
!y
/s)

Number
Bits Per

Sample n
Data Rate f,l

(bps)

With this background on digital techniques, we now consider the data rate require-
ments for the three types of architectures discussed in the previous section: telemetry,
tracking, and command (TT&C); data collection; and data relay.

13.2.1 TT&C
The number and of functions beins monitored in the satellite determines

7 54 k'

o 56 k.

1 4.8 k

1,544 M ,tiffiE ue telemery data rate. Several hundred functions such as voltages, temperatures, and
., € nnceleratinns mqw rcnrrirc . mnnifnrino fn detcmine if qll cntell i te crrlnvsfemc cre

e 6 M
s:+-ll:
&={e-t+
iH1P
il-€-ir.li!
ds -F

;ftlitrE:

operating correctly, and, if not, to determine where a failure occurred. Sampling each
telemetry sensor in sequence with a multiplexer combines all telemetry data into a
sinsle hit stream- The samnlins rate is usuallv low- nerhans once everv second or once

44M

1 0 92.5 M ffi,.p "uJry 
10 r"", because the moniloredparametlrs vary stowty. Forexample, suppose we

.ff i .& .rr. i r^ mnnifnr 5O femnenfirrc eensnrq cn.l 5O vnltqoec nnnc FVAru 1O cec wifh en

(r3-2)

(13-3)

easily determine the relationship
he parameters for a single ground

accuracy of I.57o. The data rate required is 100 samples per 10 sec times 5 bits per
sample, or 50 bps. Some applications require precise time or amplitude resolution of
the data. In these cases, the data may be transmitted in analog form by frequency mod-
ulation of one or more subcarriers [Morgan and Gordon, 1989].

The rate needed to transmit commands to a satellite is usually quite low-perhaps
only one per second. A command message may be 48 to 64 bits long, consisting of a
synchronizing preamble (a set series of bits), an address word that routes the command
to its satellite destination, the command itself (often a single on-off digit), and some
error detection bits to make sure the command was correctly received. Some com-
mands can cause irreversible functions or damage the satellite if performed at the
wrong time. These commands are usualiy first hansmitted and stored in the satellite.
Correct reception by the satellite is verified by telemetry, after which a second com-
mand is transmitted to execute the function. If the command is to be executed later
when tlie satellite is out of the ground station's view, a time of execution is added to
the command word and stored in the satellite. The command is executed later when
the time contained in the command word coincides with the satellite's clock time.

To track a satellite, the ground station measures range or range rate for computing
and updating the orbit ephemeris. For example, the Air Force adds a one Mbps
pseudorandom (P7V) code to the command link. The satellite command receiver
extracts this code. It is then retransmitted as part of the telemetry downlink signal. The
ground station measures the arrival time of the code relative to its uplink transmission
time to determine the round-trip delay, from which the range is computed. NASA's
Goddard Range and Range Rate system operates the same way except it uses several
harmonically related sinusoidal tones plus a pseudorandom code. Intelsat uses only
four ranging tones.

ln most cases we would want to use an existing TI&C ground station network.
Table 13-6 summarizes the key parameters of four networks (see Chaps. 11 and 15 for
additional details). The ratio of downlink-to-uplink frequencies listed in the table
applies when the satellite transmitter is phased-locked to the received uplink carrier.
This mode allows the Doppler frequency shift of the RF carrier to be accurately
measured at the ground station to determine the range rate. The United States has
NASA's Deep Space Network and the Air Force's Satellite Control Network. Intelsat

M
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and other communications satellite operators use their own TT&C system, which
eliminates the need to pay for the services of a larger network. The TT&C require-
ments for Firesat are quite modest and can easily be handled by its own system, except
during the launch phase.

TABLE 13-6. Parameters of Existing Satell i te TT&C Systems.

Also shown in Table 13-6 is NASA's Tracking & Data Relay Satellite (IDRS),
which provides an alternative to ground stations for supporling the TT&C link [Yuen,
19831. The orbit of the user satellite must be below synchronous altitude to be in view
of the TDRS antennas.

13.2.2 Data Collection

In the second type of network, a satellite sensor, such as an optical or radar scanner,
collects data. This data is transmitted to the ground station for processing and viewing
by the user. The pictures of global cloud cover on the evening television news come
from a satellite sensor. Although we could include the sensor data as part of the telem-
etry data discussed above, we usually consider the sensor data separately when the
sensor data rate is greater than 100 kbps or so. Data rate requirements for payload
sensors are discussed in Sec. 9.5.5.

T'able 13-7 lists the data rates for two satellite-sensor configurations. One example
is a geostationary satellite with a radiometer which scans the entire Earth in 20 min
with I km resolution. Here the data rate is 1.42 Mbps, similar to a meteorological sat-
ellite such as GOES.

On the other hand, using Eq. (9-23), we calculate the FireSa_t data rate to be
85 Mbps-too high for any practical, cost-effective system. Let us review the Fire-
Sat mission requirements. First, we need to scan 150,000 acres (about 25kmby 25
km) in 4 min with 30 m resolution. By limiting the sensor coverage to the 150,000-acre
area under surveillance as the satellite passes overhead, the sensor output rate would
be only 2,900 pixels per second,* for a data rate of 39 kbps (for 1.6 samples per
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discussed below.

TABLE 13-7. Data Requirement
satellite ground trac

Pararneter

h = Orbit attitude (km)
y = Ground track velocity (r
d =_Ground resolution (m)
Sw = Scan width (km)
w = Scan widrh (deg)
z = In{rack scan (deg)

= Scan time
= Number samples/pixel
= Number bits/sample
= Frame efficiency
= Date rate - bps

In many cases we do not
example, our FireSat data is of I
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cial toll-quality voice. Even gr
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[Gerson, 1990].

* Thecalculat ion is ((zsxzs)L-2)
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(bps)
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(GHz)

Data Rate
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(DULD./
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2,000

2.2-2.3 I  aJ -

1.024M
256t205 1 Mbps PN Code
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8.4-A.5

8-6.6M 240/221
749/880

PN Code at 1 Mbps + 8
Ranging Tones,
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lntelsau
COMSAT

5924.42
14 .0 - l 4  5

1 00-250
1 00-250 12.2 ot17.7
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Not
applicable
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H2,283.477 Hz,35.431
Hz

TDRS'*
(user satellite
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12,000 km)

.MA S-Band
2.1064

.'SA S-Band
2.025-2.120
"SA K-Band

13.775

10 kbps
max

300k max

25M max

MA S:Band
2 2875

SA S-Band

SA K-Band
1 5.0034

1k to 1 5M

1k  t o  12M

1 k to 300M

(s) 240t221

(s) 240/221

(K)1,600/1,469

3 Mbps
PN Code

.MA-Multiple Access, up to 20 users simultaneously
'-SA-Single Access *..Freouencies to and from user satellite
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pixel, 8 bits per sample and q = 0.95). This rate is far more attractive for practical
designs. We could also use some form of data processing on board the satellite, as
discussed below.

TABLE 13-7. Data Requirement for Two Example Sensoi-Satellite Systems. For FireSat the
satellite ground track velocity provides scanning of the ground.

DUUL
Carrier Freq.

Batio
Range

Measurement

ln many cases we do not need all data collected by the satellite's sensor. For
example, our FireSat data is ofno interest unless the sensor observes heat from a forest
fire. Onboard data processing can be used to dramatically reduce the required data
rates. For FireSat, onboard processing would consist of selecting and transmitting only
those pixels receiving thermal energy above a specified temperature. The amount of

zaolzui 1 Mbps PN Code

240t221
7491880

PN Code at 1 Mbps + I
Ranging Tones,

I Hz to 500 kHz

Not
applicable

4 Ranging Tones:
27.7n kHz,3,968.25
Hz,283.477 Hz, 35.431
Hz

(s) 24Ot221

(s) 24ot221

(K)1,600/1,469

3 Mbps
PN Code
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x configurations. One example
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ystem. Let us review the Fire-
000 acres (about 25 km by 25
)r coverage to the 150,000-acre
l, the sensor output rate would
39 kbps (for 1.6 samples per

oepends on me ponlon oI me area mat ls Dunung. we
must also insert extra bits to identify the position of the pixels or groups of pixels in
the scan. Such data processing can reduce the data rate by a factor of 3 to 10 or more,
depending on the nature of the data.

Another technique for reducing the data rate is to transmit only the changes rn the
amplitude of the data samples. For example, the amplitude of the first pixel in a frame
of data could be transmitted by an 8-bit word. Changes in amplitude of subsequent
pixels, relative to the previous pixel amplitude, are then transmitted as 3-bit words,
thus reducing the data rate by 3/8.

Considerable effort has gone into reducing, or compressing, the data rate of a digi-
tized voice channel [O'Shaughnessy, 1987]. One technique is Adaptive Dffirential
Pulse Code Modulation, which transmits the difference between the actual voice
sample and a predicted value based on several previous samples. Data rates have been
reduced from 64 to 32 or 16 kbps using these techniques while maintaining commer-
cial toll-quality voice. Even greater reduction in data rates have been achieved with
Vocoders and Linear Predictive Coders. With this method, receivers use transmitted
spectral or excitation parameters to control a voice synthesizer. It requires a data rate
of only 600 bps to 2,400 bps, but the voice often sounds unnatural. Voice-excited
vocoders combine the best features of the approaches described above, producing a
reasonably natural-sounding voice channel with a data rate of 4,800 or 9,600 bps
[Gerson, 1990].

'  "  ; 2 '  r 2
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Reducing the data rate by processil.rg or cornpression on board the satellite
decreases the required transmitter power, significantly reducing satellite mass. (Data
processing or compression uses VLSI circuits, which add little to satellite mass.)
Instead of reducing the satellite mAss, the ground stations can be made smaller with
increased mobility and lower cost. A lower rate link can also better survive jamming.
However, a compressed signal is less tolerant to bit enors, thus negating some of the
advantages listed above. We expect increased use of data compression in the future as
performance improves and cost decreases.

13.2.3 Data Relay

Most communications satellites and data-relay satellites simply retransmit the data
received through a receiver-transmitter combination called a transponder. The total
bandwidth capacities of three communication satellites are in Table 13-8. (See
Table I3-6 for the TDRS capacities.) Transponder bandwidths of commercial geosta-
tionary communication satellites 4re usually 36 MHz or 12MHz. (These transponders
are repeaters. See Sec. 13.5 for a description of the processing transponder.

TABLE 13-8. Relay Bandwidth Capabil it ies of Representative Communication Satell i tes.
The maximum dala rate can be several limes the bandwidth, depending on the
modulation and ground station size. The first entry for Intelsat-V is read as 4
transponders at 36 MHz and 1 transponder at 41 MHz. The total relay bandwidth
is calculated by multiplying the number of transponders by their bandwidth and
adding them together.

The cellular satellites have much different bandwidths. For example, Globalstar has
16.5 MHz transponder channels to acccmmodate 13 of the CDMA I.23 MHz chan-
nels. The wideband Internet relay satellites proposed at Ka-band may have
transponders with I GHz bandwidths, to accommodate multiple 155 Mbps channels
for trunking Internet data between computers. The satellite communication world is
becoming much more complex.

13.3 Link Design

The overall process of l ink design and, subsequently, payload sizing, is summa-
rized in Table l3-9 and described in detail in this and the next section. The process for
developing the communications architecture and determining the l ink requirements
was detailed in Table l3-1.

To understand link design, we need to define the relationship between data rate,
antenna size, propagation path length, and transmitter power. This relationship is
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TABLE 13-9. Link Design and p

Step

1. Define Requirements
for Each Link

2. Design Each Link ( lnr
Ta

A . S
B . S
c . l

D , E
E . E

p
F . (

tl

3. Size the Communication
Payload Subsystem

A . S
B . C
c . E
D . E
E , E

4. lterate Back to Table 13-1

Satel l i te Band

I ransponder
Bandwidth

(MHz)
Number

Transponders

Total Relay
Bandwidth

(MHz)
lntelsat-V

Ku

36/41
72177
72177
241

A t l

1214
212

2,137

DSCS-ilt X 50
60
85

' 1

4
1

375

Globalstar L , S , C t o . J t o 264
Generic lnternet Ka 100-1 ,000 4,000



13.3 [,ink Design

defined by alink equation or link budget which relates all of the parameters needed to
compute the signal-to-noise ratio of the communications system. The basic equation
used in sizing a digital data link is

Eb _ PLtGtL,LoG,

No krrR

where E6/I,lois the ratio of received energy-per-bit to noise-density, P is the transmitter
power, Z1 is the transmitter-to-antenna line loss, G, is the transmit antenna gain, Z, is
the space loss, lo is transmission path loss, G, is the receive antenna gain, k is Boltz-
mann's constant, f, is the system noise temperature, and R is the data rate. The
propagation path length between transmitter and receiver determines Z' whereas Zo is
a function of factors such as rainfall densify. In most cases, an E6/1,{oratto between 5
and 10 is adequate for receiving binary data with low probability of error with some
forward error correction. Once we select the orbit and determine the tansmitter-to-re-
ceiver distance, the major link variables which affect system cost are P, G, Gr, and R.
Rain absorption also becomes a significant factor at radio frequencies above 10 GHz.

Figure 13-5 illustrates the key relationships between power of the satellite's
tansmitter, diameter of t}te ground-station antenna, and data rate for the downlink.
These parameters are nearly independent of frequencies befween 200 MHz and
20 GHz under clear weather conditions. The required transmitter power is relatively
independent of satellite altitude when the antenna beamwidth is set to just illuminate
the coverage area indicated. At low altitudes the required transmitter power is reduced
in the Earth coverage case because the area in view of the satellite is smaller.
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TABLE 13-9. Link Design and Payload Sizing Process.

Step Process (= Detailed Step) Reference

1. Define Requirements
for Each Link

Table 13-1

2. Design Each Link (lnput link geometry, data rate from
Table 13-1.)

A. Select frequency band
B. Select modulation, coding
C.Apply antenna size, beamwidth

constraints (if any)
D. Estimate atmospheric, rain absorption
E. Estimate received noise, interference

powers
F. Calculate required antenna gains and

transmitter oower

Sec. 13.3.5
Sec. 13.3.3
E q . 1 3 - 1 9

Sec. 13.3.4
Table 13-10

Secs. 13.3.2, 13.3.6

3. Size the Communication
Payload Subsystem

A. Select payload anlennd configuration
B. Calculate antenna size
C. Estimate antenna mass
D. Estimate transmitter mass and power

E. Estimate payload mass and power

Tab les  13-14, '13-15
Table 13-14
Table 13-16
F i g . 1 3 - 1 5
Secs. . t  1.2, 11.3,
+ 3C and 3D above

4. lterate Back to Table 13-1 Table 13-1
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Fig. 13-5. Satellite Downlink Characteristics. The required transmitter power is relatively
independent of satellite altitude for constant coverage. At low altitude the required
transmitter power is reduced in the Earth coverage case because the area in view of
the satellite is smaller. The power is relatively independent of carrier frequency
between 200 MHz and 20 GHz in the absence of rain and antenna-pointing error at
the ground station.

13.3.1 Derivation of Link Equation

Consider a transmitter located at the center of a sphere of radius S, radiating power
Pll isotropically, and thus uniformly illuminating the surface of the sphere. Thepower
flux density, I71, received on the sphere's surface is the radiated power divided by the
area of the sphere, that is, PL1/4nSz.The radiated power is the transmitter power,
P, reduced by the line loss, 17, between the transmitter and the antenna.

If the transmitting antenna has a narrow beamwidth, the power flux density is
increased by the transmitting antenna gain, Gl,defined as the ratio of power radiated
to the center of the coverage area to the power radiated by an isotropic (omni-
directional) antenna. The received flux density is reduced by the transmission path
loss, lo, which includes atmospheric and rain absorption. The power flux density then
becomes:
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o
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o
=  t u

o

F

r g r
o
o

o
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to the effective area of a hypol
length of the transmitted signal

G,

(13-s)

where 14! is typically expressed in Wm2. PL1G, is called the effictive isotropic
radiated'power, or EIRP, in watts. In Fig. 13-6, the same EIRP and received power
flux density is produced two ways, one using a high-power transmitter, the other a
low-power transmitter. The difference between them is that the approach using a
low-power, high-gain antenna illuminates only a limited coverage area, which may or
may not meet the mission requirements.

,r, _PL1G,L' _(EIRP)L",,1 __w_=__R-

ERP= 1  x  0 .8  x  125 =  100
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Fig. 13-6. Trade-off between Antenna Gain and Transmitter Power. These two communica-
tion links have the same E/FP, received power density, and received signal power.
However, the 1-W transmitter with the high-gain antenna has only 1/25 the coverage
area provided by the 25-W transmitter with low-gain antenna.

The received power, C, is l[ times the ffictive receive antenna aperture area, Ar.

Here Aris equal to the physical aperture arca,nDzl4, times the antenna fficiency, 11.
The efficiency, 4, is a Figure of Merit between 0 and 1, and is a function of various
imperfecrions in the antenna, including deviations of the reflector surface from theo-
retical, feed losses, and aperture blockage. A typical value for parabolic antennas is
0.55, though 0.6 to 0.7 often occur in high quality, ground antennas. Substituting for
Wy,fromEq. (13-5), andA' we obtain

where D, is the diameter of the receive antenna.
The antenna gain may also be defined as the ratio of its effective aperture area, A,

to the effective area of a hypothetical isohopic antenna, F/4n, wherc Lis the wave-
length of the transmitted signal. For the receive antenna

(r3-7)

(13-6)

(nfiTt\1+n\ n'4n'' =[-o 
JIT)=-T-
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Substituting Eq. (13-5) into Eq. (13-4) we obtain

4=k I ,

N =kTsB = NoB

(  t \ "
C = PLTG,L^G,I -= | = PLtGtL,LoG, = (EIRp)L,L,G,'  " ' \ 4 n S )

r3.3

where the EIRP is in dBW a
l0log {, is expressed in dB/I
mitter EIRP andreceiver G,/7,
be specified at the same point, r
nal and the Low Noise Amplifi

We can find the carrier-to
the data rate, R [see Eq. (13-9)]
number of bits per second.

C/No= E/No + l0lo5

= (EIRp) + L, +

From Eq. (13-12), the carr,
l0log B. Combining this with _

C/l'l = EIRP + Lr+ Lo

where B is the noise bandwidt
log(MB).

The Received Isotropic Pow.
gain is 0 dB. If we substitute G
this expression with Eq. (13-4),

'RIP = Eb/No- Gr/Ts-

where R1P is in dBW. A good '

specify the bit error rate (the pr
a given RlP. The designer then
(which determines the E6/ No rr
antenna gain and noise tempera
cost.

We can similarly conved Eq
is the velocity of light in free s
for the antenna gain, G, in dB:

G = 2 0 l o g n + 2 0 1 o

or

G = -159.59 + 20 lol

where G is in dB,/is in Hz, an<
For a circular antenna beam t

the gain is within 3 dB (50vo) ol
empirical relationship:

0 -

where f6gris the carrier freque:

* Equation (13-19) yields a beamw:
the nonuniform illumination of tt

(  l  3-8)

where C is the received power and Q,l4nS)z is defined as the space loss, Lr.
In digital communications, the received energy per bit, E6, is equal to the received

power times the bit duration, or

Et = C/R

where C is in W, R is the data rate in bps, and E6 is in W's or J.

(13-e)

The noise power at the receiver input usually has a uniform noise spectral density,
No, in the frequency band containing the signal. The total received noise power, N, is
then NrB, where B is the receiver noise bandwidth. (B is determined by the data rate
and the choice of modulation and coding, as discussed later in this chapter.) No and N
are related to the systent noise temperature, Tr,by:

and

where N, is in WHz, N is in W, k is Boltzmann's constant = 1.380 x 10-23 J/K, I" is
in K, and B is in Hz. By combining Eqs. (13-9) and (13-10) with Eq. (13-8), we obrain
our original l ink equation, Eq. (13-a).

13.3.2 Link Design Equations

The link equation is a product of successive terms and, therefore, can be conve-
niently expressed in terms of decibels or dB. Anumber expressed in dB is just 10 log19
of the number. Thus, a factor of 1,000 is 30 dB and a factor of 0.5 is -3 db. If the
number has units, they are attached to the dB notation. For example, 100 W is 20 dBW.
Antenna gain is the ratio of radiated intensity in a specific direction to that of an
isotropic antenna radiating uniformly in all directions and, therefore, is a pure number
which should, in principle, be expressed in dB. However, we use dBi (dB relative to
isotropic) as the units for antenna gain to be consistent with standard practice in the
industry.*

Eq. (13-a) can be rewritten in decibels as

E6/No= P + L1+ G,+ Lo,  + Ls+ La+ Gr+228.6 -  l0 logf i  -  l0 logR

( i3-10)

(13 -1  r )

(r3-12)

(13-13)

where E6/No, LL, Gt, Le Lo,Lp, and Grare in dB, P is in dBW,. {is in K, R is in bps,
and l0 log k = -228.60 dBW(Hz.K). This can also be wriuen as

E6/No= EIRP + Lo,+ Ls+ La+ Gr +228.6 -  l0 logf  -  l0 logR (13-14)

' Editor's Note: of course, modern computers are fully capable of multiplying real nurhbers
instead of adding logarithms. Like much of astronautics, this peculiar nomenclature remains
intact primarily to ensure the full employment of communications systems engineers.
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where the EIRP is in dBW and sensitivity of the receiving station, Gr/Tr= Qr-
l0log {, is expressed in dB/K. Eq. (13-la) is preferred when specifying the trans-
mitter EIRP and receiver Gr/T, separately.Note that in these equations, G. and { must
be specified at the same point, usually the junction between the receive antenna termi-
nal and the Low Noise Amplifier.

We can find the carier-to-noise-density-ratio, C/No by multiplying E/Noby
the data rate, R [see Eq. (13-9)]. Carrier power in W is the energy per bit in J times the
number of bits per second.

C/I'{o= E/No + l0log R

= (EIRP) + Ls+ La+ Gr/\ +228.6

From Eq. (I3-L2), lhe carrier-to-noise-ratio, C/1,{ is C/N'B or, in dB, is ClNu -

1O log B. Combining this with Eq. (13-15b):

C/1,{ = EIRP + Ls + La + Gr + 228.6 - 10 logf -10 log B (13-r6)

where B is the noise bandwidth of the receiver in Hz. C/I,I also equals E6/No+ L0
toe 'lR/B).

The Received Isotropic Power, or RIP, is the power received if the receive antenna
gain is 0 dB. If we substitute G, = 1 (0 dB) into Eq. (13-8), then C = RIP. Combining
this expression with Eq. (13-4), and converting to dB yields:

RIP = Eo/No - G,/Ts- 228.60 + 10 log R (13-17)

where R1P is in dBW. A good way to specify the receiving system performance is to
specify the bit error rate (the probability a data bit is incorrectly received) required for
a given R1P. The designer then has the freedom to trade off his demodulator design
(which determines the E6/ No required to meet the specified bit error rate) against the
antenna gain and noise temperanre (GrlTr) to meet *re R1P specif,rcation at minimum
cost.

We can similarly convert Eq. (13-7) to dB. Using the relationshipf = c/)",where c
is the velocity of light in free Spoc€ = 3 x 108 m/s, we obtain the following equation
for the antenna gain, G, in dB:

=(EIRP)L,L,G, (13-8)

as the spaQe loss, L*
bit, E6,is equal to the received

(13-e)

in W's or J.
a uniform noiie specffal density,
total received noise power, N, is

(B is determined by the data rate
later in this chapter.) No and N

(13-10)

(13-1 l )

(13-12)

= 1.380 x 10-z J/I( ?'" is
13-10) with Eq. (13-8), we obtain

and, therefore, can be conve-
expressedin dB is just 10lo916
a factor of 0.5 is -3 db. ff the

. Forexample, 100Wis 20dBW.'
specific direction to that of an
and, therefore, is apure number,

', we use dBi (dB relative to \
nt with standard practice in the

Iog4 - l0 logR (13-13)

in dBW, { is in K, R is in bps,
written as

{ - l0 logrR (13-14)

of mulriplying real numbers
this peculiar nomenclature remains
ications systems engineers.

G =20 log n + 201ogD +2}logf+ 10 log 4 -20logc

G = -159.59 + 20 log D + 20logl+ 10 log 4

0 in degrees

where G is in dB,/is in Hz, and D is in m.
For a circular antenna beam the half-power beamwidth, 4 is *re angle across which

the gain is within 3 dB (507o) of the peak gain. We may estimate 0 from the following
empirical relationship:

o= 2r
fcnrD

where f6pris the carrier frequency in GHz, and D is the antenna diameter in m.'

* Equation (13-19) yields a,beamwidth about 20% greater than /./D (Chap. 9). This accounts for
the nonuniform illumination of the parabola by the feed.

(13-15a)

(13-1sb)

(13-18a)

(13-l8b)

(13-19)
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The antenna gain is approximately 27,000/02, obtained by combining Eqs. (13-7)
and (13-19), and assuming 4 = 0.55. A noncircular antenna has an ell iptical beam with
the half-power beamwidth along the major axis equal to g, and the half-power beam-
width along the minor axis equal to 0u. The gain of the noncircular beam antenna can
be estimated:

G = 44.3 - l0 log(0"0, ) (r3-20)

where I, and 9n are in deg, and G is in dBi. For example, an antenna with a I deg by
2 deg elliptical-beam has the same gain as a circular antenna with a beamwidth of
1.4 deg. Gain calculated in this manner is generally accurate to within 25Vo (I.2 dB)
for beamwidths less than 150 deg. The beamwidths 0*or 0n can be estimated from
Eq. (13-19) with D equal to the major axis or minor axis diarireters.

The above gain equations are for peak gain. However, a receive antenna might not
be located at the center of the transmitter antenna beam, or vice versa. With narrow
beamwidths, small errors in pointing the antenna (intr-oduced by wind guSts on the
ground or satellite stabilization errors, for example) can lead to significantly reduced
gain. The following equation estimates the reduction from peak gain, L6,in dB caused
by a pointing offset from beam center:

Le= -12 (e /0)z (r3-2r)
where 9is the antenna half-power beamwidth, and e is the pointing error. For example,
for e equal to 0/2, the pointing loss is 3 dB. In calculating a link budget, *" *ould
subtract this pointing loss from the antenna gain.

From Eq. (13-6) the space loss, 1", is

13.3
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(r3-23a)
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B:
C:
D:
E:

F:
G :

Lr= (),l4ns12 = @ l4nSf )2
Converting into dB, this gives:

Lr=20log (3 x 19s; -  20log (4n) -  20log S - 20log/

= t4t .55 - 20 log S - 20 tog/
where S is the path length in m, and/is the frequency'in Hz.

The system noise temperature, z' is the sum of a number of individual contribu-
tions from various sources. we have divided the noise sources into two groups. Those
originating ahead of the antenna aperture (e.g., in the atmosphere) we call the anterum
noise temperature,TonT. These noise sources are external to the ground station, except
for the antenna itself, and include:

. Galactic noise

. Noise radiated by clouds and rain in the propagation path

. Solar noise (either in the antenna main beam or sidelobe)

. Presence of the Earth (typically 290 K) in a sidelobe

. Man-made noise (either in the antenna main beam or sidelobe)

. Contribution of nearby objects, buildings, radomes, etc.
' Temperature of blockage items in antenna subsystem such as booms or feeds

Figure l3-7 shows the estimated noise temperature from various external sources
as a function of frequency. Note the necessity of keeping the receive antenna from
pointing toward the Sun when the beamwidth is narrow (< 5 deg). otherwise the Sun
will significantly increase the antenna noise temperature.
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Fig. 13-7. Minimum Expected External Noise From Natural and Man-made Sources,
10 MHz to 100 GHz flppolito, 19861.

All noise sources between the antenna terminal and the receiver output are lumped
together and called receiyer noise temperature, Tr. Receiver noise originates from

. Transmission Lines and Fihers-equal to (1 - t)7, where L= PolPristhe ratio
of output power (Pr) to input power (P) and Zis the component temperature
in K.

. Low Noise Amplifier----<qual to (F - 1) 290K, where F is the noise figure from
Eq. (r3-2q.

An additional contribution from subsequent amplifier stage noise exists, but is a
small contributor because it is divided by the low noise amplifier gain.

The noise figure, F, of the receiver is defined as:

r  = I+L
To

where Z, is the noise temperature of the receiver itseli and ft is a reference tempera-
ture, usually 290K. The noise figure is often expressed in dB (that is, l0log F). For
example, a cryogenically cooled receiver for reception of telemetry signals from a
space probe may have a noise figure of 1.1 (0.4 dB) for a noise temperature of 29 K.

A:
B:
C:
D:
E:

F:
G:

(r3-24)
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transmitted spectrum width is
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frequencies. For example, for 11,
transmitted frequency will be F
symbol rate is one-third the bit
the bit rate, where the separatior
spacefl ight modulation scheme
(OQPSK), 8PSK [Sklar, 1988],

Adding the antenna noise and receivernoise gives us the systemnoise temperature,
{-. To find { we add the noise contribution of the transmission line and bandpass filter
which connect the antenna to the receiver's low-noise amplifier. Thus:

r, = ro,t +(ro1 - L,)) -(5:") (13-2s)

where Z, is the line loss between the antenna and receiver, expressed as a power ratio.
The second term in Eq. (13-25) is the noise pontribution from the transmission line,
and the third term is the contribution from the receiver. The receiver noise temperature
is the sum of these two terms. These noise temperatures are referred to thelntenna
terminal by dividing by 1.. continuing with our cooled receiver example, assume the
line loss is 0.5 dB, making I,. = 0.89. Then the noise contribution from the line loss is
36 K and the receiver noise is 33 K, both referred to the antenna terminal. Then { is
Ton, + 69 K.

TABLE 13-10. Typicat System Noise Temperatures in Satellite Communication Links in
Clear Weather. The temperatures are referred to the antenna terminal. [SeeEq. (13-25)1.

13.3.3 Modulation and Coding

Noise
Temperature

Frequency (GHz)
Downlink Crosslink Uplink

0.2 2-12 20 60 0.2-20 40
Antenna Noise (K)
Line Loss (dB)
Line Loss Noise (K)
Heceiver Noise Figure (dB)
Receiver Noise (K)
System Noise (K)
System Noise (dB-K)

150
0.5

35
0.5

J b

221
23.4

25
0.5

35
1 . 0

75
135
21.3

100
0.5

35
3.0

289
424
26.3

20

35
5.0

627
682
28.3

290
0.5

3.0
289
6 1 4
27.9

290
0.5

4.O
438
/ D J

28.8
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symbols. Each symbol corresponds to one of four carrier phases: 0 deg, 90 deg,
180 deg, or 270 deg. Note that the symbol rate is one half the bit rate, thus reducing
the spectrum width by one half.

Frequency Spectrum

BPSK

1 2 3 4 5 6 7 8

BFsKffi ' ,
l *_  ,o  . - l -  ,u  _
| (oro) t rorrlA

Fig. 13-8. Modulation Types Commonly Used for Digital Signal Transmission in Satellite
Communications. F is the data rate. The shaded region is the required bandwidth.

Frequency shift keying (FSIC sets the carrier frequency at Fl to transmit a binary
0, and at F2 to transmit a binary 1. The separation between Fl and F2 must be at least
equal to the data rate to avoid performance loss from mutual interference. Thus, the
transmitted spectrum width is at least twice the width of the spectrum generated by
BPSK. Multiple frequency shifi keying (MFSQ sets the carrier frequency to one of M
frequencies. For example, for M = 8, the first three binary bits, 010, determine that the
transmitted frequency will be F5. The next three bits, 011, set the frequency at F6. The
symbol rate is one-third the bit rate, and the transmitted spectrum width is about 8/3
the bit rate, where the separation between frequencies is the symbol rate. Less common
spaceflight modulation schemes include minimum-shift-keying (MSK), offset-QPSK
(OQPSK), 8PSK [Sklar, 1988], and RPSK/PM [Yuen, 1983].
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carrier. For a phase modulation of +1.0 radian, the transmitter power is divided
between the carrier (60Vo) and subcarrier (407o). Figure 13-9 shows how the BER
varies with E6lNo.Table 13-11 lists the types of digitalmodulation commonly used in
space communication systems.

r u - z 0 2 4 6 8 1 0 1 2 1 4
'Noncoherentdetectlon Eb/No (dBl

Fig. 13-9. Bit Error Probability as a Funqtion ol E6/t$.The theoretical performance limit
can be approached by use of error correction coding.

For the digital systems discussed in this chapter, the BER is used to evaluate the
performance of the link. On the other hand, analog communication linla are generally
evaluated in terms of the output signal-to-noise ratio, S/l/. The S/l/is a function of the
C/N, the modulation type, and how the S/Iy' is expressed. For example, the S/?f of a
frequency modulated (FM) television signal depends on the modulation index and the
pre-emphasis plus weighting factors in addition to the C/l/ (see Morgan and Gordon
l l989l ,  Sec.  3.4.5) .

Forward error correction coding significantly reduces the E6lNo requirement,
which in turn reduces the required transmitter power and antenna size, or increases
link margin. Extra bits, called pariry biB, are inserted into the data stream at the
transmitter. These bits enable the receiver to detect and correct for a limited number
of bit errors which might occur in transmission because of noise or interference. While
complex, these techniques can be implemented at relatively low cost, using large scale
integrated circuits with small size and low power consumption. This type of coding
does have some disadvantages. The extra error correction bits increase the bit rate, and
hence the transmission bandwidth, often a scarce resource. Also, a low E6lN, makes
initial signal acquisition more difficult.

A common type of error correction technique is convolutional coding with Viterbi
decoding fViterbi, 1967; Sklar, 1988]. A rate-Il2 convolutional code is implemented
by generating and transmitting two bits for each data bit. The data rate is therefore one-
half the transmitted bit rate (hence "rate-I|2"). The receiver demodulates and stores in
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TABLEl3-11, A comparison of several Modulat ion and coding schemes used in sat-
ellite Communication Systems. The theoretical values of E6/No shown must
be increased by 1-3 dB to account for filtering, timing, and frequency errors. See
lext for definition of modulation schemes. In the bottom row R = data rate and fg6
= subcarrier frequen6y.

cal data rate, Rr,*, which can be transmitted over a transmission channel with band-
width, B, is

Modulation

E6/Notor
BER = 10-s

(dB)
Spectrum
Utilization Advantages Disadvantages

BPSK Y - O 1 . 0 Good BER performance.
Good use of soectrum.

Susceptible to phase
disturbances.

DPSK 10.3 1 . 0 Not susceptible to phase
disturbances.

Higher 86,/No tequi red.

APSK 9.6 2.0 Excellent use of soectrum.More susceptible to phase
disturbances.

FSK 0.5 Not susceptible to phase
disturbances.

Higher E6lNo required.
Poor use of spectrum.

SFSK 9.2 0.375 Good BER performance.
Not susceptible to phase
disturbances

Poor use of soectrum.

BPSK and
QPSK Plus
R-1/2 Viterbi
Decoding

4.4 0.5 and 1.0 Excellent BER
performance.

Higher complexity.
Reduced use of soectrum.

BPSK and PIus
RS Viterbi
Decoding

2.7 0.44 Best BER performance. Most complex.
Reduced use of spectrum.

SFSK Plus
R-1/2 Viterbi
Decoding

4.0 0 .188 Excellent BEB
performance.
Not susceptible to phase
disturbances.

Poor use of spectrum.
High complexity.

MSK 9.6 1 . 5 Low adjacent channel
interference.

Higher complexity,

BPSI</PM
(AO = 1.9 1s6
sinewave)

13.8 R
11f f

Carrier transmitted for
Doppler measurement.

Requires extra power
and bandwidth.
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II9651, Sec. 19.2; or Sklar U9E8], Sec. 7.4).
We cannot reach the Shannon limit in practice because the transmission bandwidth

and coding complexity increases without bound. But we can approach this limit by
using a double, or concatenated, coding scheme. The Pioneer deep-space communica-
tion link uses this technique to obtain the perfonnance required to overcome the large
space loss [Yuen, 1983, Sec. 5.4.4].Tt.,e binary signal is first block encoded usiag a
255-bit Reed-Solomon code with 32 parity bits. The block-encoded signal is then
encoded using the rate-ll2 convolutional code. The data is recovered afthe receiver
with a Viterbi decoder followed by a Reed-Solomon decoder. As shown in Fig. l3-9,
the BER performance for the concatenated code is only 4.2 dB above the Shannon
limit at a BER of 10-5. Longer and more complex codes can be used to push perfor-
mance even closer to the Shannon limit. This technique is not presently used for data
rates muih above 100 bps due to the complexity and cost of the decbding process.
However, we expect this limitation to disappear in the future with the development of
high-speed, low-cost digital processing circuits.

Figure 13-9 demonstrates that the BER is sensitive to the E6/I,lolevel. At error rates
below 10a, a decrease of I dB in E6/l,towill increase ttre tiSR about one order of
magnitude. Thus, providing adequate link margin in our design (discussed later) is
very important. Note that the E6/No values given are theoretical, based on infinite
bandwidth transrnission channels and ideal receivers. In practice, we must account for
band-limiting efflects, deviations from ideal filter responses, phase noise and fre-
quency ddft in local oscillators, noise in carrier tracking loops, and bit synchronizing
errors. Thus, we must add 1 or 2 dB to the theoretical E6/Noto allow for these losses.

Choosing which modulation and coding technique to use depends on cost,
complexity, diffrculty of acquiring the signal, limits on transmission bandwidth, and
susceptibility to interference or fading. Il the case of power-Limited systems, where
power is scarce but bandwidth is available, coding makes sense. Most systems today
use some forward enor correction coding to save transmitter power unless the data rate
is greater than several hundred Mbps, in which case limits on both bandwidth and
hardw,ar. e speed become si gnificant.

Table 13-11 showed that to obtain a low value of E6/No for a BER of 10-5, we must
be less effrcient in using the spectrum, which means the transmission bandwidth must
increase. This is the result of adding forward error correction check bits to the signal
before modulation, thus increasing the transmission rate through the channel. How-
ever, recent techniques can achieve significant coding gains without increasing the
bandwidth [Ungerboeck,1982: Sk]ar, 1988, Sec. Z10.6l. The basic idea is to combine
the coding and modulation process to generate a set ofpossible coded signal panerns
at RF, each pattern corresponding to an n-bit word. The receiver knows the set of pos-
sible patterns and chooses the pattern t}tat most closely resembles what it receives. For
example, a four-state, rate-2/3, encoder combined with 8PSK modulation achieves a
3 dB coding gain over uncoded QPSK modulation with the same bandwidth. (8PSK is
like QPSK except the carrier phase is set at one of 8 possible phases separated by
45-deg intervals.) Such schemes have been proposed for high-speed data communica-
tion on satellite channels and are likely to be used in future space systems [Deng and
Costello, 19891.
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13.3.5 Frequency Selection
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13.3.4 Atmospheric and Rain Attenuation

extremes, though some projects have considered the 90-GHz band. of special note is
the high absorption band of oxygen at 60 GHz. Intersatellite tinks otten operate at
60 GHz, using the atmosphere to shield from interference or jamming originating on
the Earth's surface.

Frequency (GHz)

Fig. 13-10. Theoretical Vertical One-way Attenuation from Specified Height to the Top of
the Atmosphere. Plot assumes 7.5 g/m3 of water vapor at the Jurface, and does
not include effect of rain or cloud attenuation INASA, 1993J.

Figure l3-l I shows that clouds and rain attenuation also add to losses, increasing
with frequency, in the transmission path. This figure comes from the Crane moclel-a
set of tables and equations based on observed climatic data used to estimate the rain
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Elevation
Angle 10"

10 '
20"

20
.tz 45

- - 4 5 "

Frequency (GHz)

Fig. 13-11. Rain Attenuation Predicted by Crane Model for Rain Climate Typ^ical of the
Northern United States. Ground station altitude = 0 km, latitude = 40-. For other
nestrs sFc Inoolito 119861.

The percentage of tirne the link is available depends on the margin which the link
has in clear weather. A higher link availability demands a greater margin. The avail-
ability numbers shown in Fig. 13-11 correspond to the climate of northeastern United
States. The availability for a specified link margin will be higher in the Midwest and
lower in the Southeast, compared to those shown in the figure. (Bear in mind that these
availabiiity numbers come from average weather conditions over many years; they do
not account for the possibility that this year the rainfall may be higher or lower than a
normal year.)

A by-product ofrain attenuation is an increase in antenna temperature, Zo. given by

T o = ( I - L o \ T o ,  (13-27)

where Lo is the rain attenuation given as a power ratio , and To is the temperature of the
rain, usually assumed to be 290 K. The significance of this noise increase depends on
the system noise in clear weather. For example, if a receiving system with a normal
system tempercture of 727 K experienced 10 dB rain attenuation, its noise temperature
would increase to 988 K, increasing N, by 1.3 dB. The decrease in Cft,{o would then
be the sum of the rain attenuation (-10 dB) and the increased noise (-1.3 dB) totaling
11 .3  dB .

13.3.5 Frequency Selection

Regulatory constraints exist on the selection offrequency band, transmission band-
width, and power flux density. For example, international agreements have allocated
frequency bands for space communications, as listed in Table 13-12. These agree-
ments originated with rhe Intemational Telecommunications Union UTA and the
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13.3.6 Link Budgets

The link budget provides the
gains for the various links in the
system design, revealing manl
Table l3-13 presents link budge
tions and figures given in this cl

TABLE 13-13. Link Budgets for I

WorldAdministrative Radio Conference (WAR). They are administered in the United
States by the Federal Communications Commission (FCC) for commercial users, and
by the Interdepartmental Radio Advisory committee for military users. The system
designer must apply for and receive permission from the appropriate agency to operate
at a specified frequency with the specified orbit and ground locations. This is often a
time-consuming procedure (see chap. 21.1). For an excellent summary of this com-
plex subject, see Morgan and Gordon tl989l.

TABLE 13-12. Limitations on lhe Frequency Bands and Flux Densities Established by the
lTU. Power density l imits are for elevation angle >25 deg. They are about 10 dB
less for lower anoles.

A criterion for frequency band allocation is the pote;rtial for one link to interfere
with another. Extensive analysis is required when applying for a frequency band and
orbit to avoid interference with, or by, existing services such as terreatrial microwave
Iinks and ground-based radar operations. Especially significant are the antenna side-
lobe levels and the dynamic range of powers over which the system must operate. For
ground-station antennas operating in the 4-6 GHz and 12-14 GHz bands, the FCC
specifies the maximum sidelobe gain as (32 - 25 log </) dBi for 1 deg < Q 3 4g deg;
otherwise -10 dBi for 48 deg < d< 180 deg, where dBi is dB relative to an isotropic
radiator (0 dB gain) and @ is the angle in deg off the axis of the main antenna beam.

Frequency
Band

Frequency Range
(GHz)

Service

Downlink Power
Flux Density

Limit
(dBW/m2)Uplink Downlink

UHF o.2 - 0.45 o.2 - 0.45 Military
L 1 . 6 3 5  -  1 . 6 6 1 . 5 3 5  -  1 . 5 6 Maritime/Nav

Telephone
-1.4414 kHz

c 2.65  -2 .69 2.5 - 2.54 Broadcast, Telephone -13714 kHz
5.9  -  6 .4 3.7 - 4.2 Domestic. Comsat -14214 kHz

X 7.9  -  8 .4 7 . 2 5 - 7 . 7 5 Military, Comsat -14214 kYz'
Ku 1 4 . 0  -  1 4 . 5 12.5 - 12.75 Domestic. Comsat -138/4 kHz
Ka 27.5 - 31 .O 17.7  -  19 .7 Domestic. Comsat -105/1 MHz

SHF/EHF 43.5 - 45.5 19.7 - 20.7 Military, Comsat
SHF/EHF 49 3B Internet Data,

Telephone, Trunking
-135/1  MHz

:60 Satel l i te Crossl inks
'No limit in exclusively military band ot 7.70-Z.75 GHz

Item
Frequency

Transmitter Power

Transmitter Power

Transmitter Line Loss

Transmit Antenna Beamwidth

Peak Transmit Antenna Gain

Transmit Antenna Diameter

Transmit Antenna Pointing Offset

Transmit Antenna Pointing Loss

Transmit Antenna Gain (net)

Equiv. lsotropic Radiated Power

Propagation Path Length

Space Loss

Propagation & Polarization Loss

Receive Antenna Diametel

Peak Receive Antenna Gain (net)

Receive Antenna Beamwidth

Receive Antenna Pointing Error

Receive Antenna Pointing Loss

Beceive Antenna Gain

System N oise Temperatu re

Data Rate

Eb/No(J'l

Ca ri e r-to-N ois e D e nsity R ati o

Bit Error Rate

Required E6/No (2)

lmplementation Loss (3)

Margin
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A detailed procedure for a downlink design is as follows:

l Select carrier frequency, based on spectrum availability and FCC allocations.
(Refer to Table 13-6 for TT&c, Thble 13-12 for communicarion satelrires.)

2. select the satellite transmitter power, based on satellite size and power limits.

3. Estimate RF losses between transmitter and satellite antennas. (usually
between -1 and -3 dB.)

4. Determine the required beamwidth for the satellite antenna, depending on the
satellite orbit, satellite stabilization, and ground coverage area (see Chap. 7).

5. Estimate the maximum antenna pointing offset angle, based on coverage
angle, satellite stabilization enor, and stationkeeping accuracy.

6. calculate transmit antenna gain toward the ground station, using Eqs. (r3-zo)
and (13-21). You might also want to check the antenna diameter, usimg
Eq. (13-19), to see if it will fit on the sarellite.

7. calculate space loss, using Eq. (13-23a). This is determined by satellite orbit
and ground-station location.

8. Fstimate propagation absolption loss due to the atmosphere using Fig. 13-10,
dividing the zenith attenuation by the sine of the minimum elevation angle
(e.g. 10 deg) from the ground station to the satellite. (consider rain attenua-
tion later.) I would also add a loss of 0.3 dB to account for polarization
mismatch for large ground antennas. Using a radome adds another I dB loss.

9. select the ground station antenna diameter and estimate pointing error. If
autotracking is used, let the pointing error be l\vo of the beamwidth. Use
Eq. (13-21) to calculate the antenna beamwidth.

10. calculate the receive antenna gain toward the satellite. For FireSat we used
antenna efficiency, 4, of0.55.

Estimate the system noise temperature (in clear weather), using Table l3-10.

Calculate E6/Nofor the required dara rate, using Eq. (13-14).

Using Fig. 13-9, look up E6/No required ro achieve desired BER for the
selected modulation and coding technique. The downlink for Firesat is modu-
lated with BPSK and the uplink is BpSK/pM. See Table l3-i t.

14. Add 1 to 2 dB ro rhe theoretical vatue given in Fig. l3-9 for
losses.

1 1 .

12,

13 .
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15.
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The downlink calculation
ground station based on thb assr
the performance of a communic
calculation on the uplink from'
formance can then be predicte
payload. In a bent-pipe satellitr
used as the "signal" input for I
based on the noise already on t
signal processing payload (see
modulated on board the satellit
that of the-downlink, because t
of the new data satellites, and
processing.

When digital links are evalui
processing satellites gets more
rate on the uplink which becom,
will never be better than the wei
uplink very robust so that bit e.
in order that, again, the downlir
for most satellite links. as the
whereas ground stations are re
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becomes a limiting factor. Tn
figure, and receive antenna gai
established on any link.

Many of the data handling s
deliver 10-lo bit error rates on
using very powerful forward-er
coding and Viterbi decoding (r
of only 5 dB for many newer, c

The question often asked is
margin is wasteful and costly,
excessive bit error rates. Intelsa
frequencies above 10 GHz the
spheric and rain losses, the exa
and the amount of rainfall expe,

The order of the steps out
specified. For example, one m
power. The uplink design is pe
beamwidth may depend on the E
limitations.

Figure l3-12 illustrates how
can Yary with choice of carrie
beamwidth is fixed at 6 deg to
ground-station size is fixed at 0.
the satellite antenna's diameter
gain) until it reaches a maximut
at 1.75 GHz. Reducing the frr
compensate for the loss in anter

calculate the link margin--the difference between the expected value of
E 6/I'I o calculated and the required E 6/N o (including implemenia tion loss).

Estimate the degradation due to rain, using Fig. 13-11 and Eq. (I3-2j).

Adjust input parameters until the margin is at least 3 dB greater than the esti-
mated value for rain degradation, depending on confidence in the parameter
estimates.

For communications satellites to evaluate a complete communication link (ground-
to-ground), you must do the downlink shown above, and also calculate the uplink, and
combine their E6/1,{osin order to evaluate the communication link.



13.3 Link Design

The downlink calculation described above provides the signal-to-noise at the
ground station based on the assumed parameters for the downlink."In order to establish
the performance of a communication link Earth-to-Earth, it is necessary to do the same
calculation on the uplink from the ground station to the satellite. The overall iink per-
formance can then be predicted based on the design of the satellite communicition

processlng.
When digital links are evaluated in terms of their bit error rate, the system for signal

processing satellites gets more complicated, because there will be a iertain bit enor

frequencies of 30 GHz and above are used, in which case the cost of the transmitters
becomes a limiting factor. Transmit power, transmit antenna gain, receiver noise
figure, and receive antenna gain establish the maximum signal-io-noise that can be
established on any link.

The question often asked is, "How much margin is enough?', Clearly, too much
margin is wasteful and costly, but not enough margin could occasionally lead to
excessive bit error rates. lntelsat carries a 4 to 5 dB margin for their C-Band links. At
frequencies above l0 GHz the margin should be 6 to 20 dB to accommodate atmo-
spheric and rain losses, the exact amount depending on the requiied link availability
and the amount of rainfall expected.

The order of the steps outlined above will depend on which parameters are
specified. For example, one might start with link margin and solve for transmitter
power. The uplink design is performed in the same way, except the receive antenna
beamwidth may depend on the Earth-coverage requirementrather than size orpointing
Iimitations.
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weather), using Table 13-10.
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. See Table 13-11. '\

in Fig. l3-9 for implementation
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implementation loss).

ig. 13-11 and Eq. (13-27).
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TABLE 13-14. Antenna Types for
equations, C, D, L, a

Dirmtional Beam

Fig. 13-13. Typical Salellite-Anter
erage. The satellite is s
geostationary orbit ILo a

l8 deg. A simple horn antenna is
the Intelsat V C-Band TT&C ante
helix often has lighter mass and

to higher frequencies requires more transmitter power to compensate for increasing
receive antenna pointing loss and to provide a margin to opeiate through rain. ThE
figure shows the plefened frequency is between I and 18 GHz.

Satellite Antenna
BeamwRJth > 6'

Diameter=2 m (MAX)

Gt= Constant x f2

Satel l i te Antenna
Beamwidth = 6"
Diam€ter < 2 m
Gi = Constant

lncrease
Galactic

Noise Sateilite
Antenna
Diamet€r
Limited

Sat€llite
Anlenna

Beamwidth
Umited

Flequir€d
Transmltter

7 Powe( iF

y/ Frea Space

0.1 20 30 40 50
Ffequency, t (cHz)

Fig. 1$12. Example Downlink Design Showing Effect of Frequency Selection on Required
Satellite Transmitter Power. A'\rvindovr/'exists between 1-20 GHz. The satellite is
in a geostationary orbit and the ground terminal diameter is fixed at 0.5 m.

Table 13-13 shows we can satisfy the FireSat mission with a 20-w transmitter
operating at S-Band (2.2 GHz) with a broad-beam antenna covering the entire Earth.
A higher-gain antenna requires continuous steering to point toward the ground station,
making the satellite far more complex. The diameter of the ground staiion antenna is
5.3 m.

13.4 Sizing the Communications payload

We now have determined the satellite transmitter power and antenna aperture size
required to support our links. These parameters have the greatest impact on satellite
mass, and thus on the cost of the system. In this section we wilf describe these
components and estimate their mass. This process is summarized in Table l3-9 in
Sec.  13.3.

Up to now we have considered only the parabolic reflector antenna, which is best
suited for applications where the peak gain ii above 20 dB and beamwidth is less than
15 deg. For lower-gain, wider-beam applications, we may prefer other types of
antepnas with lighter mass and simpler design, especially at frequencies below I cFIz
(see Table r3-r4). For example, an Earth-coverage suteilite antinna has a beamwidth
just big enough to illuminate the Earth. At geosynihronous altitude, this beamwidth is
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TABLE 13-14. Antenna Types lor Satellite Systems. (Formulas from Jasik [1961]) In these
equations, C, D, L, and i are in m and f is in GHz.

Command
Cwecgs

z

Fig. 13-13. Typical Satellite-Antenna Requirements lor Telemetry and Command Cov'
erage. The satellite is spin-stabilized during transfer orbit, and 3-axis stabilized in
geostationary orbit [Lo and Lee, 1988].

18 deg. A simple hom antenna is often used at frequencies of 4 GHz or above (such as
the Intelsat V C-Band TT&C antenna). When the frequency is below about 2 GHz, the
helix often has lighter mass and is easier to mount on a satellite structure. Either a
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TABLE 13-15. Six Antenna Config
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tion by frequency reuse. Iridium fr
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which "sweep" over a point on the
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single helix (FLTSATCOM UHF transmir), or quad-helix (Inrelsat v L-Band) may be
used. Table 13-14 compares these choices for an Earth-coverage antenna at
400 MHz'Wider satellite antenna beamwidths are required during launci and insertion
into orbit because satellite maneuvers cause large variations in angle toward the
ground station. During transfer orbit the satellite is often spin-stabilizedl tnus requiring
a toroidal beam (omnidirectional in the plane perpendicular to the satellite spin axis)
to provide continuous coverage. Figure 13-13 shows a typical antenna pittern. A
biconical horn can generate this beam if it is mounted on i hast to avoid ieflections
from the satellite's body..The antenna gain is typically at least -3 dB t35 deg from the
spin axis. Once in orbit the satellite is stabilized toward Earth. A directional antenna,
usually a simple conical horn,_provides a gain of 9 dB or more over +20 deg from the
Earth vertical. As an example, the Intelsat V satellite combines the toroidal and
directional (Earth-coverage) beams at a single port connected to the command re_
ceiver. The telemetry transmitters switch to either beam, depending on the mission
pnase.

High-gain antennas are required to support high data rates with low transmitter
power. The basic antenna types used for this application, summarized in Table 13_15,
are the reflector, lens, and phased array. The reflector is most desirable for satellites
because of its low mass, low complexity and cost, and design maturity. The weight
advantage of a reflector over a lens or phased array is especially signifiiant for larler
antenna diameters (> 0.5 m). Offset feeds can also simplify the satellite structure. The
sateliite structure contains the feed which is pointed it tLe reflector (Intelsat V, for
example). Furthermore, an offset feed minimizes aperture blockage and therefore
reduces the sidelobe levels.

In some missions it is necessary to change the direction the antenna beam is
pointing. Steering the beam electronically is often preferred to mechanical methods,
especially if the beam direction must be changed rapidly. The beam of a reflector
antenna can be steered by switching to an off-axi-s feed. However, conventional reflec-
tor antennas have high losses when scanned off axis. A shaped secondary reflector can
compensate for these losses, but scan angles greater than about 10 deg are difficult to
achieve. we can design lens antennas for good scanning performanci but their mass
is generally larger than the reflector plus feid when the diimeter exceeds about 0.5 m.
The lens or reflector antenna can perform beam scanning by switching between
multiple feed elements or by using a phased array as the feedlswitching between feed
elemen_ts or varying the amplitude or phase of eath element electronicaily controls the
feed. However, losses caused by the feed control (beam forming) network [21 inEq. (13-a)l can degrade the scanning antenna's performance.

- A phased-array antenna may generate one or more beams simultaneously, forming
these beams by varying the phase or amplitude of each radiating element of the anayl
This technique used for microwave radirometry is described in bnap. 9. we may also
use an adaptive array to automatically point a null toward a jamming signal source to
reduce the jamming-to-signal ratio.

To support high data rates with low satellite power, the antenna beamwidth should
. 13-14, a nzrrrow beam may not give us
r several widely separated ground stations.
rg waveguide lens antennas with variable
le beam with multiple lobes, each directed
tach is to generate multiple beams. Milstar
nd ACTS uses a reflector with an offset
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TABLE 13-15. Six Antenna Configurations Used in Satellite Systems. These antennas are
suitable for beamwidths less than 20 deg, produoing gains above 15 dB.

Parabolic Reflector
C€nter-Feed Aperture blockage raises sidelobe level.

Simple, lightweight structure.
Feed-mounted equipment exposed to environment.
Long transmission line from teed reduces efticiency.

Aperture blockage raises sidelobe level.
Lightweight structure.
Short, low-loss transmission line.
Feed-mounted equipment accessible behind reflector.
Shaped subreflector increases etficiency
(lncreases gain by -1.5 dB).

Parabolic Reflector
Off-set Feed . Same as Center-led Parabolic Reflector except low

aperture blockage reduces sidelobe level and increases
efficiency.

. Convenient tor satellite mountino with feed embedded
inside satellite.

Light weight.
Low aperture blockage reduces sidelobe.
Limited scan angle = 10'.

Lens with Switched-Feed Array

.<''4t
! , - ; r^x{<Switch<S

Good aperture efficiency (no blockage).
Mismatch at lens surface causes losses.
HeaW, especially low-frequenry applications (used at
frequencies above 15 GHz with diameters below 0.5m).

High aperturs etficienry.
Multiple independently steerable beams.
High reliability (distributed active components).
High cost, weight.
Higher losses in feed distribution system.
High EIRP obtained from many small transmitters
(space combining).

switched-feed array. These antennas generate either simultaneous multiple benms or a
single beam which is scanned ot hopped over the Earth's surface using time multiplex-
ing between channels (see Sec. 13.5). Thus high antenna gain and broad area coverage
are achieved at the same time. Another advantage of the beamhopping technique is
that the satellite coverage can be readily matched to the geographic trffic distribution
by making the beam dwell time proportional to the traffic level.

LEO satellites such as Iridium and Globalstar form multiple beams using phased
arrays covering the visible Earth. The multiple beams provide for spectrum conserva-
tion by frequency reuse. Iridium forrns 64 beams which scan to continuously point to
a point on the Earth as the satellite passes over that point. Globalstar has fixed beams
which "sweep" over a point on the gound as the satellite passes over.
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Fig. 13-14. Multibeam coverage. To transmit simultaneously to A, B, and c, a multibeam
antenna or a beamhopping antenna, with t ime-division mult iplexing, wi l l  support
higher data rates with lower transmitter power compared to a single, lower gain,
broad-beam antenna svstem.

TABLE 13-16' Size and Mass of Typical Spacecraft Antennas. Antennas with shaoed or
multiple beams include the mass of complex feed systems. Lower gain values
are at edge of coverage.

13.s

state transmitter has lower mass
traveling wave tube amplifier. lr
power outputs up to 5 or 10 W,
outputs up to 80 W are achievab
traveling wave tube amplifier, mo
improved solid-state amplifiers
available during the next 10 years

Fig. 13-15. Satell i te Transmitter Pr
from aclual flioht hardwa

Table 13-17 lists the payload t
Table 13-13 and the payload chi
These parameters also enter into tl
Chap. 10.

1.3.

This section discusses several
tectures.

13.5.1 Multiple Access: Sharin
Some missions may require m

relay satellites have a number of s

=

!
q

o

o
I

o
G
E

The mass of a satellite antenna, including feed, depends largely on its size and the
materials used in its construction. These factors are irturn a function of the frequency
and beamwidth or gain. Table l3-16 lists some examples of satellite antenna *"igttti,
showing that the more complex shaped-beam antennas have relatively high mass
because of their complex feed networks. Multiple and scanning beam antennas have
comparable masses.

. The power efficiency and mass of a satellite transmitter are often key factors in
sizing a satellite. Figure l3-15 shows how the transmitter input power and mass varies
with output RF power, based on actual satellite equipment.h" .on see that the solid-

Type
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(GHz)
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width
(des)
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(ks) Satellite
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Quad Helix
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'-u
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state transmitter has lower mass but requires more input power compared to the
traveling wave tube amplifier. In general, solid-state transmitters are preferred for
power outputs up to 5 or l0 W, except at frequencies below 2 GHz, where power
outputs up to 80 W are achievable. Solid-state amplifiers are more reliable than the
traveling wave tube amplifier, mostly because they require lower voltages. We expect
improved solid-state amplifiers with higher powers and frequencies will become
available during the next 10 years.

RF Power Output (W)

Fig. 13-15. Satellite Transmitter Power and Mass vs RF Power Output. The curves derive
from actual flight hardware. The data is relatively independent of output frequency.

Table 13-17 lists the payload parameters for FireSat, based on the link budgets in
Table 13-13 and the payload characteristics found in Table 13-16 and Fig. 13-15.
These parameters also enter into the total satellite power and mass budget discussed in
Chap. 10.

13.5 Special Topics

This section discusses several special topics in selecting communications archi-
tectures.

13.5.1 Multiple Access: Sharing Communication Links
Some missions may require more than one uplink or downlink, especially where

relay satellites have a number ofsatellites and ground stations interconnected in a sin-

to A, B, and C, a multibeam
multiplexing, will support

compared to a single, lower gain,

Antennas. Antennas with shaoed or
feed systems. Lower gain values

l'argely on its size and the
turn a firnction ofthe freouencv
les of satellite antenna weights,

have relatively high mass
scanning beam antennas have

smitter are often key factors in
tter input power and mass varies

We can see that the solid-

lntelsat-V
FLTSATCOM
GOES I, J, K

lntelsat-V
Intelsat-V
Intelsat-V
lntelsat-V

SUPERBIRD

0.4x0.4x0.47

0.7 dia
0.3 dia, 0.651,,

2.44 dia 
'

1.56 dia
1 .1  d ia
1.7 dia



576 Communications Architecture

TABLE 13-17. Communication Payload Parameters for FireSat. Parameters apply to both
uplink and downlink.

Parameter
FireSat

Up and Downlink
Frequency (GHz)
Transmitter Output Power (W)
Number Beams and Transmitters
Antenna Beamwidth (deg)
Antenna Diameter (m)
Antenna Mass (k9)
Transmitter Mass (kg)
Transmitter lnput Power (W)

2.012.2
20
1

140
0 .1
1 .2
2.5
70

13.5

Fig. 13-16. Multiple Access Tecl
Transmission Channe

(Fig. 13-17D). The PN code moc
user signal "despread." At the sar
at the output of the mixer as PN-
the PN-code rate. Therefore, onl
through the narrow-band output I

gle network. In such situations, it is cost effective to provide a means of sharing a lim-
ited amount of satellite link capacity between users.

Figure 13-16 shows three basic techniques for sharing link capacity. Frequency
ditls1on multiple access (FDMA) assigns a singre carrier frequency for each input sig-
nal. Bandpass filters at the receiver separate the individual taniers from each other.
Most communications satellite systems use this technique with a repeater transponder
operating in a linear (back-off) mode. The ground station is less expLnsive because the
transmitter peak power is lower than the TDMA ground station described below.

Time divisiott multiple access (TDMA) assigns a single time slot in each time frame
to a single input channel. A digitized input signal is sampled and stored in buffer mem-
ory. These samples are then transmitted as short bursts within the assigned time slots.
The bit rate during the burst is high, therefore requiring a high peak traismitter power.
At the receiver the s,amples are sorted and stored, and ttren reaA'out at the originil rate.
These samples are then converted to an analog signal and smoothed to obtain-a replica
of the original input signal. some sysrems, including Intelsat and DSCS-I[, use this
method for some of their users.

If the satellite uses a multiple-beam antenna, a switching matrix on the satellite may
be used with TDMA to route each time slot burst to the desired downlink antenna
beam. The NASA ACTS [Naderi and Kelly, 1988] uses rhis technique, known as sar-
ellite switched-TDMA (ss-TDMA).In some applications, the uplink uses rhe FDMA
technique, and the downlink uses rhe TDMA [McElroy, lggg]. This method requires
onboard processing (demodulation and remodulation) of the signal in the satelliie, as
discussed below.

+ jhird technique, code__divisiott multiple accesr ()DMA), consists of phase-
modulating (BPSK or QPSK) a carrier with data, and rhen biphase-modulating the
carrierwith a pseud'orandom noise (pN) code. (See Fig. 13-17.) The data rate is much
lower than the PN code, or chip rate. Thus there are many code bits (or chips) per data
bit' The receiver has a code generator which replicates the PN code of the desired
signal on a carrier with frequency equal to the received carrier plus or minus an inter-
mediate frequency (IF).

The PN codes are designed to have low cross-correlation properties (shown in
Fig. 13-178) so that two or more signals can be transmitted simulianlously at the same
frequency with little mutual interference. Thus the received signals arl essentially
uncorrelated with the locally generated PN code and appear as rioise to the receivei,
except when identical received and-locally-generated Codes *" aligned, or synchro_
nized, in time. when this happens, the outpui of the mixer is a canie"r containing only
the narrow-band data modulation, which passes through the IF bandpass ritter (nen;

Frequency
Division
Multiple
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(FDMA)

Time
Division
Multiple
Access
(rDMA)

Code
Division
Multiple
Access
(cDMA)
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Fig. 13-16. Multiple Access Techniques Allow Different Users to Share the Same
Transmission Channel.

(Fig. 13-17D). The PN code modulation is completely removed, leaving the desired
user signal "despread." At *re same time, the signals from the undesired users appear
at the output of the mixer as PN-coded signals with a spectrum width roughly twice
the PN:code rate. Thersfore, only a small portion of the undesired signal will pass
through the narrow-band output BPF.

Technique Time Frequency Advantages Disadvantages

Frequency
Division
Multiple
Access
(FDMA)

Continuous
camer
transmission.
Peak and
average power
equal.
No complex
timing.
Modulation
rales
comparable to
user data rates.
Inexpensive
nrnr rnd

stations.

Multiple users
cannot share
singletransmitter
without mutual
interference or
low power
efficiency.
Requires
complex filter
banks to
separate
cnannels.
Difticult filtering
to separate large
power users
from adjacent
users.
May require
power control.

Time
Division
Multiple
Access
(TDMA)

. Multiple users
can snare
single
transmitters
with high
efliciency.

. Simple timing
logic easily
separates large
numbers ot
individual
users.

. Compatible
with beam-
hopped satellite
antenna.

. Can handle
rarge power
variations
Detween users.

Pulsed carrier
transmission
makes peak
power grearer
than average.
Requires precise
time
synchronization.
Modulation burst
rates high
compared to
user data rates.
Requires
memory buifers.

Code
Division
Multiple
Access
(cDMA)

. Relatively
immune to
transmitter
distortion,
multipath and
interference.

. Inherent
pnvacy.

. Limited lo low
data rates
relalive to
transmission
boundaries.

. Limited number
of users due
to mutual
inlerference.

. Limited variation
In power
differences
between users.

. Needs
precise time
synchronization.
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Fig. 13-17. Direct-Sequence Spread-Spectrum Technique Used in CDMA
numbers in C and D above reler to the block diagram in A.

System.

13.s
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As shown in Fig. 73-178, the power density of the PN-coded signal at center

of the desired signal aft#;;;'J#sl';.ffiffi#i""rn, ilT;;i'il ;:;;;#:
Thus the power density of the desired signal is increased, relative to the power density
of an unspread interfering signal, by the ratio R. /R. This ratio is commonly referred
to as the coding gain of the spread-spectrum system.

Note that in order to receive the desired signal, the locally generated code must be
identical to the desired signal's code, and the two codes must be synchronized. We
may accomplish this synchronization by scanning the locally generated code in time
until synchronization takes place. To reduce the time to synchronize, a short code may
be used for acquisition, such as the C/A signal in GPS.

The number of sirnultaneous users which the CDMA system can handle is limited
by the noise generated by the undesired user signals. Suppose all CDMA user code
rates and data rates are the same, and their carrier powers at the receiver input are
equal. How many users can the system support? Eq. (13-28) estimates the maximum
number of users, M, that the system can accommodate before the received energy-per-
bit, Eb/No, drops below threshold.

M=r+R^ (  
1  -  1  

)
" [ (E6lN,)R ClNo )

(r3-28)

wherc CAI, is the received carrier-to-noise-density ratio from one user @q. 13-15a),
R" is the PN-code chip rate, R is the data mte, and R" is much greater than R. Note that
in Eq. (13-28) C/I,lo and E6/1,{o arc power ratios, not dB.

An example of a CDMA system is the GPS navigation message on the C/A signal.
Each satellite transmits a PN code with a different time phase. Rc = 1.023 Mbps,
R = 50 bps, E6/l"lo= 10 dB = 10, and CNo = 38.6 dB-Hz =7,244 Hz. Substituting into
Eq. (13-28), we obtain M = 1,906 channels. This, of course, is much greater than the
actual number of channels required for GPS (less than 28).

Remember that M is the number of equal-power users. Suppose one user is received
with power 10 times greater than the other M-I users. If this is an undesired user, it
will generate interference equivalent to 10 undesired equal-powered users, thus reduc-
ing M by 9. For this reason an effrcient CDMA system often requires some automatic
means of controlling the transmitter power of each user.

The CDMA system is generally less bandwidth-efficient than FDMA or TDMA.
On the other hand, the CDMA system is less susceptible to interference, including
multipath caused by reflections from buildings or other objects. This makes CDMA of
special in[erest to satellite communication systems with mobile terminals. For more
information on multiple access techniques, see Morgan and Gordon [1989], Chap. 4.

Code division multiple access, CDMA, is used by the Globalstar cellular telephone
satellite system in order to preserve spectrum. Each signal is 1.23 MHz wide, corre-
sponding to the Cellular Telephone Industries Association Standard IS-95 for tenes-
trial cellular telephones. Up to 128 different signals can be "stacked" on the same
frequency channel by virnre ofbeing biphase modulated by different pseudorandom
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nolse codes, or Walsh codes, as dlscussecl above. Ihe recelver recovers the slgnal by
applying the same code to the incoming signal, demodulating it. If you divided this
band by 64 klfz, the bandwidth of a typical digital telephone signal, you get only 19
signals in the same bandwidth. ln practice, the number of signals on a given channel
is limited to 30 to 50 because of satellite transmit power limitations.
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13.5.2 Payloads with Onboard Processing

As discussed previously, communication relay satellites usually employ a repeater
transponder (also called a non-regenerative repeater or "bent pipe,,), whichreceives
the uplink signals from all of the user transmitters operating in the assigned uplink
frequency band, shifts the frequency to the downlink bind, amplifies, and retransmits.
This transponder is reliable and simple to use. But this techniqde has several disadvan-
tages when more than one signal is received at the same time. First, the transponder's
transmitter must operate as a_linear amplifier to reduce mutual interference caused by
intermodulation distortion. we must back off the input signals about 3 to 6 dB from
maximum, thus reducing the transmitter's power output to roughly one-half to one-
fourth of the maximum saturated power. We do so by iontrolllng thl transponder gain
in the satellite (either automatically or by ground command), or uy regulating each
ground station's transmitter power. Second, the strongest uplink signai will tind to
capture the satellite transmitter power, thus suppressing the wealier signals. This
makes the transponder particularly vulnerable to uplink jamming.

An alternative to the repeater transponder is the onboard, processing transpon,ler
or regenerative transponder. This transponder demodulates the received signal on
board the satellite, and then routes the signal to the appropriate downlink modula-
tor/transmitter and antenna beam (see Fig. l3-18). An eiample of this architecture is
the Fleetsat Experimentalfackagg developed for the Air Force by Lincoln Laboratory
[McElroy, 1988]. The FDMA technique is selected for the uplink ro allow use of low-
power, ground-station transmitters as discussed above. ttr" pnvR signals are
demodulated by the satellite transponder, and the messages are reformatted into a
single downlirtk TDMA data stream. TDMA is selected over FDMA for the downlink
to allow the satellite transmitter to operate at saturation for high power efficiency.
while more complex, the processing transponder overcomes thetisaavantages of the
repeater transponder.
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Fig. 13-18. Two Payloads Commonly Used in Communication-Satellite Architectures. The
despread/spreading capability is used in military satellites to counter the effects otjamming.

A large number of 20/30 GHz synchronous (except for Teledesic) satellites were
proposed to the FCC in August 1995. None has been licensed yet. They are listed in
Table l3-18. Most of these satellites plan to use advanced onboard signal processing
transponders. This allows onboard rerouting of the data, and improvem--ent of the over_
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all link performance because the noise of the uplink is not carried over to the downiink.
Many of these proposals promised digital data transmission of the order of 10-10 bit
errorrate with E/f{os on each link of the order of 5 dB. They used coding scheme such
as those discussed in Table 13-11 and the accompanying text in Sec. 13.3.3.

TABLE 13-18. 20/30 GHz FCC Proposals for Commercial Data Relay Satellites (lnternet,
Telephone Trunking).

13.5.3 Antijam Techniques

Because the satellite is usually in view of a large segment of Earth, RF interference
from Earth-based transmitters, either unintentional or deliberate, may occur. The
frequency allocation procedures discussed previously minimize unintentional inter-
ference. Intentional interference, or jamming, is of particular concern in military
applications. Jamming consists of transmitting a large modulated carrier to the receive
terminal at approximately the same frequency, overwhelming the desired signal and
thus disabling the link.

We can reduce the effects of jamming by using spread-spectrum modulation
techniques [Dixon, 1984] to spread the fransmitted signal in a pseudorandom manner
over a bandwidth much larger than the data rate. The receiver takes advantage of the
fact that he knows the code used to modulate the transmission while the jammer does
not. A replica of the pseudorandom waveforur is generated at the receiver and corre-
lated with the received signal to extract the data modulation. Using this method, we
can reduce the received jamming power relative to the desired signal by the ratio of
the spread-spectrum bandwidth to the unspread signal bandwidth. For example, by
hopping a BPSK-modulated signal of 100 bps over I MHz, the jamming power, on the
average, is reduced by a factor of approximately 10,000, or 40 dB.

In a communication relay satellite, onboard processing is highly desirable to
despread the received signal before retransmitting it on the downlink. Otherwise the
uplink jamming signal will capture most of the satellite transmitter's power, leaving
little for the signal. Another technique for countering uplink jamming, employed by
the DSCS-[I" is to generate a null in the antenna beam pointed toward the jamming
source. This technique can lower the jamming power by 20 to 40 dB relative to the
power of the received signal.

The satellite crosslink may also be jammed. The satellite can rejectjammers located
on Earth by using narrow antenna beams pointed away from the Earth. Operating at
60 GHz takes advantage of the oxygen absorption band, thus shielding the satellite
from the Earth. Crosslinks may also use spread-spectrum and antenna-nulling
techniaues.
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Satellite Name Owner Satellite Name Owner
Norsat Nonvegian companies GE Americom General Electric

Spaceway Hughes Motorola Motorola

Teledesic Teledesic KaStar
Cyberstar Space Systems/Loral Pan Am Sal Pan Am Sat/Hughes

AT&T AT&T Net Sat 28 Net Sat

Lockheed Martin Lockheed Martin Morning Star
Echostar Cellular Vision

Note.'A total ol 55 proposals have been liled with the Intemational Telecommunications Union (lTU).
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13.5.4 Security

A characteristic of space-ground communication is the ease with which the link can
be intercepted by an unauthorized user, who may receive the data for his own use, or,
even worse, take control of the sate,llite by transmitting commands to it. Data encryp_
tlon techniques help us avoid these problems by denying access to the data and the
satellite comrnand channel unless the user has the correct encryption key. Recent
developments have led to complete encryption and decryption devGs being placed on
single VLSI chips, thus adding little to satellite mass. The main issues u." Jiitriboting
the key and synchronizing time. To make sure a link remains secure over the life of
the satellite, the encryption key must change at regular intervals, because others will
monitor and eventually uncover it.

The receiver decryption device must be accurately synchronized with the transmit-
ter encryption device to recover the original data. with some systems, both the satellite
and ground station may need a very accurate atomic clock, especially if the data rate
is high and one must acquire the signal within seconds. For command linkr to station-
ary satellites, the data rate is low and the acquisition time can be long. For this
application, crystal oscillators are accurate enough. An alternative to atomic clocks is
a GPS receiver, which automatically synchronizes itself to the GPS time standard.

13.5.5 Diversity Techniques

Diversity techniques consist of transmitting or receiving the same signal more than
once to increase the probability ofreceiving the signal correctly. For eximple, a satel-
lite may transmit a signal simultaneously to two ground siations. If the distance
be-tween these ground stations is greater than about 5 km, the probability of high rain-
fall attenuaticn existing at both locations at the same time is small. This technique is
called spatial diversity and is an effective way to increase the availability of a satellite-
ground station link operating at frequencies above 2O GHz, where rain attenuation can
be large [Ippoliro, 1986].

,. -A second example of diversity is to transmit the same signal two or more times at
different frequencies or time intervals. For example, multipith fading may be caused
by reflections of the signal from parts of the airciaft structure in a sa'tellite-to-aircraft
link. The multiple reflected signals will interfere with the main signal, causing the
amplitude of the received signal to vary with frequency and time as th1 aircraft moues.
Use offrequency or time diversity will increase the piobability thaf the message will
be received correctly in at least one frequency or timelnterval. tn mititary applicitions,
frequency hopping over one data symbol provides frequency diversity protection
against partial band jamming. Forward error correction-coding followld by inter-
le,aving (e.g., scrambling the order in which the bits are transmit-ted) provideJ a form
of time diversity protection against a pulse jammer. Time interleaving improves the
decoding performance by randomizing a burst of errors caused by puls.-e jamming.

_ A. third example of diversity is a technique used by Globalsrar, "iatellite diversity."
In this case a ground station talks to a Uf wittr circuils through two separate satelliies.
This is not to avoid rain outages as discussed above, but iather outug", caused by
blo.ckage from buildings or trees for mobile UTs. If the path to one sate-ilite is tempo_ -
rarily intemrpted, the power is increased on the otherlink to maintain the contict.
Also, when one satellite is "setting," this technique maintains the conversation through
the "other" satellite while a new "rising" satellite can begin to carry a circuit. In this
way, handover between satellites is transparent. This ii accomplished by using a
MKE receiver. A RAKE receiver has the property of having several paraliel digital
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t o 6  f i 7

Data Hate (bPs)

Fig. 13-20. A Comparison of Crosslink Package Weights. At data rates greater than about
100 Mbps, an optical system provides the l ightest package [Chan, 1988].

between 4 to 14 dB. These losses are overcome by using low data rates of l0 to 100
bps, advanced coding techniques, and high-gain, nurro*-beam optics.

Commercial satellites for both 2 GHz mobile satellite s"rvi"" and 3g/49 GHz
trunking service have proposed use ofoptical intersatellite links between satellites for
efficient data transmission. They promise the advantages cited above in Figs. 13-19
and 13-20. A listing of these proposals is in Table l3-19.

TABLE' t3 -19 .  Communica t ionsSa

System
Name Orbit

No.
Satellit,

GS.4O LEO 80

GE'Star Plus GEO

Lockheed-Martin GEO I

VStream U E U 1 2

Aster Systems GEO zc

Macrocell LEO 96

ICO Services MEO I U

Horizons GEO 4

Boeing Aero Nav MEO 1 6

Ellipso 2c Elliptical

Celsat MSS HPCS GEO

PCSAT GEO

Globalstar GS-2 LEO 64

GEO 4

Teledesic LEO 288

Orbcomm Little LEO

Starsys Litile LEO 24

Chan, V.W.S. 1988. "Intersatellite
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Chapell, Paul M. 1987. "lrBplemer
Snpport. I' In C onferenc e Re c o r c

Crane, Robert K. 1980. "Prediction
nications. Com-28(9): l7 lj -I7'.

Deng, Robert H., and Daniel J. C
Systems Using Bandwidrh Effi
Theory.37(5): 420427 .

Dixon, Robert C. 1984. Spread 51
Wiley & Sons,Inc.

Gerson, ka A., and Mark A. Jasiu
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ence.678-683.

TABLE 13-19. Communications Satel l i te Systems.

System
Name Orbit

No,
Satellites

N O .
Antenna
Beams

Frequency
(GHz) Function

Star Lynx atrn

MEO

4

20

204 38/49 Wideband data relay

Wideband data relay

Expressway utru 1 4 204 38149 Wideband data relay

SpaceCast U E U o 204 38t45 Wideband data relay

Orblink MEO 7 't00
38/49 Wideband data relay

CAI Sateltite 1 5 38/49 Wideband data relay

Teledesic V-band
Supplementary

LEV o4 38/49 Wideband data to the
home/office

Celeski LEO 72

o

64 38/49 Wideband data relay

Pentriad Molniya 9 38/49 Wideband data to home/oflice

LEO-1 LEO 48 28 38/49 Wideband data relay

Cyberpath GEO 4 38/4S Wideband data relay
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Mission Operations

John B. Carraway, Gael F. Squibb, Jet Propulsion Laboratory
Wiley J. Larson, United States Air Force Academy

14.1 Developing a Mission Operations Plari
14.2 Overview of Space Mission Operations Functions
14.3 Estimating the Size and Cost of Mission Operations

_ 74.4 Automating Spacecraft and Ground Operations
Functions

Mission operations is the collection of activities performed by operations teams
during the flight phase of the mission, together with the operations design activities
they perform pre-launch, including development of a mission operations concept,
policies, data flows, training plans, staffrng pl.ans, and cost estirnates. Tbe mission
operations systern is the integrated system ofpeople, procedures, hardware, and soft-
ware that must cooperate to accomplish these tasks. NASA, the DoD, industry, and
other organizations have different requiremeirts for mission operations and each orga-
nization has developed it's own philosophy and style for carrying out the mission.

Mission operations focuses on the period after launch, but substantial work must be
done during all phases of mission design and development to prepare for operations.
Failing to take operations into account in preliminary mission design will significantly
increase both the cost and risk of the mission.

We must distinguish between the mission concept-how we conduct the overall
mission and how the elements of the mission fit together (Chap. 1)-and the mission
operations concept-how we do operations to carry out the mission objectives. In this
chapter we define 13 key functions perfosmed by mission operations (see Fig. i4-1)
and discuss how they combine to meet the mission operations concept. Hardware, soft-
ware, people and procedures operate together to complete these 13 functions. We must
carefully trade automation against ground crew operations----on the ground and in
space. Automating some of these functions can lead to lower operations costs and, in
most cases, lower life-cycle costs. Organizations may group or name these functions
differently, but we believe our list captures the tasks essential to mission operations.

The operations director must fust dehne and negotiate the requirements on opera-
tions; then try to influence them to reduce cost and complexity. With requirements and
constraints in place, the director must decide which functions to do, as well as their
scope and how they can be done. Depending on the size and complexity of the mission,
a director may even have to add functions to the list- In addition, the director must
address organizational, hardware, and software interfaces between the functions.
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Flg- 14-1. The 13 Functions of Mission operations system and How they Interact. Func_
tions in the shaded area share data within the mission database. We briefly discuss

. them in sec. 14.2. Functions 4, g, and g are part of a broader category caled data
services.

l. Mission planning--{eciding what to do and when
2. Ac.tivity planning and development-creating operational scenarios and devel-

oping command loads

3. Mission control-managing daily activities

4. Data transport and delivery
data flow
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4. Data transport and delivery-establishing communication links and managing
data flow

5. Navigation and orbit control--4etermining where the spacecraft is and plan-
ning maneuvers

6. Spacecraft operations-managing the spacecraft bus

7. Payload operations-managing the spacecraft's payload

8. Data processing-managing the data flow on the spacecraft and on the ground

9. Archiving and rnaintaining the mission database-managing all data generated
by the mission

The order from upper left (mission planning) clockwise to lower left reflects the usual
order in processing: analyzing uplinks, analyzing downlinks,'and then planning new
uplink activities. The other four functions provide sulpport for all aspects of mission
operations:

10. Systems engineering, integration, and test-maintaining the mission operations
concept

11. Computers and cornmunications support-planning for and mahtaining the
infrastructure

12. Developing and maintaining software-spread tbroughout all functions

13. Managing mission operations-maintaining the big-picture perspective, man-
aging interfaces, and budget

A big question is, r'How many people must we have to do mission operations?" The
obvious answer is, "It depends." It depends on the organization's operational require-
ments and constraints, as well as the number and complexiry of functions, complexity
of the mission design, complexity of flight and ground systems, and how much risk the
operations organization will take.
. The number of operations people required can vary signifrcantly between military,
commercial, and scientific spacecraft and can vary significantly between individual
missions within each category. The cost difference between a 5 person operations team
and a 50 person operations team is 6 to 7 million dollars per year. This chapter will try
and identify how'differences in payload and spacecraft design, space environment,
ground systems, the ops organization design, and risk policies can influence opera-
uons.costs.

Section 14.1 describes a process for operations design and development. We
emphasize the importance of defining an early operations concept to clarify require-
ments on the operations system. Armed with these requirements, we can meet goals
for operations costs by negotiating with the other space mission elements to reduce
their operational complexity, thus keeping costs acceptable across the full mission life
cycle. Once we've iterated through the process, gotten costs within guidelines, and
developed a workable mission operations concept and design, we can more effectively
deal with the cost drivers for mission operations.

Section 14.2 defiries mission operations in terms of 13 functions that are common
across a wide variefy of mission types and operations team sizes. Analyzing each
function helps us understand recent trends in trying to reduce costs and in automation.
Section 14.3 then discusses what determines the size and cost of space mission
operations.
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We're now converting functions that people have done into ones that hardware and

reduction strategy has been summarized by Boden and Larson [1995] and Marshall,
Landshof, and van der Ha t19961.

14.1 Developing a Mission Operations plan

Step 1. Identify the Mission Concept, Supporting Architectur,e, and
Key Performance Requirements

.we begin developing the MoP by examining the mission concept and supporting
architecture' By obtaining the information listed below, we can aescribe the mission
in language that users and operators understand.. Sometimes information isn't avail-

14.1 Developir

TABLE 14-1. Devetoping a Missic
Larson [1 995]. See te

Step

1. ldenti fy the mission concept,
supporting architecture, and
performance requirements
(Chap.1)

2. Determine scope of functions
needed for mission operations
(Sec.  14 .2)

3. ldentify ways to accomplish
functions and whether
capability exisls or must be
developed (Sec. 14.2)

4. Do irades for items identified
in the previous st;p.

5. Develop operational scenanos
and f l ight techniques

6. Develop timelines for each
scenano

7. Determine resources needed
for each step of each scenario

B. Develop data-flow diagrams
( S e c  2 . 1 . 1 )

9 Characterize responsibi l i t ies
of each team

1 0.Assess mission ut i l i ty,
complexity, and operations
cost driver

1 1. ldenti fy derived requiremenrs

1 2. Generate technology
development plan

3. I terate and document
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TABLE 14-1. Devetoping a Mission Operations Plan. Many items are detailed by Boden and
Larson [1 995]. See text for a discussion of each step.

into ones that hardware and
parts of operations functions

place of people doesn't always
14.4 provides some guidelines
in operations technologY and

oDerations for scientific remote
of the continuing pressure
for operations cost reduc-

et al., 1994; van der Ha, 19921
and Whitworth, 1994; Hughes,

19941. Much of this cost
Larson U9951 and Marshall,

Plan

Plan MOP) describes in
of the flight and ground-based
work ofseveral disciplines. Its

but the MOP is more detailed
the flight vehicle (operational

It is generated in phases and

, the mission concept. It is one
operations organization before
organization provides a tested

at the lowest cost. The
P as their main tool to influ-

lts iterative development
and software, both flight and
th assessments of oPerational
operations early in the mission

a useful MOP.

and

concept and supporting
, we can describe the mission

inforrnation isn't avail-
along or isn't specified in the

and document them in the
change or more data becomes

modifying the operations con-
ission operations.

and payload must do
people will use the payload

s for payload-processed data
amount of data to be returned.

Step Key ltems

1. ldentify the mission concept,
supporting architecture, and
performance requirements
(Chap.1)

. Mission scope, obiectives, and payload requirements

. Mission philosophies, strategies, and tactics

. Characteristics of the end-to-end information system

. ldentify performance requirements and constraints

2. Determine scope of functions
needed for mission operations
(Sec. 14.2)

ldentify functions necessary for ditferent mission phase
Functions usually vary for ditferent mission concepts and
architectures. Combine or eliminate if possible

3. ldentify ways to accomplish
functions and whether
capability exists or must be
developed (Sec. 14.2)

. Where functions are accomplished (space or ground)

. Space-based crew capabilities

. Degree of automation on the ground

. Degree of autonomy on spacecraft and for flight crew

. Software reuse (space and ground)

4. Do trades for items identified
in the previous step.

. Try to define operational scenarios before selecting
options. These trades occurwithin the operations element
and include the flight software

5. Develop operational scenarios
and flight techniques

Operations scenaios and flight techniques are step-by-
step activity descriptions. ldentify key issues and drivers

Develop scenarios and llight techniques for functions from
step 2 and options selected in step 4

6. Develoo timelines for each
scenano

. Timelines identify events; their frequency, and which
organization is responsible. They drive the characteristics
for each operations function

7. Determine resources needed
for each step of each scenarlo

. Allocating hardware, software, or people depends on
what, how quickly, and how long functions must be done

8. Develop dataJlow diagrams
(Sec 2 .1 .1 )

. DataJlow diagrams drive the data systems and the
command, control, and communications architecture

9. Characterize responsibilities
of each team

ldentify organizations involved and their structure,
responsibility, interfaces, and size. To be cost-effective,
minimize the number of organizations and interfaces

Develop training plan for ground team and flight crew

10.Assess mission utility,
complexity, and operations
cost driver

. Refine development and operations costs each time you
update the Mission Operations Plan

1 1. ldentity derived requirements . ldentity derived requirements and ensure consistency
with top-level requirements

. ldentity cost and complexity drivers

. Negotiate changes to mission concept and architecture

1 2. Generate technology
development plan

. lf the technology to support mission operations doesn't
exist, generate a plan to develop it

13. lterate and document . lteration may occur at each step
. Document decisions and their reasons
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' Maximize real-time contact and commanding versus onboard autonomy and
data-storage

' Maximize the involvement of educational institutions and teach students kev
aspects ofissues like operations or space physics

. Make sure a central authority approves all commancls

. Limit the image budget to 50,000 images

. Deploy a communications satellite early in the mission

The mission sponsor and the project manager may impose nontechnical con-
straints. Operators usually follow these constraints until the project manager learns
they increase the mission's cost or make operations unacceptable or unsafe. Examples
of program constraints include

. Limit mission cost and cost profiles

. Use a specific tracking network (for example, TDRS)

. Use existing flight hardware

' Use existing ground systems and design the spacecraft to be compatible with
them

. Centralize or distribute operational teams

. Use multi-mission versus project-dedicated teams
' Involve educators and the academic community, including students

We must identify capabilities and characteristics of the end-to-end information
system early on so we clearly understand the mission's information needs. These
requirements at the system level include

. Using information standards
' Locating capabilities and processes (includes both space and ground)
. Characterizing inputs and outputs for the information systems

14.l Developin5
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mission meets specified interfaces and standards. We follow these requirements on the
flight system until they hinder ow ability to meet mission objectives.

This first step is key to the overall success and cost of mission operations. Here we
gain insight about what to do and why. We begin determining performance require-
ments and constraints that will drastically affect the mission's cost and complexity. If
we get the requirements wrong, we get the system wrong.

Step 2. Determine Scope of Functions Needed for Mission Operations

Before deciding how functions must be done, we usually divide the mission into
discrete, workable phases such as launch, early orbit, normal operations, entry,
descent, and landing. These phases usually have distinct goals and objectives, so their
operational requirements are different. The mission concept drives top-level functions,
but abilities of the crew, spacecraft, and payload determine the detailed functions we
must carry out. A completely autonomous payload requires few crew operations,
whereas a spacecraft payload that can't compute or store enough data onboard'may
require more control or automation on the ground. Thus, to determine what we must
do, we have to understand characteristics of the spacecraft bus and payload. Charac-
teristics essential to the mission concept may become clear early in the conceptual
design phase. Or we may develop them as part of the Mission Operations Plan.
Through iterative discussions, the operators and developers define the characteristics
described below.

Users often ask operators to support a wide variety and number of payloads during
a mission. Including payload designers and mission planners while developing the
mission concept leads to timely def,rnition of the payload characteristics. For a
multiple-payload mission, we must understand early how each payload's constraints
interact with the operations of other payloads and the ground system.' 

To understand how a payload operates, we must describe what the payload does
during an operational period by asking

. What are the payload attributes?

. What is the commanding philosophy-buffer use, micro-commands, tables?

. Does the payload use default values? Can ground operators change them?

. Can some commands damage the payload or endanger the spacecraft?

. Do some operations depend on previous commands?

. Does the payload use position commands or incremental commands to control
rotating or stepping mechanisms?

. What command classes does the payload use-real-time, stored, 2-stage?
' . What processing occurs within the instrument?

. How can we describe the payload in terms of
- CPU/memory, closedJoop functions, and predictive commanding vs. event-

driven commanding?
- Instruments the space element must control?
- Mechanical power and thermal attributes?
- Avoidance areas (Sun, Earth, South Atlantic Anomaly, Venus, or Moon)?
- Requirements for controlling the space element?
- Safety constraints?
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' Do the payload apertures drive the space vehicle's pointing control?
. What are the user-specified parameters for operation?
. How do these parameters qonvert into payload commands?
. What is the payload heritage?
' what ground processing and analysis do we need to support its operation?

The example below shows how planning payload operations helps us define the
mission concept. It also shows how operational workarounds support mission success.

An instrument's aperture had a freld of view of ten arc-sec. The spacecraft had pointing
capability of 20 arc-sec. In_this case, the operators could never be suri the object was in thE
instrument's held of view. The solution was to:

. Command the spacecraft to the desired position
' Observe with a different instrument having a wider field of view to see how far the

spacecraft was off the desired position
' Generate attitude commands-to_ move the spacecraft slightly (tweak commands) until

the actual attitude corresponded to the desirid attitude
. Verify the attitude erro.rs were gone
' Select the instrument with the narrow aperture and observe as specifred

. This.single design error c-aused real-time operations, such as decision making and command-
ing, to become nonroutine for this mission-} Uig cost driver. These operatioris required more
ground software, controllers. trained in comrnanding the attitude-control system, and more
people whene.ver.they used the_instrument. The goal of generating a MOp is to identify early
any incompatibilities and cost drivers like this oni-befoie we des*ign and build any hariwarj.

It's a good idea to ask the designer of a payload instrument how to go from an
observer requirement to a set of commands foi the instrument. Somerimes, the answer
is simple, but it could be complex if instruments have been designed for a laboratory
rather than for space operation.

As is true for the payload's capabilities and characteristics, timely definition of the
spacecraft's characteristics depends on including spacecraft designers and mission
planners- in developing the mission concept. people-working on tie concept have to
answer the following types of questions for the overall spaceiraft and its subsystems:

What are the spacecraft's operational attributes?

How are the values of these commands determined?

How many commandable states are required?

Are engineering calibrations required? what are the pulpose, frequency, and
schedule constraints of the calibrations?

How many eirgineering channels need monitoring?

Do these channels provide subsystemJevel information to the operators, or
must operators derive information about subsystems?

Are guide stars used? If so, how are they selected?

How does the pointing-control accuracy compare to instrument requirements?
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. What types of payload, ground and spacecraft system margins exist and which
must be monitored and controlled in real time?

. What expendables need monitoring during flight?

. Does the spacecraft subsystem use any onboard, closedJoop functions?

. What are the attributes of the spacecraft's data system?

. What processing must we do on the ground to support spacecraft operations?

. What is the heritage for each of the spacecraft's subsystems?

Consider an example of how a simple design decision affects operations:

The Galileo spacecraft was designed to take heat from the rddio-
isotopic thermoelectric generators and use it to warm the propulsion
system. This design saved weight and jnwer, and it cost less to
develop. But the spacecraft's operational characteristics tied together
subsystems for propulsion health and safety, thermal transfer, and
power. Operators had to check each command load to see holy it
changed power states and affected the propulsion subsystem. Engi-
neers from power, thermal, and propulsion had to check each activity,
even if only the payload instrument's states changed. For example,
tuming an instrument on or off caused the heat output of the thermo-
electric generator to change.

This example shows that highly-coupled subsystems can make operating the system
more complex and costly.

We must work with the end-users or customers to determine how, and how often,
they require data from the payload, We also need to identify key operator tasks to
operate the payload successfully. By understanding these data products and required
actions, we can start designing how to operate the payload, as well as to retrieve and
process the data.

We must understand how confident the end-users are about the products. Often,
they don't know what they want until they see how the payload works in flight and
what it observes. ln these cases, we must develop baseline processes before launch and
refine them after launch. For aftached and deployable payloads from manned space-
craft, the payload must be mature enough to ensure no safety risks exist, either within
a payload, or with another payload running simultaneously. We must develop early the
procedures for payloads that we can maintain in flight, so we can use them during
stand-alone and integrated crew training.

We also need to define the product's relationship to the payload data by answering
the following questions:

. Is the product based on the payload's raw data or must we remove the payload
'' instrument's signatures?

. Must the data be calibrated? How? Does it involve processing special calibra-
tion observations? At what rate do we expect the calibration files to change?

. Does the data need to be-converted into geophysical units? How? Where do
the algorithms for this conversion come from? Must the project generate them
and update the mission database. as thev become more refined?
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what are the formats and media of the payload's data products? Is there a
community standard, such as the Flexible Image Transport system format
used on all NASA's astrophysics missions?

what ancillary data must we provide so the end-user can interpret the payload
data-spacecraft position and attitude, ground truth, or crew Commeniary?

Who processes the payload data-project or end user?

How is the processed data archived-through the project or end user? How is
quality of the product controlled?

Wrat, if anything, must the project archive after the flight phase is over? How
long must information be stored?

Planners and payload engineers must consider these issues jointly to understand
operationally what will occur during flight.

step 3. Identify ways to Accomplish Functions and whether capability Exists
or Must Be Developed

place, describe what to do in each place and options for doing it. Table l4-2 shows how
such a table would look.

Step 4. Do Trades for Items Identifred in the previous Step

t4.l
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yload's data products? Is there a
Image Transport System format
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the project or end user? How is

after the flight phase is over? How

these issues jointly !o understand

and Whether Capability Exists

do them are straightforward. For
NASA's Deep Space Network.

describe them. For example, to
Positioning System and auto-
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contains the operations functions
's avionics. Then, identify
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Step

ther oerformance or cost. a small
and decide how to carry them
are very costly, controversial,
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TABLE 14-2. ldentitying Where to Carry Out Functions. Using a table similar to this one helps
us identity options for carrying out mission operations. We assume functions not
included in table are done on the ground. As you evaluate each fgnction, place a
check mark in the table to show where you complete the function.

functional responsibilities to the flight crew, avionics, and operators. The key here is
to-look for approaches that truly minimize life-cycle cost without jeopardizing the
safely and reliability of the nission and,systems.

Step 5. Develop Operational Scenarios and Flight Techniques

Operational scenarios are.key to an operations concept. A scenario is a list,ofsteps,
and we can often describe a mission operations concept with several dozen top-level
scenarios. Typically, we generate three types of scenarios:

' User Scenario-How the user interacts with the system elements and receiyes
data.

' system scenario-How systems and subsystems within an element work
together.

' Element Scenaio-How the elements of the space mission architecture work
together to accomplish the mission

During the early study phases of a mission, users develop a scenario to show how
they want to acquire data and receive products from the payload. For a science mis-
sion, the user would be the principal investigator or science group or, for a facility
spacecraft such as the Hubble Space Telescope, an individuat observer.

_ We create a system scenario after we've developed the operations architecture.
Here, we emphasize the steps within a process needed to conduit the mission. Finally,

MOS Function

Where Accomplished

Spacecraft Avionics Ground

Mission Planning Operator augmented with
automated tools is primary

Activity Planning
and Development

Operator augmented with
automated tools is primary

Mission Control Operator is primary

Data Transport
and Delivery

Many LEO telecommunications
spacecraft implement much of this
function onboard

Software and hardware
provide primary capability

Navigation and Orbit
Control

Software and hardware on spacecraft
is an option

Software and hardware is
pnmary

Spacecraft Operations Short- and long-term planning
by operators, augmented with
automated tools

Payload Operations Short- and long-term planning
by operators, augmented with
automated tools
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during element design, we expand these system scenarios to include more detailed
infonnation and subsystems. Once we have created scenarios for the user, system, and
element, we must integrate them to understand what happens throughout the mis-
sion and make sure we've included all key activities and eliminated overlaps. The
scenarios give us our first look at how our system operates as a unit to produce the
mission data.

The mission concept, Mission operations Plan, and design of the space and ground
elements are closely related. As design proceeds, we should keep cost in mind and
recognize that engineers normally focus on the technical challenge, with costs second-
ary. All participants in the conceptual design not only must keep cost in mind, but
should view it as a design variable. As designs mature for all elements of the space
mission architecture, we must do trade studies to get the most cost-effective mission
design. If the budget is constrained, which it usually is, we must look for ways to
reduce costs by changing the mission concept! missien requirements, and potentially,
the mission's overall objectives.

Step 6. Develop Timelines for Each Scenario

Now we can add times needed to do each set of steps and determine which steps
can run in parallel or have to be serial. This information becomes a source of derived
requirements for the mission operations system's performance.

Many different timeline tools are used. None'is standard, but many are modihed
from commercial, off-the-shelf software. Most missions use the same timeline tools

generate ancillary data or change plans to fit unique needs for payload planning. If
these changes are extensive, a separate planning system may be.the effective solution.

step 7. Determine the Resources Needed for Each step of Each scenario

once we've developed scenarios, we may assign machines or people to do each
step. This choice is obvious for many steps, but people or machines may do others,
depending on performance requirements and available technology. The trend is
toward automation on the ground and autonomy in space. we must be careful to iden-
tify, as specifically as possible, which tasks the flight crew should do.

Having allocated resources (hardware, software, or people), we must assign steps
to hardware and software within data-flow diagrams. For steps assigned to people, we
select an existing organization or develop an operational organization and aisign steps
and f,unctions to teams.
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Step 8. Develop Data-flow Diagrams

System-engineering tools can convert machine steps into data-Jlow diagrams
showing processes, points for data storage, and interrelationships. They also generate
a data dictionary that ensures a unique name for each process or storage point in the
data flow. These computer-aided systems engineering tools then generate information
you can use for development. One of the most effective actions you can take to reduce
overall life-cycle cost is to understand where data originates and the flow it takes
tlroughout your system to the end user or customer and to your archiye. Figtxe2-Zin
Sec. 2.1.1 shows a top-level data-flow diagram for FireSat.

9. Characterize Responsibilities of Each Team

Once we've defined functions and processes, gathered the people-related steps,
formed an organization around them, we can assign teams to the steps and analyze
organization to establish operational interfaces. Generally, the more inputs we get

rom different teams, the more complicated, costly, and slow the operations organiza-
are. The goal of this step is to identify the number of people required to do

ission operations during each mission phase. We'll use this information to estimate
cost of operations. We should be open to approaches and trade-offs that reduce

I life-cvcle cost.

10. Assess Mission Utility, Complexity, and Operations Cost Drivers

To assess mission utility, we follow the overall process defined in Sec. 3.3. To do
early in deSign may require flexible simulations, in which input parameters and sys-

parameters have a range of values. Operational simulations that produce outputs
hich meet mission objectives are candidates for the Mission Operations Plan, As the

matures, assessing mission utility yields confidence in the design or highlights
comings for re-design.

To assess operations complexity and how it drives mission operations cost,-we use
complexity model that shows the relationship between operational parameters and

time equivalent operators. This model requires us to evaluate each of our opera-
activities as low, medium, or high complexity., Then, based on previous mis-
of the same class, the model produces the number of operations personnel.

ing design, this model gives us rules for trade studies to reduce operations costs.
and Larson [1996, Chap. 5] describe this model in detail. See Sec. i4.3 for a

11. Identify Derived Requirements

At this point, we've updated the Mission Operations Plan with new information
iated with the mission operations concept, requirements, existing and,new capa-

ities, scenarios, timelines. and the anticipated life-cycle cost. Now, we can identify
or derived requirements necessary to reduce cost and complexity and enhance the
y and reliability of operations. We should document these derived requirements

the Mission Operations Plan, being careful to identify what is to be done-not
why the requirements are necessary. Then, we should communicate the

ived requirements to the group that develops the mission's conceptual design and
iate them into the requirement baseline.

s99
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Step 12. Generate a Technology Development plan

The technology to support a mission operations concept may not exist or may not
be focused and prototyped appropflately for mission approval. with each iteration of
the Mission operations Plan, we must identify needed or risky technology, so some-
one can develop the technology or create work-arounds.

Step 13. Iterate and Document

The last, and usually most painful, step is to document the results of the iteration
through the Mission operations Plan to develop a baseline from which we can con-
tinue to improve and reduce life-cycle cost. The documentation should include at least
these elements:

. Requirements and mission objectives

. Key constraints---cost, schedule, and technical performance

. Assumed mission and flight nrles

. Scenarios--described in terms of functions

. Timelines for each key scenario

. Ground and flight crew tasks

. Organization and team responsibilities and structure
. . Hardware and software functions

' . Data-flow diagrams
. Payload requirements and derived requirements

Now that we undersrand how to develop a Mission operations plan, we need a
more detailed understanding of what mission operators do, so we can create a better
and more detailed plan.

Overview ofSpa

subteams may form; each dedicat
projects, a single subteam does sev
do only a part of one function.

TABLE 14-3. Functions and Attribut

14.2 Overview of Space Mission Operations Functions

Figure l4-l at the beginning of the chapter shows 13 functions for space mission
operations. Table 14-3 summarizes the associated attributes of these functions. For
small projects, members of a single team may do these tasks. For larger projects,

Function Key Besponsibilities

1. Mission
Planning

Coordinate science,
trajectory, and
engineering plans
Allocate and manage
mrssron consumable:

. Integrate activity plan
requests

. Develop time-
ordered, constraint-
checked activities

4. Data Delivery - See Function (B)

. Design trajectories or
orbits

. Delermine position
and velocity

. Design maneuvers

6. Spacecraft
Operations

. Ensure spacecraft
safety and health

. Calibrate the
spacecraft and
establish engineering
penormance

. Analyze anomalies

. Maintain f l ioht
software 

-

7. Payload
Operations

Ensure payload
safety and health
Calibrate the payload
Do quick-look
payload analysis
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subteams may form; each dedicated to one of the functions in the table. On some
pro.jects, a single subteam does several of the functions, whereas another subteam may
do only a part of one function.
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concept may not exist or may not
approval. With each iteration of

or risky technology, so some-

the results of the iteration
baseline from which we can con-

should include at least

performance

the overall operations
If done and used properly, it can

of space systers. We strongly
electronic form and makine i[

team, so they can keep the
systems, and approaches. The,

greater the leverage for reducing "i

Operations Plan, we need a
do. so we can create a better'

perations Functions

military, scientific, and commer-
with fairlv common tasks and

operational tasks and then show
quirements and hence the stvles

13 functions for space mrssion
of these functions. For

these tasks. For larger projects,

TABLE 14-3. 'Functions and Ailributes for Space Mission Operations.

Function Key Responsibilities lnputs Outputs
Ops Design

Considerations

1. Mission
Planning

Coordinate science,
trajectory, and
engrneenng prans
Allocate and manage
mission consumables

. Planning
requests

. Science
objectives

. Eng. & nav.
constraints

. Mission
performance
metrics

Activity
timelines
Activity
Planning
guidelines
Mission rules

Number and
complexity ot
flight rules?
Consumables,
performance,
and timeline
margins?

2. Activity
Planning &
Development

. Integrate activity plan
requesrsi

. Develoo time-
ordered, constraint-
checked activities

. Flight rutes

. Guidelines from
mission planning

. Activity timelines

. Activity Plan
requesrs

Activity Plan
review products
Spacecraft
command load
Ground activity
schedule

Activity Plan
duration?
Quantity and
quality 6f
constraint
checks?
Activity level:
over vs. unoer-
subscribed?

3. Mission
Control

. Monitor in real-time

. Command in real-
time

. Configure and control
ground data system

. Telemetry alarm
limits

. Real-time
commancl
requesls

. Ground system
availability times

. Pass reports

. Real-time
commands

. Ground systern
schedule

Around the
clock staffing?
Joystick vs.
stored seq. ops?

4. Data Delivery - See Function (8)

5. Navigation &
Orbit Control

Design traiectories or
orbits
Determine position
and velocity
Design maneuvers

Radiometric data
Optical
navigalion data
Ephemerides
Spacecraft
propulsion
performance

. Trajectories or
orbits

. Prop.maneuver
designs

. Antenna
projects

. Tralectory
accuracy reqs?

. Propellant
margin?

. Disturbance
force
complexity?

6. Spacecraft
Aoerations

Ensure soacecraft
safety and health
Calibrate the
spacecraft and
establish engineering
oenormance
Analyze anomalies
Maintain flight
software

Spacecraft
engineering data
Activity Plan
review products
Flight system
testbed data

Spacecraft
constraints
Consumables
status
Activity Plan
requests
ReaFtime
command
requesrs

Fault response
vs. iault
prediclion
l rand inn?

Spacecraft
performance
margins?
Significanl post-
launch software
development?

7. Payload
Operations

. Ensure payload
safety and health

. Calibrate the payload

. Do quick-look
payload analysis

. Payload
engineering data

. Activity Plan
review products

Payload reqs.
and constraints
Activity Plan
requests
Fleal-time
commano
requests

Pavload
complexity?
Payload
interactivity?
Number and
complexity of
outputs?



Function Key Fesponsibilities Inputs Outputs
Ops Design

Considerations

8. Data Serv.
Includes:

(4)Data Delivery;
(8) Data

Processing:
(9)Archiving and

Maintaining
Database

Receive, stage,
transport, process,
display, and archive

Transmit commands
Manage computer,
comm. and database

. Noisy telemetry
data

. Radiometric data

. Ground system
monitor data

. Command files

Detected
telemetry data
Processed
engineering

Processed
payload data
Transmitted
command data

Payload data
volume?
Data products?
Sensitivity to lost
data?
Error free vs.
nonerror free
data?

10. System
Engineering
& lntegration
and Test

Manage external
interfaces
Manage system
performance and
internal inlerfaces
Recover from syslem
Tailures

System technical
requirements and
conslrainls
Optimization
goals
Engineering
cnange requests

Operalions
concept
Interface
agreemenls
l&T plans
Test results

. System
optimization
criteria?

. Peer vs.
hierarchical
system'engineering?

. Test policies?
11 Computer

and Com-
munication
Supporl

. Maintain the
hardware

. Maintain data links

. Anomaly reports

. outage reporls
. Maintenance

and upgrade
prans

Distributed vs.
centralized
PC's vs.
workstations or
mainframes

12. Software De-
velopment &
Maintenance

Maintain the system
Upgrade the system
Train and certify
operarors

New req's
Approved eng.
cnange requests
Continuous
improvement
initiatives

Development
prans
Training plans
New, improved
capabil i t ies

Dedicated dev.
stalling?
Other dev.
resources?
Training
tools/aids?
Operator cert.
pol icies?

13. Management. Manage the overall
mtssron

. Work with sponsors
ano users

Mission reqs. and
constraints
Budgets
Ops concept
Ops component
status reports

. Mission goals

. Project policies

. Allocaled
budgets

. Status reports
ro sponsors

delegate
technical
decisions?

. Approval
pol ic ies
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TABLE 14-3. Functions and Attr ibutes for space Mission operations. (continued)

L4.2 Overview of Spr

mlsslon operatlons.

1. Mission Planning

Resources that mission planners and designers are concemed with include the
trajectory or orbit design, corlsumables over the spacecraft's lifetime, and long-range

facility support. This task can be I
simple trajectories, and reasonablr
for supporting facilities wirh hisl
Mission planning can be very c;r
lines, a complex trajectory, tight t
shared resources. Timelines bicor
ing and payload activities overwh€

of a scan platform. Examples of sh
complicate mission planning inch
wide-band links on TDRSS. Com
metrically, rather than linearlv. as
interactions increase.

Contingency planning is anoth,
add contingency reserves to consul
a few planned, low-activity perio
activities. Some missions demon
p-ayload activities they can drop to
ifeverything goes as planned. The r
plan for are spacecraft or payload
facil ity schedules. Contingency I
include responding quickly to surp,
2. Activity Planning and Develop

commands that may require simula
Mission Control for uplinking.

Three factors influence the diffi,
the -process for integrating requests,
performance models used to simula
which the activity plan is to be actir

Missions with simple activity int
number of users. They use an effii
with requests written by users in tl
resources are under-subscribed, so r
few conflicts between requests. Exi
complicate hbw we integrate the a
memory, limited time to carry out a(
age or downlink bit rate, and limite
that must develop highly constraint
allocating resources and then pushin
teams from Mission Design, Spacec

I
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atively easy for missions with low activity levels,
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Outputs
Ops Design

Considerations for supporting facilities with high availability that we can schedule #iri il;alnl"J.
Mission planning can be very complex for missions that have oversubscribed time-
lines, a complex trajectory, tight budgets for spacecraft consumables, and over-used,
shared resources. Timelines become oversubscribed whenever requests for engineer-
ing and payload activities overwhelm the time for the spacecraft to do them. Examples
of complex trajectory design include planetaly gravitational assists, rendezvous and
docking, formation flying. and planetary landers. Consumables that may.have tight
margins-requiring mission planning to allocate and manage budgets-include power
(battery charge-discharge cycles), propellant, cryogen, total radiation dose, and cycles
of mechanical devices, such as number of thruster firings, valve openings, and slewing
of a scan plarform. Examples of shared resource facilities that may be oveibooked and
complicate mission planning include the Deep Space Network's 70 m antennas and
wide-band links on TDRSS. Complexity and costs for mission planning grow geo-
metrically, rather than linearly, as each factor increases in complexity because their
interactions increase.

Contingency planning is another task assigned to Mission Planning. We usually
add contingency reserves to consumable budgets and design busy timelines to include
a few planned, low-activity periods that are available for unplanned, contingency
activities. Some missions demonstrate cost effectiveness by scheduling "bonus"
payload activities they can drop to respond to contingencies, but which get executed
if everything goes as planned. The most common form of operations contingencies we
plan for are spacecraft or payload anomalies, degraded performance, and changes to
facility schedules. Contingency planning for more adaptive missions sometimes
include responding quickly to surprise opportunities or changing conditions.

2. Activity Planning and Development
This operations function produces the spacecraft's stored sequences discussed

above. Activity planning converts requests for spacecraft and payload actiyities into a
file of timed commands for uplink to the spacecraft. This command file is a sequence
of commands that are integrated, time-ordered, constraint-checked, simulated, validat-

r f)otontad

telemetry data
. Processed

engrneeflng

. Processed
payload data

? Transmiiled
command data

. Payload data
volume?

. Data products?

. Sensitivitytolost
data?

. Error free vs.
nonerror free
data?

ll

d
Operations
concepr
lnterface
agreements
l&T plans
Test results

. System
optimization
criteria?

. Peer vs.
hierarchical
system
engineering?

. Test policies?
. Maintenance

and upgrade
prans

. Distributed vs.
centralized

. PC's vs.
workstations or
mainframes

Development
plans
Training plans
New, improved
capabilities

. Dedicated dev.
staffing?

. Otherdev.
resources?

. Trainino
tools/aiEs?

. Operator cert.
policies?

Mission goals
Proiect policies
Allocated
budgets
Status reports
ro sponsors

Keep or
delegate
technical
decisions?
Approval
policies

:ollecting and organizing require-
nting, bookkeeping, and comparl
system by defining the interfaces
' data products, interface formats,
rcls. A thorough understanding of
rating costs, and managing space

. It defines how to use resources
ing produces rough activity time-
: and resources to complete major
rd activity planning can be as gen-
pecific as a detailed timeline of
ands.
a.re concemed with include the
)ecraft's lifetime, and long-range

ed, reviewed, approved, and defect-free. Activity planning often generates real-time
commands that may require simulation or constraint checking before passing them to
Mission Control for uplinking.

Three factors influence the diffrculty and cost of activity planning: complexity of
the process for integrating requests, required accuracy of the constraint checking and
performance models used to simulate and validate the activity plans, and duration for
which the activity plan is to be active.

Missions with simple activity inputs and integration processes usually have a small
number of users. They use an efficient format for activity requests, often electronic,
with requests written by users in the command language. In addition, their mission
resources are under-subscribed, so most requests can be scheduled and executed with
few conflicts between requests. Examples of constrained mission resources that can
complicate how we integrate the activity plan include limited onboard sequencing
memory, limited time to carry out activities, limited power, limited onboard data stor-
age or downlink bit rate, and limited tracking resources or downlink time. Missions
that must develop highly constrained activity plans sometimes reduce costs by pre-
allocating resources and then pushing conflict-resolution tasks back on the requesting
teams fforn Mission Design, Spacecraft Engineering, Payload, or Operations.
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drive activity planning. For
maneuver to move a sensor's
timed commands. This plan

and settling times. Models for
]com can all require frequent
doing flight tests, as well as

parameters and t}len compar-
update the models. This process
rctivity planning but also in data
margins can use lower fidelity
planetary fl yby, spend hundreds
plan for closest approach. They

so they're willing to invest

factor thut c* significantly
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rely on the ability to pre-plan.
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activities and load the spacecraft with a timed command sequence that has a high
probability of executing successfully with minimum ground interaction. What this
stored-sequence style saves in real-time mission control, it usually more than pays for
through increased costs for design and simulation tools. Missions often use it if they
have long two-way light times, long periods without tracking or ground contact, and
at least a modest investment in software for onboard autonomy. This software allows
the spacecraft to react to unplanned events. Missions using stored sequences can't
tolerate errors in critical events such as a planetary flyby or injection maneuver. Thus
they rclt on elaborate planning, simulation, and review to produce and store
zero-defect plans. Software now handles most reflexive actions, such as r-nonitoring
and responding to faults in real time.

4. Data Delivery (see Data Seryices in Function 8)

5. Navigation and Orbit Control
This operations function delivers the flight system to the target or mailtains an

operational orbit. It designs trajectories to meet various requirements and constrai-nts.
Efhcient designs for trajectories or orbits can save alot inlaunch-vehicle costs and the
spacecraft's required propellant mass. As described in detail in Chapter 7, techniques
such as planetary gravity assists, aerobraking, and electric propulsion are some of the
methods navigation uses to achieve efficiency goals.

As discussed in Section 11.7, navigation deteimines the flight system's location
and velocity by using several types of data. Radiometric data collected during telem-
etry and command passes may include one- and two-way Doppler, as well as ranging
codes. Some planetary spacecraft with imaging instruments use images of planets or
asteroids and the star field background to give very precise spacecraft location data.
Some Earth-orbiting spacecraft use onboard GPS receivers,to locate the spaceciaft.
Navigation analyzes this position data to determine najectory or orbit corrections
needed to meet mission requirements. They also fumish position data to teams in Pay-
load Operations who use it to interpret or calibrate instrument measurements. They
also send trajectory and orbit data to Data Services, so these teams know when to
schedule antenna tracks and where to point them.

Once the actual trajectory has been determined, orbit control function defines pro-
pulsive maneuyers needed for correction. Orbit control and Spacecraft Operations
work together closely on this process, particularly the attitude-control and propulsion
analysts. Desired changes to the spacecraft's velocity vector get converted to turns and
propulsion burn times and then into-spacecraft commands. Designing and analyzing a
trajectory correction maneuver can get complicated. We may need to model the thrust-
ers' performance, analyze gravitational effects and disnrrbance forces, and complete
nominal and'"clean-up" maneuver desiglrs.

6. Spacecraft Operations
This spacecraft engineering function oversees the spacecraft's health and safery in

flight and calibrates and maintains equipment to keep the spacecraft's performance
within specifications. Engineers define detailed operational configurations and states
necessary to support payload activities, such as modes for pointing, power, and data
service. They also maintain flight software and analyze spacecraft'failures.

Spacecraft Operations provides Missibn Planning with requirements for calibrating
and maintaining equipment to be integrated into mission activity plans. They also pro-
vide mission planners actnal resource consumption data together with performance
models to help them plan and manage mission resources.
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Mission Operations Center. This approach works best when individual payload instru-
ments and sensors don't interact and when instruments don't contend much for
spacecraft resources, such as power, pointing, data storage, and downlink bandwidth.

Payload operations use different data types. Operators'monitor the payload
engineering data to check the status of its health and safety. Often, Mission Control
handles this task. Operators analyze data from the payload to verify that it is producing
results in ranges of expected values. This is known as quick-Iook analysis. It doesn't
replace the interpretation that becomes part of longer-temr scientific discovery. Quick-
look analysis happens quickly, so operators can discover and correct anomalies for
instruments, sensors, and sequencing before they have collected, calibrated, and
archived a lot of data. Quick-look analysis often requires concuffent recovery and
analysis of a payload's ancillary data (such as where the spacecraft was located---orbit
data), which direction it was pointed (attitude or scan-plaform data),-engineering
states of instruments (gain senings or filter selections), and sometimes relevant envi-
ronmental measurements (radiation field and temperature).

Complexity of instruments and investigations directly influence the size of the
Payload Operations task. Instruments cost more to operate if they have many control
states, are sensitive to interactions with other instruments or the background environ-
ment, must manage their own consumables (batteries or cryogen), and face many
operational constraints (such as avoiding the Sun or Earth, wann up, cool down, radi-
ator field of view). Investigations with complex targets, payload tasks (such as ground'
rovers or space weapons) and activity timelines cost more to operate. Some missions
are designed to use correlative data from otler sources (such as multiple spacecraft) or
multiple sensors (such as measurements from ocean buoys). These missions may need
more effort to plan operations and analyze data.

8. Data Services (Includes: (4) Data Delivery, (8) Payload Data Processing and
(9) Archiving and Maintaining the Mission Database)

This function does various Data Service tasks including tracking and acquiring
data, transmitting commands, transporting data, handling local computer and commu-
nication services, processing and displaying data" simulating data flow, maintaining
the mission's database, building data products, and archiving data. IT also plans and
analyzes performance, and coordinates operation of the ground data system. It sup-
ports all other operations functions. Well designed, well run data services can be vital
to how efhciently other operations functions do their tasks. If a mission must return a
lot of mission data, data services can dominate operalions costs. New technologies,
such as CD-ROMs and the worldwide web, have greatly reduced the cost of historical
data products such as photographs and magnetic tape fibraries.

Well engineered data systems apply existing data standards so we can use standard
data services and. tools. Handbooks from the Consultative Committee for Space Data
Standards document standards for space data. International teams develop these
handbooks with U.S. representaticin from DoD, NASA, and industry. The standards
separate into layers for-data timing, synchronization, transport, coding and representa-
tion. The direction has been away from data-stream services, such as the older systems
using time-division multiplexed telemetry, and toward packet-based or file-based pro-
tocols that permit standard services independent ofcontent.

Operations can be very efficient with well engineered data desigrrs. These designs
consider capabilities for ground processing and archiving while planning for onboard
data capture, processing, and packaging. On the other hand, operating a poorly
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engineered data system can be costly. Such designs require operators to recover,
extract, and correlate valious separated data types. Other cost drivers include the
robustness ofpayload data processing to data loss or drop-out and the project's poli-
cies on what percentage of data must be recovered for mission success. Many anec-
dotes describe missions that used 90Vo of their resources trying to recover the last few
percent of data.

operations design must choose between two compeling approaches to data
systems: multi-mission vs. mission-unique. Advocates of multi-mission data systems
emphasize the efficiency of using a common design and a cornmon set of operators to
provide data services to more than one mission. We can amortize costs foi parts of a
ground data system that require large capitol investments, and this makes it more
affordable. This approach also helps us use data standards and reuse systems. Cost-
sharing efficiencies free up money to invest in data systems and to pay for overhead

sider, for example, capturing telemetry data from deep space. This requires a network
of large, expensive antennas-too expensive to build for each project. But calibrating
payload data might require unique project software and processes, as well as operatori
dedicated to each project. Recent development of commercial off-the-shelf Joftware
that handles things like orbit analysis, command management, telemetry decommuta-
tion and display, and simulation has allowed us to take a cost-efiective hybrid
approach. These tools have made it easier to tailor commercial, multi-mission tools for
unique data services.

and provide them "free" to users. To help reduce this problem, NASA is startingTiz/l-
cost accounting: it will allocate costs of multi-mission institutional services to individ-
ual users. The move to data-system architectures on workstations and personal
computers also helps relieve over-subscription. Hardware dedicated to a project can
host multi-mission software, and operators for that project can run it.

L0. System Engineering and Integration and Test

Just as System Engineering defines and manages interfaces between elements of a
mission's internal operations, it does the same for elements of external operations,
such as providers of institutional services or correlative data for a payload. System
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engineers focus on technical-interface agteements, such as data formats, procedures,
and protocols. Management focuses on program interfaces such as funding agree-
ments. System engineers develop and maintain operations concepts to help design and
refine system architecture, team responsibilities, and operations i es. Operations

the operationsconcepts include scenarios, timelines, and product flows that ca
system performance requirements, design constraints, and
the design.

System Engineering also plans for contingencies, resolves ano
failure recoveries. System engileers coordinate anomaly analysis

and handles
lnvolves rnler-

action among several engineers'or teams and provide technical
ing change requests to develop fault repairs or work-arounds.

of engineer-

During operations, the Integration and Test task supports
new or redelivered capabilities. It also supports testing of system intr
institutional capabilities get delivered. Teams must develop test
operational schedules. Engineers have to save previous versions of to permit
return to a known good system whenever testing shows the new has problems.
Independent verification and validation, i.e. assignirtg the lntegrati and Test task to
engineers different from those in Development is a common practi to ensure inde-
pendent, objective testing.

11. Computers and Communications Support

derived from

by testing
when new
ules to fit

the end-to-end
data in elec-

workstations,
center and

ich nodes. and
allocate data-

list the numbers
conmunlca-

allocate staff

tronic form, mission operations planners must ensure data moves iently. To do so,

This function entails designing and buying or building hardware
information system. Because space missions typically produce so

we preparc data-flow diagrams, requirements for computers
requirements for networking and data communication (within the

mission objectives, we learn how much data must flow, between
how frequently. We use this inforrnation to diagram the data flow
handling processes to software and hardware. From the diagrams, we
and types of computers, workstations, and other hardware. Knowing

vitalconcern. Good desigas allow us to repair and replace equipment
for this activitv.

around the wodd), and requirements forvoice communications. Hav accurate data-
flow diagrams (see Sec. 2.2.1) is the starting point for designing the ware. From

tions architecture and organizational design helps us choose the are correctly.
For example, a decentralized orgataation for mission ope requires us to
connect dispersed staff members, which usually means preparilg a
network.

The networking requirements also come from the data-flow di and usually
ty, capacity,
is the voice

require more support equipment. Other networking factors are
and security for mission data.The final piece of communication
and video-teleconferencing requirements. Early in design, we must blish any need
for these special links so the operations organization can
ing the mission.

effrciently dur-

Because of the proliferalion of modern computing and ion equipment,
planning for their support may be no more complex than orderin from industry
catalogs. Designing and building unique hardware usually isn't cost ive, but spe-
cial requirements may drive us to do trade-offs in this area. Finally, intainins and
administering the computer and communication hardware the mission is a
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12. Development, Maintenance and Training
Throughout a project's life cycle, we must develop and maintain software for:

. Creating normal space and ground system operations before launch

. Correcting spacecraft and ground system errors after launch

. Implementing changes in mission requirements after launch

One modem trend for inteqplanetary missions is developing operations software
after launch. We program basic functions before launch, butireate most of the opera-
tions software during the long cruise phase, then upload it in time for the planetary
encounter. Similarly, some colnmercial communications constellations have been able
to substantially shorten their deployment time by completing the onboard software
subsequent to launch of the initial phase.

To develop and maintain software for any mission, we need to know
' System requirements-use existing software from previous missions or devel-

op new software for new requirements
. Error reports-enor reports drive software maintenance
' change requests-system capabilig changes usually require software changes
' As-built documentation-knowing the current software as "built" (not as

designed). helps us develop and maintain it more effectively.

several techniques for developing and maintaining software improve our probabil-
ity of having software that works:

Know the requirements and ensure they are testable and,agree with the mission
operations concept

Use rapid prototyping to demonstrate system capabilities early
Deliver the ground data system in increments

Plan to develop and maintain software during operations (don't send the soft-
ware design team home too early)
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' Match software schedules to hardware schedules, so integration and testing
aren't delayed

. Thoroughly test the software, usually incrementally
' Keep operations informed of software status so operators are ready when it is

use the new software in training, so operators know its capabilities and trust it
Plan further software maintenance after deliverv

Decisions made in designing n
and ground systems, and policies or
Operations often become expensivr
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13. Management
Operations Management has'overall responsibility for operations success. Manag-

ers must meet operations requirements within negotiated values for cost, schedule, and
system performance. They provide the resources to make the other, operations
functions work. They focus on planning, monitoring, directing, and reporting of pro-
grammatic resources such as costs, schedules, and staffing.

Managers work with the sponsors and customers and negotiate mission goals vs.
resources. They define the mission's operational policies and guidelines. An effective
management technique is to allocate resources to each operations function or team and
then not get involved in technical decisions or approvals unless they exceed the re-
sources allocated. If management retains technical authority; managers also partici-
pate in and approve technical operations decisions. For any project, we have to think
through how much we want management to participate in the daily approval of oper-
ations products in terms of operations response time, efficiency, team motivation, and
value added. This operations element usually carries the budget for operational re-
serves and funding for other tasks, such as administrative support.

14.3 Estimating the Size and Cost of Mission Operations

How do you estimate the size of the operations task for a given mission? To some
extent the size is influenced by the operations design itself which includes consider-
ations such as the efficiency ofhow the teams are organized, how tasks are assigned,
team member experience, how team members are trained and certifred, and how the
team is motivated and managed. But operations design efficiency typically can
influence team size by only l0 to.Z\Vo.It does not explain why some missions can fly
with only a few people, whereas others require an operations team ofseveral hundred.

Fig. 14-2. Four Factors that Drive the Cost of Mission Operations'

Decisions made in designing missions, payloads and spacecraft, communication
and ground systems, and policies on operational risk all affect operations cost and size.
Operations often become expensive when we make these design decisions first, with-
out considering how they affect operations. Instead, we should develop the operations
concept concurrently with other elements, so we can select the best overall approach
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based on affordability and lifecycle cost. This section identifies important drivers of
operations costs and organizes them into 4 factors you can use to estimate the size and
cost of space mission operations. Figure 14-2 shows these 4 factors and their effect on
an operations team's size and cost as operations complexity increases or decreases.

TABLE 14-4. How Mission Design Factors Affect operationar comprexity (chaps. 1-B).'rTf 'f ;ll,iTn::i"<-+J]Tf FJ;i,';'i,",ill3*

TABLE 14-5. How Designfactors fo_r lhe payload and spacecraft Affect operational
Comptexity (Chaps. 9-12).

L4.3
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TABLE 14.6. How Design Factors for Communications and Ground Systems Affect Oper-
ational Complexity (Chaps. 13' 15, and 16).
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' Payload and spacecraft desigtr, is covered in chaps. 9 through 12. It involves
design choices thar affect the flight system's operability. Table 14-5 shows
how these design choices affect operational complexity.

' Design of communications, operations and ground systetns is covered in
Chaps. 13 to 16. It involves design and implementation choices that influence
what tools and communication resources the operations team uses to support
their tasks. Table 14-6 shows how design decisions here affect operational
complexity.

' Policies on operational risk all effect cost and complexity. The more dollars
and time we spend in developing a mission, the less operational risk we're usu-
ally willing to take. Operationally complex spacecraft require more cautious
operations. Table r4-7 shows how these policies affect operations
complexity.

TABLE 14-8. Estimating Mission Operations Cost per Year, First estimate the theoretical first
unit cost from chap. 20 and determine the category of spacecraft. Using the
percentages in the second column estimate the low, high, and average mission
operations costs per year. A more detailed ops cost model is available on-line from
the Johnson space center home page, http://www.jsc.nasa.gov/bu2lsocM/
SOCM.html

Spacecraft plus Payload
Theoretical First Unit

Cost Category

% of Theoretical
First Unit Cost Per

Year for Mission Ops

Estimated Mission Operational
Cost per Year for FireSat

($M FYss)
Traditional > $5M (FY99) 1-5 (average 3) 0.9-4.3 (average 2.7)
Low Cost < $5M (FY99) 3-12 (average 8)

Estimating the Siz'
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the clock or only 40 hours per weel
that continuous operational suppc
reduced by a factor of 4 or more. .
mission needs, we must then deterr
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TABLE 14-9. Operations Concept Us
ing solution employing br
craft operations to lhe fifl

Numberot
Teams

Standard
hrlyrlteam

Require
hrlyrltea

4 2,000 2,1  90

2,000 1,752

TABLE 14-10. Relat ive Cost of Missio
given as a percentage of I
is from CSP Associates I
from that of Fig. 14-1 due
study.

In order to refine the estimate obtained from Table 14-g, you can assess overall
complexity of the mission systems using Tables l4-4 through l+-2. If your assessment
results in a more complex mission, a higher percentage should be usedirom the second
column of rable 14-8. A lower percentage would be used for a less complex mission.

7. Spacecraft planning and analysis

8. Science planning and analysis

11. Systems engineering, integration, & I

12. Computers and communications
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le 14-8, you can assess overall
14-7. If vour assessment

should be used frorn the second
for a less complex mission.

the number of people per team to get the total operations personnel for the mission.

This should UJ aone separately for each of the major mission phases, siace some

phases may be much more operations intensive than others.

TABLE 1+9. Operations Concept Using Four and Five Teams. Typically we anive at a staff-
inb solution employing betwlen four and five teams; giving duties besides space-
craft operations to the fifth team.

TABLE 14-10. Relative Cost of Mission Operations Functions. The cost of each function is

given as a percentage of the average annual operations cost for that mission. Data

ls from CSp Associites [1999]. Note that the functional breakdown ditters slightly

from that of Fig. 14-1 au6 to tn-e categories in which data was collected in the CSP

studY.

Number of
Teams

Standard
hr!r/team

Required
hr/yrlteam Result

Management
Goncern

4 2,000 2,190 190 hrlyrlteam
Overtime Wages

Highly sensitive to personnel
absence and turnover

2,000 1,752 24Shrlyrlleam
Available Labor

lncreased numbbr of people to
train and rnanage

Estimaled Mission Operational
Cost per Year for FireSat

($M FYss)

0.H.3 (average2.7)

Function

Development Annual Operations

Low
(l"l

Typical
(1"1

High
(7")

Low
(7")

Typical
(7")

Hlgh
(%)

1. Management 1 4 70 194 0 8 22

2. Mission planning U 78 169 0 i 1 2

3. Command Management 0 96 334 1 .t

4. Mission control 4 146 410 o 22 45

5. Data capture 62 86 U 6 1 0

6. Navigation 8 78 212 !) 9 26

7. Spacecraft planning and analysis 63 't62 0 3 7

8. Science planning and analYsis U 87 662 n 1 7 72

9. Science data Processing 0 1 8 1 480 0 1 7 42

10. Data archive 0 1 8 59 U 1 8

't 1. Systems engineering, integration, & test 20 197 437 0 3 a 1

12. Computers and communications 0 7 25 U 1 6

TOTALS 90 1,085 3,230 1 3 100 284
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Other, more elaborate cost models have been developed to predict operations costs.
One model, based on estimating the value ranges of 91 operations complexity factors
that correspond closely to the factors in tables l4-4 through 14-7, successfully pre-
dicted ops costs to within 25Vo for 13 out of 14 scientific mission case studies
[carraway, 1994,1996]. NASA has also recently developed a space operarions Cost
Mgdel that has operations cost estimation modules for planetary and Earth orbiter
missions, orbiting space facilities, launch system ops, and human spaceflight (lunar/
Mars) mission operations.

14.4 Automating spacecraft and Ground operations Functions*
As discussed in Secs. 2.1.2, rr.7 and Chap. 23, continuing technology advances in

spacecraft computing and memory capacity, together with improved software capabil-
ities, are now making it possible to do things on board the spacecraft that people on
the ground have done. Some examples are

. Monitoring alarms

. Managing spacecraft resources

. Analyzing performance and trends

. Onboard navigation and orbit control

. Adaptively planning activities

. Processing payload data

. Detecting faults-safing the vehicle-recovering from failures

. Adaptively capturing and downlinking data

. .Constraint 
checkinq commands

. Mining data

. Archiving data

Migrating these functions from the ground to the spacecraft can save a lot of money
by reducing ground operations tasks and the need for continuous staffing and fast
response from the operations team. It can reduce the amount of routine data we must
transmit over expensive space communication links, process on the ground, and
analyze. Processes perforrned on the.spacecraft can use timely data, free from delays
in space communication links and uncorrupted by transmission errors.

Automating Spacecra
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' This section discusses general characteristics of autonomy, not necessarily related to reducing
mission cost. Sec. 2. 1.2 discusses the use of autonomy to reduce cost. Sec. 1 I .7 diicusses the
spegific example of autonomous navigation and orbit tontrol as a means ofreducing both cost
and risk. Finally, Sec. 23.3 discusses implementing tlte concept of "autonomy in moderation"
for general spacecraft functions to reduCe cost and-risk.



14.4

to predict operations costs.
91 operations complexity factors
through 14-7, successfully pre-

4 scientific mission case studies
veloped a Space Operations Cost
for planetary and Earth orbiter
and human spaceflight (lunar/

Operations Functions*

nuing technology advances in
with improved software capabil-

the spacecraft that people on

from failures

can save a lot of monev\
for continuous staffing and fast '

amount of routine data we must
process on the ground, and,

use timely data, free from delays

. The first level of autonomv is
closed-loop thermal control,
igation and orbit control. The

to execute planned events with-
of timed commands. At the

, not necessarily related to reducing
reduce cost. Sec. I 1.7 discusses the

as a means ofreducine both cost
of "autonomy in moderation"

L4.4 Automating Spacecraft and Ground Operations Functions

third level of autonomy, the spacecraft can react to unplanned events through event-
driven rules. At the fourth level of autonomy, spacecraft react to unplanned events not
just by executing rules but by using forms of onboard intelligence, inference engines,
and planning agents.

Most spacecraft have level I autonomy and exploit onboard control loops. Most
spacecraft have level 2 autonomy and cau execute pre-planned sequences by using
time-tagged commands referenced to their own clocks. Many spacecraft have level
three autonomy in that they can sense and respond to unplanned hardware failure
events by executing fault response rules ttrat switch them to safe modes'or that auton-
omously reconfigure tIe spacecraft to backup, redundant hardware components. Some
spacecraft go beyond just hardware failure event response and have the capability to
execute rule-based responses to payload-sensor events as well. Spacecraft are testing
out level 4 autonomy by flying software that will perform autonomous onboard
adaptive planning and resource management. Deep Space I has onboard intelligent
agent software and Europa Orbiter will fly an adaptive, prioritized goal achieving ex-
ecution engine.

Autonomy can enhance mission capabilities but it may not always reduce opera-
tional costs. Onboard confiol loops can require exha operations attention to the
performance of flight software and management of flight computerresources. The cre-
ation of sequences or activity plans may require many people on the gtound to plan,

model, .implement, constraint check, simulate, approve, uplink, and enable. If so,
they'll end up being more expensive than a set of commands a small operations staff
uplinks in joystick mode in real time. Fault protection rules onboard can require large
teams to design and to then analyze the causes and results when they tigger. The cost
of programming, "training", performance monitoring, and trouble shooting an intelli-
gent agent gan easily be underestimated. For a given mission, we can evaluate the
cost/benefits of each of the four levels of autonomy in terms of several specific oper-
ational cost savings by answering the following questions.

Does it reduce the number or complexity of tasks that must be performed by ground

operators? If the net number or compleXity of tasks perfonned by operations goes

down (after considering the additional operational tasks required to program, main-
tain, analyze, and trouble shoot the autonomy), then spacecraft autonomy can be
justified in terms of ops cost savings.

Does it allow an increase in the time between spacecraft contacts? How long a

Does it reduce the number of commands that we must routinely uplink? A space-
craft that can expand commands on board, use a high-order command language, or

respond to goal-oriented commands can be cheaper to operate than a spacecraft that
must be controlled by primitive, device level commands.

' 
Does it reduce the amount of engineering and performance data that we must rou-
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the ground. The Pluto Express spacecraft is being designed to downlink only about27o
of the total engineering data that it will collect during cruise. The 987o that won't be
routinely downlinked will be stored on the spacecraft in an onboard engineering data
archive and will be downlinked only in the event of a spacecraft performince anomaly.

Does it reduce the amount of payload data that we musi routinely downlinic,
process, and analyze on the ground? This question suggests that all things being equal,
payload autonomy can reduce ops costs if it returns fewer telemetrv bitJ whileiccom_
plishing the same mission goal. For FireSat, the least autonomous mode is to return all
the data being captured by the payload sensor. A more autonomous mode would be to
have the spacecraft decide when it was over the ocean and omit that data. An even
more autonomous mode would include onboard detection of fires, and the data down-
linked would be only the fire's location and extent.

Each mission will have different answers to these autonomy questions. You rnust
analyze each mission's cost vs. benefit in deciding what spacecrafl autonomy capabil-
ities make sense. Autonomy can require additional spacecraft resources such as mass,
power, memory; MIPS and data bus bandwidth, and the cost of these must be account-
ed for. Developing, testing, and validating flight software isn't cheap. you must
compare cost increases for development and maintenance with operational cost sav-
ings. This trade may not be favorable for short missions or single spacecraft but may
have high payoff for long duration missions or constellations. The coit and availability
of space communication services and for transporting and managing data on the
ground can also influence autonomy decisions.
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The Ground System Design Process
A Grognd System's Basic Elements
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The Typical Ground System
C otnmunications Linlcs ; Optional Functions ;
Influence of Spacecraft Autonomy; The DMSP
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A ground system (1) supports the space segment (spacecraft and their payloads),
and (2) relays to users mission data generated by onboard instruments and received
from the spacecraft. Table l5-l summarizes these "functions" and corresponding
.options.

To support spacecraft and their payloads, the ground system must command and
control them, monitor their health, track them to determine oftital position, and deter-
mine spacecraft anitude from sensor information. The ground system controls the
spacecraft and its instruments or payloads by hansmitting command data to the space-
craft. Except for passive echo tracking techniques such as radar or laser reflector, the
ground system uses spacecraft housekeeping telemetry and mission data to carry oitt
these functions. For example, the ground system may use instrument data from a
spaceborne radar altimeter to refine knowledge of the spacecraft's orbit

Ground stations acquire mission data from a spacecraft and its instruments and
transferit to the data users. The ground system also supplies any telemetry and rack-
ing information the data users may need. Most space missions allow the user's
evolving requirements to influence changes in the ground system's data relay and
control functions.

Ground systezs consist of ground stations and control centers working together to
support the spacecraft and the data user. Figure 15-l shows how these segments
interact. Generally, the ground system commands and controls the spacecraft based on
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Fig. 15-1. Relation Between Space Segment, Ground System, and Data Users. Data users
influence a mission by requesting commands through the ground system.

requests from the data user to the conffol centers. Except for communications
satellites,* users do not send commands independently to the spacecraft, because its
overall health depends heavily on the state of individual instruments and systems.

The ground system tries to provide highly available, high-fidelity access to the
spacecraft while remaining transparent to both data users and ground controllers. In
practice though, we must trade off transparency and cost. For example, we may accept
some distortion or loss of mission data, as well as time delays befween the spacecraft
and the data users. These delays may range from subseconds to seconds for real-time
data tansfer, and from days to weeks for recorded data. In supporting the spacecraft
and payload, we may need to balance length and number of opportunities to command
or monitor the spacecraft with the risk inherent in being out of communication.

Because more complex ground systems are less transparent, we must design them
as simply as possible, consistent with mission requirements. When designing a space
mission, we should trade off space segment and ground system complexiry through
several iterations, until we produce best performance at lowest cost (see Chaps. 3
and 4).

' L5.1 The Ground System Design Process

Table 15-2 summarizes the ground system design process and references discus-
sions pertaining to each step. This process is iterative because the steps iaterrelate and
we must strike a balance in complexity between the spacecraft and the ground system.
Each iteration must address:

. Ground station locations, based on spacecraft coverage and data user needs,
balanced against cost, accessibility, and available communications. You will
need new sites for a dedicated ground system, and suitable existing stations
when using established ground systems.

. Link data rates, which establish the required gain+o-noise temperature ratios
(G/Ts), and effective isotropic radiated powers @IRPs). For dedicated ground
stations, defer details of antenna and RF systems until you have established

* With communications satellites, "mission" data is really communications data being relayed
between two or more "data users." Here, we simply expand the ground system's data-transfer
function to include the path from the ground system to the satellite.
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' Appropriate communications between ground system elements and data users,
for a dedicated system. when using an existing ground system, where most
decisions are already made, confirm that data hindling ind bandwidth are
adequate.

I5.2 A Ground System's Basic Elements

TABLE 15-2. summary of the Ground system Design process. see text for discussion.

Step Where Discussed
Establish number and locations of ground stations

Establish space-to-ground data rates

Determine required G/Ts and ElRps

Determine required data handling

Establish data handling location

Decide location of Spacecraft Operations Control Center,
Payload Operations Control Centers, and Mission Control Cenler
Determine and select communications links

Evaluate complete or partial use of service-provided ground systems
Iterate as needed

Secs .  15 .2 ,  15 .5

Secs. 13.2, 15.5

Secs .  13 .4 ,  15 .2

Secs .  15 .3 ,  15 .5

Sec. 15.5

Secs. 15.2, 15.3

Secs .  13 .3 ,  15 .3

Secs .15 .4
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MISSION ELEMENTS

Ground Station
System Timing
Spacecraft Operations Control Center (SOCC)
Payload Operations Control Center (POCC)
Mission Control Center (MCC)

15.2 A Ground System's Basic Elements

Staff Operations
Staff Operations

Fig. 15-2. Mission and Facility Elements for a Ground System. The siaff provides the neces-
sary operator input. Mission operations, discussed in Chap. 14, directs all activities of
the mission.

<-> To SOCC, POCC, AND MCC

Fig. 15-3. The Basic Ground Station. This figure displays only the minimum components
needed to control a spacecraft and relay mission data to users.

by the mission. For low-Earth orbit, these can cover essentially all of the visible
hemisphere. It must also provide ttre required steering modes, such as programmed
computer steering and autotracking. Autotraaking refers to the use of the received
spacecraft signal itself to steer the antenna. In this case, the antenna system usually
provides continuous pointing coordinates to the tracking component at the ground
station.

The rizceive RF equipment is generally in suites of racks, located to rninimize
transmission-line losses to the antenna, This equipment accepts the downlink carrier
frequency from the antenna system, downconverts it to intermediate frequencies, and
demodulates it to baseband signals for the equipment devoted to mission data recovery
and TT&C.

Also in racks near the antenna system, the transmit RF equipment accepts tracking
and command signals from the ground system's TT&C component and modulates
them onto the RF uplink, which it also generates. In the case of communications
satellites, it also modulates user data onto an uplink carrier.

After the RF receive equipment demodulates the signals,.the mission data reiouery
equipment conditions the mission data before relaying it to data users and ground
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system components. It typically has its own location in the system, but it may be
intermingled with the receive RF suite for simple data streams.

The data user interface connects the mission data recovery equipment and the data
user. If all parts of the ground system and the data user are colocated, this interface
generally consists of no more than manual or electronic patching of the data lines
between the ground station and the user facilities.

The Telemetry, Tracking, and Command (TT&C) equipment conditions and
distributes received telemetry and tracking signals. It also electrically formats, authen-
ticates, and times transmitted command and tracking signals. It usually processes these
tracking signals and data on the antenna-pointing angle to inform users about range,
range rate, and spacecraft position. TT&C functions are usually highly automated
because ofthe need for speed, timeliness, and accuracy.

The station control center cortrols the configuration of, and the interconnects
between, the ground station components. operating under instructions from the
ground system's mission control center, it keeps the ground station conf,rgured to
support mission operations.

Ground system operations require time coordination, so one system element
maintains a clock precise enough to meet mission requirements; it distributes clock
time and reference frequencies to the other system elements (see Fig. 15-4), moving
through the colocated elements of a ground system by wire or cable. It is accurate to
within milliseconds or better. Its usual one-per-second tiniing pulses are synchronized
to within a.few microseconds or less to a world time scale, such as Universal rime
coordinated GJ-rc). Satellites able to transfer time even more precisely, such as GpS,
permit us to synchronize well below a microsecond.

Fig. 15-4. The System Timing Element. This synchronizes the elements of a ground system by
distributing precision time and frequency.

Three types of control centers are generally found within ground systems. The
spacecraft operations control center (socq monitors and commands the
spacecraft bus and common systems, as opposed to onboard instruments or payloads,
which are controlled by the PocC, as discussed below. The socc analyzes spacecraft
telemery and, when necessary, telemetry and mission data from instruments which
can affect the spacecraft's attitude and dynamics. As the only ground system element
that directly commands the spacecraft, it coordinates and controls poCC access.
Specifically, it approves the POCC's requests to command instruments after consider-
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15.2 A Ground System's Basic Elements

ing mission plans and schedules, spacecraft health, and the collective well being of the
other instruments on board.

For simple spacecraft, the SOCC also serves as the POCC. On the other hand, we
may need several SOCCs if the space segment is complex. An example might'be one
with several complicated spacecraft requiring intensive and near-continuous monitor-
ing and control, such as ground systems which provide user services to other rnissions
(see Sec. 15.4). We may also need more than one SOCC for backup of for security,
survivability, or other political reasons.

Equipment and people make up the SOCC. The hardware includes data monitoring
equiprnent and cohsoles, commanding facilities, and associated communications. This
equipment is usually computer automated for quick response, but humans inay inter-
vene at any time to control the spacecraft.

The Payload Operations Control Center (POCq analyzes telemetry and mission
data from onboard payload instruments and issues commands to these instruments. Its
commands depend on approval by the mission control center, with coordination from
the SOCC. Interactive computer equipment also runs the POCC, with people standing
by during communication with the spacecraft.

We may use multiple POCCs when several onboard instruments require careful
independent supervision or when we need a backup for redundancy or survivability.
We may also need or want to place the POCCs for some instruments near the manu-
facturer or the data user.

The Mission Control Center (MCC) plans and operates the entire space mission,
including the configuration and scheduling of resources for both space and ground

system. It computes and issues information needed by ground system elements.and
data users, such as data on the spacecraft's orbit, ground station pass times, and an-
tenna pointing angles. In simpler systems, we may merge the MCC with the SOCC.

MCCs are best placed near the POCCs and SOCCs, but mission requirement! or
otier considerations often call for placement elsewhere, thus greatly complicating the
ground system, Location of the MCC depends on security, survivability, and political

or administrative considerations. Sometimes, redundancy demands several MCCs
-one as prime and the others as backups. If ground systems provide serviqes to user

missions, each user mission will,have a dedicated MCC. These MCCs are frequently,
but not necessirily, colocated. The host mission MCC may also, but again not neces-

sarily, be near the user MCCs.
The software used for MCC and POCC activities is covered in more detail in

Chap. 14. It is worth noting here, however, that there has in recent years become
available commercial off-the-shelf (COTS) software for integration testing as well as

mission and payload operations, analysis, and planning, and ground system operation.
The best of these packages are very powerful, yet tailorable to a specific spacecraft,
alleviating the need for a program to develop expensive mission-unique software.
Most of tttese offerings are very efficient and versatile, permitting farge reductions in

the required operations tetrm.
Plant facilities include buildings and grounds, utilities, services for the staff, and

security. We normally would use commercial utilities with locally generated backup
for emergencies. For security and survivability, utilities may be wholly self-contained.
Because plants are expensive, we must decide whether.to build unique, dedicated
systems or to use existing alternative systems (see Sec' 15.4).

Availability is the percentage of time a ground system is available to suPport a

mission. The ivailabiliry we want in a system determines whether maintenance should

, i r
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use spare or repair. To achieve high availability often requires hot spares (powered on
and ready for operation at a moment's notice).

Figure 15-5 shows the physical layout of a simple ground system with its data users
colocated, elirninating the need for long-distance communications links between
them. such a system can provide low-coverage support of up to several spacecraft in
low-Earth orbit on a timeshared basis, or virtually l00vo coyerage for a single space-
craft in geostationary orbit. one of its advantages is that it can be dedicated to a
particular mission, thereby eliminating schedule conflicts. Also, it is compact and self
contained, allowing all communications between elements to be local and dedicated
thus simplifying the system's operation and administration.

Fig.-15-5. A Typical Installation for a Basic Ground System. Depending on the number of' Poccs, the total area occupied may be between 100 and 500 m2. The need for
signiticant statf services can greatly increase the area for remote installations. See
telC for discussion.

Unfortunately, this simple ground system also has significant disadvantages. For
example, the single ground station provides very low coverage for low-Earth orbit

system's inability to support more than one spacecraft link at a time because of the
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15.3 The Typical Ground System

recover from any major damage. For this reason, the military would generally not want
a simple or basic system.

15.2.1 GEOSAT-A "Simple" System

Though not as "simple" as the basic system described above, the GEOSAT's
ground system shown in Fig. 15-6 is a good practical example. It supports only one
spacecraft with one ground station and colocated components. Launched in the spring
of 1985, this remote, ocean-sensing spacecraft is supported through an S-band telem-
etry and data downlink, a VIIF command upliirk, and VHF Doppler beacons for
tracking. The ground system provides fuIl telemetry, data, and command bupport of
the spacecraft. It is located under one roof at the Johns Hopkins University's Applied
Physics Laboratory in Laurel, Maryland, except for,the Doppler hacking equipment in
the worldwide system of TRANET Doppler tracking stations.

Figure 15-6 is a functional diagram ofthe ground system showing in solid lines its
three major segments: the satellite test facility, the digital element, and the computer
system. The figure and nomenclature reflect diagrams typically seen in descriptions
of the GEOSAT ground system. The overlaid dotted boxes show how the functions
fit into the basic components of a ground system with some functions overlapping.
For example, the real-time frame sync and decommutator is involved in operations
for both mission data recovery and TT&C, and the computer system supports many of
the basic components. Further, as is often the case with simpler ground systems, the
SOCC, POCC, and MCC are in one unit. Note that we have not yet discussed some of
the functions, especially for mission data recovery equipment and the data user
interface, which demand more than our simple ground system can provide.

15.3 The Typical Ground System

To support a realistic space mission, a ground system must usually provide high
coverage simultaneously for several spacecraft in various orbits, with high levels of
availability, security, and, for military missions, survivabilify. Such a system will
usually include many elements in several configurations. The realistic system in
Fig. 15-7 includes standard stations and less capable auxiliary stations, which may be
on aircraft, ships, or land. These auxiliary stations fill gaps in coverage, using equip-
ment similar to that of regular stations and providing radar tracking, telemety, data
reception, and backup command.

In a real ground system, we may also employ multiple control centers in separate
Iocations. Thus, as shown, some POCCs are near the SOCC, whereas bome are remote.
In this generic system, we designate a SOCC as prime, colocate it with a prime MCC,
and back up both prime centers with remote centers. Multiple control centers are
redundant, survivable, and flexible, allowing responsibility for prime control to pass
back and forth between the centers during various phases of &e mission. For example,
we may make the remote SOCC prime during launch and early checkout of the space
segment because it is near the launch or simulation equipment.

Geographical dispersion and multiplicity of elements greatly complicate a ground
system's design. For example, each location must usually have its own synchronized
timing system, similar to that for the colocated ground system described earlier.
Further, the distributed system requires several physical plants with different admin-
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Block Diagram for the cEosAT Ground system. The large solid blocks (with
underlined labels) show the system broken down into GEosAr-unique segmenfs.
The dashed lines (with bold labels) show the division into e/emenls as de'iined in
Fig-. 15-2. The dotted line (with italic labels) shows the division into componentsas
defined in Fig. 15-3.
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'rvt' -Z- 
Radio Link

Fig. 15-7. Model of a Typical Ground System. Data is,relayed between remote ground
stations, backup control centers, and data user, by various communication links.
(See text for discussion of these links.) Limited capability stations often supplement
standard stations.

istrative structures, complicated maintenance and logistics networks, and reliable
communications links-all diffrcult and expensive to implement forremote locations.
Thus that remote tracking station in East Africa, for example, needed to fill a small but
important gap in ground station coy€rage; may be disproportionately expensive.

15.3.1 Communications Links

Ground systems need long-distance communications links of sufficient bandwidth
between their distributed elements and between them and the data users. These links
mix landline (electrical, terrestrial microwave, and optical) and satellite connections.
Unless the links are part ofthe ground system itself, they are usually subscribed to or
leased.

We evaluate communications options while determining where to locate the ground
system's components. For example, we may want to place the SOCC or the MCC near
a meftopolitan area to take advantage of its telephone system, but we would want to
place ground stations in less populated areas to lessen radio-frequency interference.
Yet installing new and dedicated communication facilities in a remote area may be
quite costly.

As international, commercial domestic, and military satellite communications have
become more available, we now prefer satellites to provide .smmtrnications befween
rernote ground system elements and data users. Because of their high capacity and
perforrnance, communications satellites (comsats) link nearly all intercontinental
elements of ground systems as well as those lying far apart within continents. World-
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able from the operating agency. A good basic reference on satellite communications
is Pratt and Bostian [1986].

15.3.2 Optional Functions

The Ty

TABLE 15-3. Typical Geostationary {
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operations, but I will summarize
paragraphs.

- TCP (Transmission conrr-ol ftgrg.gl] provides a degree of assured data delivery, and addsoverhead to the data transfer. UDP (User Datagram Piotocol) uses less overhead but provides
no assurance ofdelivery of any packet ofdata.

Satellite Operator
INTERNATIONAL

Intelsat V-A

Intelsat Vl

Symphonie

Intelsat

Intelsat

CIFAS (Fr-Germ)

DOMESTIC

Anik C

Westar

Telstar 3

RCA
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DSCS III

MILSTAR-

NATO

Navy Comm. Cmd

Navy Comm. Cmd

Def. Comm. Agenc

Def. Comm. Agenc

50th Space Wing

'Data from MILSTAR SGLS Student Guide
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Data users' demands usually make ground systems more complex. The user
interface must have versatile switching and interconnection options and connect to
long-distance communications links. We may need to add data-handling equiFment to
distribute received data to different users. Data handling includes all processing of
mission data between the ground station's data recovery equipment and the data user's
communications interface. Sklar [1988] has rigorously defined various data handling
operations, but I will sumrnarize the most common functions in the following
paragraphs.

TABLE 15-3. Typical Geostationary Gommunications Satellites.

'Data from MILSTAR SGLS Student Guide. March 1997.

Intelsat V-A

Intelsat Vl

Symphonie

Intelsat

Intelsat

CIFAS (Fr-Germ)

36 to 72 MHz (6/4 GHz)
72, 77, 241 MHz (14l1 1 GHz)
36to72 MHz (6/4 GHz)
72 to 159 MHz (14111 GHz)
90 MHz (6/4 GHz)

60, 63, 66 E

1 , 1 8 . 5 , 2 1 . 5 ,

22 ,27 .5 ,34 .5W

1 1 . 5  W  -

DOMESNC

Anik C

Westar

Telstar 3

RCA

Marisat

L-Sat

cs, csz

Telesat Canada
Western Union
AT&T

RCA Americom

Comsat General

ESA
NASDA (Japan)

54 MHz (ah2GHz)

36 MHz (6/4 GHz)
34 MHz (6la GHz)
34 MHz (614)

4 MHZ (1.6/1.5 GHz)
4 MHz (6/4 GHz)
2s,500 kHz (UHF)

40 MHz (30/20 GHz)
200 MHz (614 & s0l20 GHz)
130 MHz (30/20 GHz)

112 .5  W

91 W

87.95 W

6 6 , 8 3 , 1 1 9 , 1 3 1 ,
135, 139 W

73,176.5 E

1sw

1 8 W

130,  135 E

MILITARY

NATO III

FLTSATCOM
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DSCS II

DSCS III

MILSTAFI'

NATO

Navy Comm. Cmd

Navy Comm. Cmd

Def. Comm. Agency

Def. Comm. Agency

50th Space Wing

17, 50, 85 MHz (8l7 GHz)

5, 25,500 KHz (UHF)

5,25, s00 KHz (UHF)

50, 125, 185 MHz (8ft GHz)

50, 60, 85 MHz (8/7 GHz)

100 MHz (UHF)

44GHz,20 GHz

400 MHz, 225 MHz

18, 22.5, 50 W

23, 93,100 W
72.5, 172 E

5,75,  176 E
23; 100 W

66.8, 140, 175 E
13 ,130 ,  135  W

54,175 E
13,135 W

1 2 0 W , 4 E
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Demultiplexing refers to the disassembly of composite data streams received from
spacecraft into selected component data streams for routing to different users. With
multiple PoCCs, and possibly with multiple Soccs, telemetry dara also may require
demultiplexing.

We may apply encoding, a technique which decreases errors in digital data because
of noise, to data streams from spacecraft. we may decod.e this rec-eived data in the
ground systsm and possibly reencode it before distribution. Command data is fre-
quently encoded to ensure the spacecraft receives error-free commands_

TimetaSSittg means adding timing information to data streams. If data is not time-
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15.3 The Typical Ground System

We can also control data security, preserve signal-to-noise quality in the data stream,
and suppress accumulated distortions by processing data as quickly as possible after
receiving and demodulating it. The ground station usually stores and timetags data as
well because mission data has the smallest delay uncertainties there.

Although the ground station usually does the data-handling tasks best, a system
with several ground stations would need links between each of the ground stations and
each of the users to transfer the data-an impractical if not impossible arrangement.
Thus, ground stations often transfer data directly to a central facility (the SOCC for
example), handling only selected operations, such as recording, themselves. The
central facility passes the data on to the users. This procedure minimizes ground
station hardware, centralizes control, and gives more flexible service to data users. It
usually requires dedicated communications links between the ground stations and the
central facility, which can support higher data rates than might otherwise be rtecessary.

Simulation/Verification (Sim/Ver) systems test the ground system's readiness using
realistic simulated signals and data. Tests may be at routine intervals, during prepass
or postpass, or following system maintenance or upgrade. Sim/Ver also provides diag-
nostics for troubleshooting and calibrates equipment. When fully implemented, a
Sim/Ver system not only can test individual ground system elements and components,
but also can perform highly automated end-to-end tests of the entire ground system.
But this type of Sim/Ver system is expensive, employed only within elements whose
availability is critical.

15.3.3 Inlluence of Spacecraft Autonomy

Spacecraft autonomy could potentially simplifythe tasks of the SOCC, POCC, and
TT&C elements of the ground system. But unpredictable spacecraft upsets and
malfunctions, including those in the autonomous systems themselves, wili force us to
use ground elements at the same level for some time. For example, onboard clocks
may timetag data as it is generated, but the ground system's ability to timetag received
data will probably be retained as a backup for the foreseeable future.

15.3.4 The DMSP Example System

The Defense Meteorological Satellite Program (DMSP) is an example of a typical
distributed ground system. Using remote-sensing satellites in low-Earth orbit, it pro-
vides the Department of Defense important environrnental information. Figure 15-8
shows its main elements. The spacecraft links are at L-band (1,750 to 1,850 MHz) for
the uplink and S-band (2,200 to 2,300 MHz) for the downlink. Data rates for these
links are 2 kbps (command) and 1,024 kbps (mission data), respectively. The DMSP
ground stations are referred to as Command Readout Stations (CRS). They are supple-
mented by the Automated Remote Tracking Stations of the AirForce Satellite Control
Network's (AFSCN) ground system.

Mission data is transferred from ground stations to DMSP central facilities by
domestic satellite and landlines. The data is then relayed by similar communications
links to the large data processing users, the Navy oceanographic, and Air Force
weather forecasting centers. This system also is an example of a mission in which
some data users receive mission data directly from the spacecraft. Shipboard and trans-
portable landbased terminals throughout the world receive data on local environmental
conditions directly for immediate use.

We might also note that with the current trend for commercial satellites which
provide imaging and other forms of remote sensing, advances in receiver technology
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Fig. 15-8. The DMSP Ground System. lt uses landlines and domsats to connect various ground
stations to control centers and central facilities and for relay af data to large military
data processing centers. Shipboard and mobile terminals receive data directlv from
the DMSP satellite.

and commercial processing software are now permitting private users to receive such
data directly from these satellites at reasonable cost.

15.4 Alternatives To Building a Dedicated System
Instead of building a dedicated system, we can use existing ground support

networks to supply part or all of the elements needed. A number of commercialind
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Use of service-provided ground systems may follow a hybrid arrangement,
combining some dedicated elements from the user mission with others from one or
more host systems. Actually, most service-provided systems require some ground
system construction and some significant elements, or parts of elements, from the user
mission.

' These alternative systems have some important advantages over dedicated ones.
For example, they usually save a lot of money and have a defined and predictable cost
schedule. Another advantage is high, predictable reliability and availabiliry. Although
not necessarily designed for it, most are highly survivable because they have many
dispersed assets on the ground, making them important for military missions_.

Alternative systems also have disadvantages. For example, matching'the user
mission with the system may make the overall mission less effective. Sharing host
resources with other supported missions also demands coordination of activities and
priorities, based on such things as the supported mission's relative importance, criti-
cality of particular events, and the amount of control the host has over the ground
assets. Contractual negotiations usually determine these priority agreements.

To evaluate potential alternatives to dedicated systems, we must begin by defining
the requirements for key mission parameters and then matching them against the
candidate host systems. As with a dedicated system, we would try to adapt the require-
ments to the host whenever possible through studies and discussions between planners
of mission and host systems. To be efficient, we should evaluate all potqntial host sys-
tems at the same time. Further, if possible, we should examine service-provided
systems while developing the preliminary design of a dedicated systern, if we are

considering one. The final configuration of our gtound system would therefore be

based on the best possible information.
In evaluating service-provided ground systems, we must determine how much

users must tailor their missions, how much equipment users rnust provide, and how
much access users have to ground stations or central distribution points. We would
also need to consider the loading, lifetime, and upgrades planned for host systems.

Another important comparison is between the well defined leasing costs of the host

system, and the cost of building and maintaining a dedicated system, both evaluated
over the mission's lifetime.

15.4.1 The Air Force Satellite Control Network (AFSCN)

MCC at one of the centml nodes, with facilities including cornputers and software for
both operations and planning.

Table 154 lists locations and key parameters for the AFSCN stations. To support
spacecraft links, each station has 18 m and 14 m parabolic antennas, with RF and data-
handling equipment for TT&C and mission data. The system of RF links with
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(1) Acronyms are AFSCN identiliers; parabolic antenna diameters are in meters.
(2) fi&C only.
(3) Nominal tor 1 kw transmitter power; ElRp is 10 dB higher when using 1 0 kw transmitter

A collection of derailed technical information on the AFSCN is available [Kle-
ments, 19871. You may learn more about its use from the Air Force Svstems
Command, CSOC/5Orh OSS/Falcon AFB, Colorado.
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TABLE 15-4. AFSCN Ground Stations. Six of the Remote Tracking Stations (RTS) are dual
sites, capable of supporting two spacecraft simultaneousry. see chap. i3 for
explanation of communications parameters G/T and ElRp.

I5.4 Alternatives To
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" The SGLS incorporates.2O.distinct and paired uplink and downlink channels. Uplink, or
command channels, are in the 1,750 to 1,850 MHz range, and downlink channels are from
2,24Q rc 2,300 MHz. Each channel consists of a single uplink carrier and two downlink
carriers which can be received simultaneously by an RTS lo provide range and range rate,
spacecraft telemetry, and mission data.

Station and Antenna (1) Location
D e g :  m i n

G/T EIRP (3)
(dBw)SGLS Non-SGLS

New Hampshire 18 m (z)
(Manchester)

(NHS)  14  m

42:57 N

71 :38 W

22.7 1 t  . c 76.0

24.1 25.2 75.0

Vandenberg AFB 18 m
(Lompoc, CA)

(VTS) 14 m

34:50 N
120:30 W

22.5 21.7 72.7

24.1 25.2 75.0

Hawaii (Oahu) (HTS) 18 m

1 4 m

21:34 N

1 5 8 : 1 5  W

zz.c 2 1  . 7 72.7

24.1 25.2 75.0

Guam (GTS) 18 m

1 4 m

13:37

144:52 E

22.7 21 .5 76.0

24.1 25.2
Diego Garcia 10 m
(DGS)

7:27 N
72:37 E

1 8 . 1 17.3 72.0

Thule (Greenland) 4 m
(TfS) 14 m

76:31 N

68:36

7.7 at  t r

24.1 25.2 7 4 n

Oakhanger (England) 18 m
(TCS) 10 m

51:07 N
00:54 W

25.0
1  8 .1

76.0
72.0

P ike  10  m
(cTS)

38:8 N
104:5  W 1 8 . 1 17.3 72.0
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: Subsystem (SGZS).- The down-
ing bit rates) up to 1.024 Mbps.
i RTSs also support non-SGLS
has strong antijam and survival

e Tracking Stations (RTS) are dual
simultaneously. See ChaP. 13 for

/T and EIRP.

Alternatives To Building a Dedicated System

15.4.2 NASA Tracking and
Data Relay Satellite System (TDRSS)

Although it is not literally a ground support network, the TDRSS is the current
support system for NASA satellites. Becoming operational in the mid-1980s, it
replaced most of the Ground Space Tracking and Data Network. With its constellation
of 3 geosynchronous relay satellites, the system can support up to 20 subsyncbronous
satellites with multiple-access S-band links, and two each single-access links at
S-band and at Ku-band. The multiple-access links support sateilites simultaneously at
fixed frequencies of 2,L06.4 MHz for the forward or command link (uplink) and

CJT EIRP (3)
(dBw)

2,287.5 MHz for the return or downlink. The S-band single-access link supports one
spacecraft at a time, with a frequency between 2,025 and,2,l20l\tfrIz for the forward
path and between 2,200 and2,300NIHz for the return path. Ku-band freq-uencies are
13.775 GHzforward and 15.003 GHz return.

The multiple-access links support spacecraft at lower data rates for extended
periods. They use electronic beam forming by the TDRSS and signal separation by
pseudorandom noise codes to discriminate between spacecraft. The single-access links
provide users high data rates for short periods. With any of these links, the relay satel-
lites pass signals between the user spacecraft and a single ground station located at
White Sands, New.Mexico. The system provides full TT&C and mission data, but the
user spacecraft must match standard communications requirements and have standard
TT&C hardware on board.

Figures i5-9 and 15-10 show the communications system performance required of
user spacecraft. Figure 15-9 gives the spacecraft receiver G/T required for the forward
(command) link to yield a bit error rate of 10-5. Figure 15-10 illustrates how much
EIRP a user spacecraft return link must have for the same bit error rate of 10-5. In
Fig. 15-10, "Power Received" refers to the power (in dBW) in the return signal at the
TDRS spacecraft without ttre gain of the TDRSS receive antenna. In other words, it is
the power in dBW of the user spacecraft's return signal after the space and absorption
losses described in Chap. 13 are added to the user spacecraft's EIRP. "Encoded data"
refers to data convolutionally encoded atrute 7/2, (See Sec. 13.3.3.) The user space'
craft's signal power received at the TDRS must be on the curves of Fig.15-10 to reach
the Achievable Data Rate. Multiple access users must not exceed the curve by more
than 3 dB-and then only by arrangement with fte TDRSS. For both figures, the
extent of the curve shows the permitted range of data rates.

SGLS Non-SGLS

?2.7 21.5 76.0

24.1 25.2 75.0

22.5 21 .7 72.7

24.1 25.2 75.O

22.5 21 .7 72.7

24.1 25.2 75.0

22.7 21.5 76.0

24.1 25.2 75.0

1 8 . 1 17.3 72.0

7.7 6 1 . 5

z+. I 25.2 75.0

25.0
18 .1

76.0
72.0

1 8 . 1 17.3 72.0

are in meters.

i using 10 kW transmitter.

'n the AFSCN is available [Kle-
ie from the Air Force Systems

and downlink channels. UPlink, or

;e, and downlink channels are from
e uolink carrier and two downlink
IS io provide range and range rate,

4D 4 Wllt ytPs rvr uDgl uvlr[u<uu, rvlwrlrvuJ t 4u

rrmatted command data and routes telemetry and
POCC, SOCC, and MCC through the NASA

c. Although the TDRSS does not supply control
ange to use standardized control centers (referred
oddard Space Flight Center in Greenbelt, Mary-
in Houston, Texas. (These POCCs essentially
basic confrol centers.) A mission may also have
the NASA sites, but it must provide the required
COM nodes at these sites.
on conhacting to use the TDRSS are available in
Flight Center, L984, as revisedl. To learn more

:t the Project Manager for Space Network, Code
ireenbelt, Maryland.
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Fig. 15-9. TDRSS Forward Link G/T vs. Achievable Data Rate. These
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15.4.3 Comrnercial Ground Systems

With the mid-'90s trend for the federal government to get out of the space-related
services in general, and ground system services in partiiular, 
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Fig. 15-10. TDRSS'Required Return Link Power Versus Achievable Data Rate. This is the
effective power at the TDRS spacecraft antenna before the antenna gain is added.
See text for further discussion.
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15.4 Alternatives To Building a Dedicated System

system services are becoming available. The earliest of these ground systems, ex-
pected to be in operation in the late '90s, are faidy small, with initial assets consisting
of two to four ground station sites and a central facility for control of the ground
stations and for command, telemetry, and scheduling interfaces to the user. The ground
stations are usually located at either or both low latitudes for spacecraft with low
inclinations, and at very high latitudes, for polar orbiting spacecraft. The operators of
some of these systems plan on providing links to government-owned or other private
assets in the future.

Initially planned to provide services for scientific satellites, these commercial
systems currently offer a mix of S-band and X-band downlink and S-band uplink
services between the spacecraft and groundstation. The S-band downlinks provide
housekeeping and payload data rates up to 10 or 15 MIIz. Data rates to 150 MIIz are
served by the X-band downlinks. Uplink (command) data rates generally reach to
I MHz. Ku-band operations are planned for the near future to accommodate the very
high data rates of remote sensing spacecraft. These systems support both traditional
TDM (Time Division Multiplexed) and CCSDS (Consultative Committee For Space
Data Systems) spacecraft telemetry formats.

As a spacecraft program we might contract to use only the ground stations of one
of these commeicial ground systems. However, going beyond providing merely
TT&C services, these private ground systems anticipate being able eventually to pro-
vide a full range of optional services including mission operations. After initial frxed
charges, the costs of using these systems will be based principally upon use, generally
calculated on a "per pass" basis. It is generally expected that these systems will serve
not only the private space industry, but that Government agencies such as NASA will
turn to them as well.

The user's primary communications wit}t these commercial ground systems for
command, telemetry, and scheduling are usually via Internet Protocol (IP). Physical
connections can range from common low rate dialup lines to high speed dedicated
lines. When using dialup or dedicated lines, where data security and delays are no!
serious problems, the ground system user may use the User Datagram Protocol ([IDP)
for efficiency. It is even feasible for spacecraft with low to medium downlink data
rates, and where security and data latency for both command and telemetry are not
critical, that the user's link with the ground system may simply be tbrough the ubiqui-
tous Internet "cloud." (It is advisable to use TCP here however, since even though it
may slow down the average dataflow rate, it provides much more assurance that no
data will be lost.) The transfer of high-rate spacecraft telemetry is generally stored
locally at the station and transferred postpass by an efficient network protocol such as
FTP, or shipped on a high density digital medium. Commanding may be either real
time or store-and-forward at the system's central facility.

Two such commercial offerings are Universal Spacenet's Commercial. Ground
Network (CGN) and the Ground Network System (GNS) being developed by Allied
Signal Technical Service Corporation. Spacenet plans to have X- and S-band stations
in Alaska and Hawaii by 1999. Information on the use of the CGN is available from
Universal Spacenet, 417 Caredean Drive, Suite A, Horsham, PA 19044. By the year
2000, Allied Signal will initially offer high latitude S- and X-Band stations in Green-
land, Alaska, and Norway. Subsequent lower latitude stations, as well as ties to other
existing stations are planned. Information on the GNS can be sbtained from Allied
Signal Technical Services Corporation, PO Box 5555, One Bendix Road, Columbia,
MD 21045.

Data Rate. These are typical G/Ts

Achievable Data Rate. This is the
betore the antenna gain is added.

to get out of the space-related
particular, commercial ground

$-Band Single Access
Ku-Band Single Access

Bit Error Rate
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15.5 I(ey Design Considerations

15.5.1 Coverage Required per Spacecraft

The coverage required per spacecraft largely determines the number of ground
antennas and ground stations necessary to support a mission. Coverage refers io how
frequently and for what percentage of time a spacecraft must communicate with the
ground system. For geostationary orbits, a single ground station can provide virtually
continuous coverage. But low-Earth orbits may require many ground stations becausl
each station has a limited time of view. This time limitation is described in Sec. 5.3 in

dump stored mission data to a ground station at high rates to transfer all the data in the
available viewing time. Thus, limited ground station view times can create the most

durnp time of 12.3 minutes:

(105 milx-l x.106 bps) = g.54 x 106 bps
12.3 min

15.5
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Beceived

Mission Data

1 Mbps

Key

( r5-1)

must be stored on board, requiring more storage capacity to prevent loss of data from
overflow. And, as we have seen, more stored data requires even higher dump rates to
a limited number of ground stations.

- {uutlg_only a few grgu.nd stations also significantly reduces spacecraft coverage
for TT&c and for receiving mission data transmitted in real iime. Because the
amounts of data per pass are usually small, pass duration is not of much concern for
TT&c. However, a mission's need for frequent TT&c contact, the lack of onboard
co.mmand storage (spacecraft autonomy), and the requirement to receive real-time
mission data typically demand more ground stations.

Fig .  15-11 .  An Exampleof  aB lock  D
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15.s Key Design Considerations

A dedicated ground system usually cannot have many symmetrically distributed
ground stations, but we can increase their number by using hybrid configurations of
various service-provided systems. In all cases, we must trade off the number of
contacts needed with the spacecraft against the limited number of possible ground
stations and the severe geographical and political restraints on their location.

15.5.2 Number, Locations, and Variety of Data Users

The data users' requirements determine the complexity of distribution systems.
Data users frequently need different portions of spacecraft data streams with different
requirements for handling, so data handling must be efficient and flexible. A rypical
approach is to sketch out the processing functions needed to supply data to users in a
block diagram. The input to each diagram is the data strearn from the data recovery
equipment. We trace the data through each block, branch off the points where bach
user's data is available, and indicate any further handling or processing. We also show
data rates at the input and output ofeach block. The final rate ofthe data stream to be
sent to each user determines the bandwidth of the communication link.

Figure 15-11 shows the processing which might be applied to data from a scientific
spacecraft, with data from the three onboard instruments combined into one data
stream for transmission to the ground. We assume that three data users exist, each
receiving all of the data from a particular instrument and "quick look" data-particu-
lar words-from each of the other instruments' data streams. For each user, the figure
shows the data-handling functions and the rate at which the communication link must
send data. Once we have selected the appropriate block diagram, we can frll in details
at higher design levels,

Receiv€d
Mision Data

5r2kbp€ ht:#":i

User Intertace

To Dala

Usr Int€rlacs

218 kbps
Realtime

To Data

User lnlerface

Fig. 15-11. An Example of a Block Diagram tor Data Handling. Composite data streams from
a spacecraft must often be separated and recombined for relay to different users.
The required communications link capacity may be seen explicitly. See text for
discussion.

The users' location and variety also determine whether the individual ground
stations or the central faciliry handles the data. Again, we must trade off the number,
bandwidth, and complexity of the required data links against costs for procuring and
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maintaining the handling equipment. For smaller ground systems, it is often best to
send data directly from the ground stations but in more complex systems, we usually
prefer to distribute data from the central facility.
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16.1 Computer System Specifrcation
Re quirements D efinition; Proc essing Archit ecture ;
Computer System Requirements ; Baseline Definition
Expansion; M ethods for Tolerartng Faults

16.2 Computer Resource Estimation
Defining Processing Tasks; Estimating Software Size
and Throughput ; Computer Sclection Guidelines ;
Integration and Test; Life-Cycle Support

16.3 FireSat Example
FireSat Attittde Control Processing; FireSat
Onboard Payload. Processing; Spacecraft and

E::,!::i, i; 
*'s s in g c o ns o ti d ari o n an d Effo rt

Mission-supporting computer systems include the computers onboard the space.
craft, as well as those on the ground, as illustrated in Fig. 16-1. on board the
spacecraft, computers have become an integral part of the overall system, as well as
being part of most spacecraft subsystems. Ground station computer systems are used
to stlp,port daily operations after launch, and may be derived from systems originally
used for developing and testing space-based elements. Thus, computer systems cross
traditional subsystem and organizational boundaries.

In previous chapters we have described the various spacecraft subsystems. Through
spacecraft evolution, most subsystems now contain elements of a computer system as
shown in Fig. 16-2. This means that the computer system resource estimation process
takes on a larger scope than in the past. In this chapter we discuss how ro generare
computer system resource estimates, refine the computer system requirements, esti-
mate the effort in terms of resources, and define the tasks associated with developing
computer systems onboard the spacecraft. Additionally, we will briefly examine the
requirements for ground-based computer systems throughout the life-cycle develop-
ment process.

As outlined in Table 16-1, we discuss the iterative process used to estimate
computer resources, based on mission requirements. we will accomplish this by first
discussing the computer system specifications and the task of creating a baseline
computer system from top level requirements. Figure 16-3 shows that the computer

&5
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Operations Development

Fig. 16-1. Mission Computer Systems. Notice that there are many interfaces and managing
their compatibility is critical to reducing cost and risk. Also, notice that the develop-
ment tools and environment required to build, integrate, and test the compuler

- hardware and software are included as part of the mission computer svstem.

lE = Computer System components

Fig. 16-2. Computer Systems Break Traditional Subsystem Boundaries. Today computer
systems are an integral part of nearly every subsystem on board the spacecraft. In
some cases, subsyslems do not use computers if they are not required to meet
mission requirements. However, in most cases, the task of defining computer system
requirements and associated costs takes on a larger scope than in the past.
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TABLE 16-1. Computer Systems Development Process.This iterative process defines top-
level requirements during a program's conceptthrough development phases.

system baseline includes hardware, software, and documentation. Next, we will eval-
uate the resources required to achieve the baseline system. This includes hardware and
software, as well as life-cycle support equipment. Finally, we will use the FireSat
example to clarify some of the key components and concepts of the estimation process.
Table 16-2 provides definitions for terms frequently used in estimating computer
system resource requirements.

In designing computer systems for space apptications, we want to optimize the
availability, capability, flexibility, and reliability of the system while minimizing cost
and risk. Our objective is to meet the system and mission requirements, whether the
resulting system is on the ground, il space, or distributed befween the two. As mission
objectives expand, we must blend complex hardware and software to meet them. An
increase in system complexity leads to an exponential increase in the associated test-
ing. We strive to keep the computer systems simple at the lowest level, while building
up the capabilities to meet the topJevel mission requirements

The primary design drivers used to measure our success in optimizing the computer
system design, are shown in Table 16-3. Mission requirements, shown on the left,
typically dicrate the system-level drivers, shown in the next column. These flow down
to the subsystems where we establish driving requirements for computation. Finally,
logistics support personnel set down the additional requirements which we feed back
against the computer and system-level drivers, helping to manage the overall design
process. We weight each of the design drivers based on mission objectives and con-
straints. Again, this iterative process requires multi-discipline participation and often
crosses traditional subsystem and organizational boundaries.

Process Step Where Discussed

Define Hequirements
- Evaluate Mission Objectives
- Perform Functional Partitioning

Chaps.  1 ,4 ,  Secs .  16 .1 .2 ,  16 .1 .3

Chap.4 ,  Sec .16 .1 .1

Allocate Top-Level Compqter Hequirements
- Evaluate Candidate Architectures
- Perform Functional Flow Analysis
- Evaluate Fault Protection
- Establish System Baseline

Sec. 16.1 .2
Sec. 16.1.2
Sec. 1 6.1 .5
Sec.  16 .1 .4

Define Computer System Requirements
, - Define Processing Tasks

- Establish Computer Size and Throughput Estimates
- Select Software Language
- Select Hardware Instruction Set Architecture
- Select Target Hardware and Supplier

Sec. 16.2.1
Sec. 16.2.2
Sec. 16.2.2
Sec. 16.2.3

Sec. 16.2.3

Define Development and Support Environment
- Establish Development and Control Process
- ldentify Required Support Tools
- Establish Test and Integration Approach
- Estimate Life-Cycle Costs

Secs. 16.2.2, 16.2.5
Secs. 16.2.4, 16.2.5

Sec. 16.2.4
Sec. 16.2.5

Document and lterate Sec.2 .1
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Hardware

. Requirements Specilication

. Design Documents

. Delailed Design Documents

. Interlace Control Documents
(lcDs)

Fig. 16-3, Hierarchy of Elements in a Computer System. Computer systems consist of hard-
ware, software, and their interfaoe definitions and documentation. Hardware and soft-
ware components are in a hierarchy, building to the final configuration item-either
hardware or sottware. Documentation also has a hierarchy, but it slarts with top-level
requirements and lead_s to increased implementation detail.
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TABLE 16-2. Definitions Associated with computer systems. often when discussing
computer system design and development we use terms which have a specific
meaning to those involved in the discipline.
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Embedded Systems

Real-Time Processing

Hard Heal-Time

Soft Real-Time

Operating System Software

Application Software

A built-in processor, providing real-time control as a component
of a larger system, often with no direct user interface.

Handling or processing information at the time evehts occur or
when the information is first created. Typically, embedded or
onboard processing is real{ime.

Requiring precise timing to achieve their results, where missing
the time boundary has severe consequences. Examples include
attitude control software and telemetry downlink. (For more
information see Stankovic and Ramamritham [1988].)

Requiring only that the tasks are performed in a tirnely manner,
the consequences of missing a time boundaryr are often
degraded, but continuous, performance. Examples include orbit
control software and general status or housekeeping.

Manages the computer's resources such as input/output
devices, memory, and scheduling of application sofiware.

Mission specitic software which does work required by the user
or the mission rather than in support of the computer.
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TABLE 16-3. Design Drivers for Computer Systems. These are factors that we evaluate
throughout the design process. When flowing down mission requirements, includ-
ing system level processing requirements, we must be careful to design hardware
and software with the "ilities" in the fourth column in mind.

16.1 Computer System Specification

Chapter 4 discusses how to determine system requirements and allocate them to
subsystems. Through that process, we identiff operational modes for.the spacecraft
bus and payload, allocate top-level requirements to the computer system (among other
spacecraft elements), and define the subsystem interfaces. Defrning requirements for
the computer system begins with these results. To arrive at a baseline computer
sysrem, we:

1. Allocate rnission and system requirements to computer systems, detailing the
computer system requirements

2. Define the computer system's operational modes and states, based on the com-
puter system requirements

3. Functionally partition and allocate the computational requirements to space or
ground, payload or spacecraft, individual subsystems, and to hardware or
software

4. Evaluate the internal and external interfaces (analyze data flow), while evaluat-
ing the candidate architectures iteratively

5. Select the baseline architecture

6. Form the baseline system specification from the architecture, modes and states,
and system level requirements

The first four steps typically occur before the System Requirements Review. We
usually complete steps 5 and 6 by the heliminary Design Review.

Mission
Requirements

System Level
Processing

Requirements
Computer Level
Requirements

Additional
Requirements

. Customer Needs
- Military
- Scientific
- Commercial

. Number of Satellites
- Single
- Multiple
- Constellation

. Number and
Location of
Ground Stations

. Level of Autonomy

. SecuriV
Requirements

.-Programmatic
lssues
- Cost
- Schedule
- Risk

. Functional Capabilities

. Processing Partitioning
- Payload vs.

Spacecraft
- Onboard vs.

Ground
. Physical

Characteristics
- Size
- Weight
- Power
- Temperature
- Radiation

. Command Protection /
Encryption .

. Throughput

. Memory

. Radiation Hardness

. Development Tools

. COTS Software
availability

. Emulator/
Engineering Model
availability

. TestabiliV

. Feasibility

. Usability

. Reliability

. Flexib-ility

. Maintainability

. InterchangeabillV

. ReplaceabiliV

real-time control as a component
no direct user intertace.

at the time events occur or
created.. Typically, embedded or

their results, where missing
consequences. Examples include
telemetry downlink. (For more

Ramamritham [1988].)

are performed in a timely manner,
a time boundary are often

. Examples include orbit
status or housekeeping.

s such as inpuVoutput
of application software.

does work required by the user
support of the computer.



650 Spacecraft Computer Systems 16.1 16.1 Cornputei

16.1.1 Requirements Definition

TABLE 16-4. An Approach to System Requirements Definition. General questions which we
ask in all aspecls of life can be directly applied to computer system requirements
derivation by evaluating the specific parameters listed below. (These quesrrons
are based on work by R. Holmes, S. Jaeobs, and R. Lane of TRW.)
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meet mission requirements and operal
architecture shows us the system's p
diagram. Architecture studiis for co
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Questions to Ask Parameters to Review
What must the system do? Evaluate and establish basic functional requirements.
Why must it be done? Establish traceability from functions to mission objectives. Be

sure to challenge the requirements and assess their validiW.
How can we achieve it and
what are the alternatives?

Evaluate candidate archilectures and understand the
implications of interfaces in the data flow diagrams.

What functions can we allocate
to parts of the system?

Perform functional partitioning to development block
diagrams.

Are all functions technically
feasible?

Determine if the value of stale-of-lhe-art technology outweighs
lhe risk. Look for data flow bottlenecks and reall6cate
functions to evenly distribute the data flow. Review baseline
block diagrams for potential holes.

ls the system testable? De_velop noninlrusive testing which will ensure that the system
will meet mission objectives. Are test points available outside
the system for easy "black-box" testing?
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mission concept of operation.
state diagram for a computer
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svstem must be on at all times.

65116.1 Computer System Specifi cation

we should consider having an off state to allow graceful degradation if the system were
to shut down for some reason. Other states relate to what the system must do and can
include related transitions. For a specific mission and mission requirements we might
have several substates in place of one state shown in Fig. 16-4. Or we might not have
a state shown in the figure if it's not applicable to our mission. For example, several
fail-safe conditions will be associated with the error contingency state shown. How-
ever, it will be implemented differently for each specific spacecraft based on mission
requirements and mission phase.

Fig. 16-4. Typical State Transition Diagram for an Onboard Computer System. The state
' diagram shows the valid states of.the system and the conditions needed to achieve

each state,

When developing the state diagram for a spacecraft computer system, we must keep
in mind implications for the ground system. Complex state transitions influence
ground station software that deals with the spacecraft's limitations and constraints.
Other organizations which define the spacecraft and the ground station need to help
diagram the states for the spacecraft computer system.'

F unc tio nal P artiti b n in g

Functional partitioning is a structured methodology which begins with decom-
posing requirements into their lowest functional component and ends in the creation
of multiple capdidate architectures. This method allows us to group similar functions
in subsystem definitions without unnecessary influence from raditional subsystem or
organizational boundaries. The processing for a spacecraft system is usually
partitioned between various processors in space and on the ground. This allocation of
processing or functional partitioning is performed,after the major processes have been
determined and estimates of the processing time lines, or at least the time dependen-
cies, are available.

The top-level considerations which determine where the processing will be
performed to meet the system perfornance requirements (both technical and program-
matic) are presented in Table 16-5.

16.1.2 Processing Architecture

An architecture is a framework for developing a computer system. We mold it to
meet mission requirements and operational needs, creating a baseline system. The
architecture shows us the system's parts and how they interact through a block
diagram. Architecture studies for computer systems must address the topJevel

functions to mission objectives. Be

bottlenecks and reallocate
the data flow. Review baseline

which will ensure that the system
. Are test points available outside
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TABLE 16.5. Functional partitioning Fequirr
We partition functions in a gener
point. We must partition function
each element of the system mair
increase in the complexity of any r

16.1 Computer I
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architecture, we can combine the po,
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TABLE 16-6. Centralized Architecture. I
,between processing units a
or hub.

)ts Occur.
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mbine into a hybrid to meet the missionrequlrements. Arong with a block diagram and brief desc.iption J""o a short rist of

TABLE 16-7. Ring Architecture (Distributr
way to arbitrate information flov

pROs
. 

I:iF ?,q1with a few, wetr_defined sysren
yl_.n 3tr interface direcily, and only, with ilcenlral comDuter.

. Highly reliable architecture where failures
along one interface will not affect the otherinterfaces.

pROs

. Wiring harnesse$ are smaller and can bedistributed throughout the spacecraft
slructure.

. Limited impact to central processor as weaoo new nodes.

Perform Processing in Space
. When processing delays would be

intolerable
. When needed to make downlink bandwidth

feasible (This case is treated for the FireSat
example in Sec. 16.3)

. When human interaction with processing is
necessary

. When the downlink bandwidth is satisfactorv

Perform Processing in Software
. When very high performance is needed
. 

Ihgn well-defined, inexpensive hardware
ror rne process is available

. When processing complexity exceeds that
availaDte in hardware

. When changes in processing need to be
made after hardware is acquired

. When expensive, custom hardware can be
replaced by software

. When there is considerable unuseo computer
capacity

Allocate Processing Between
Spacecraft Bus and payloads

Do Not Allocate processing Between
Spacecraft Bus and paytoads

. 
Y.l"n payload processing is distincily
different from spacecraft bus procesiing

. W.hen.payload performance accountability is
critical

. When payload processing is minimal

Allo_cate Processing Along
Organizational Lt:nes

. When there are geographical or other
impediments to effective inter-organizational
communication

. When there are standard subsystems and
accurate interface control documents which
are typically managed within a defined
organization

Do Not Allocate processing Along
Organizational Lines

. 
IhT the project is small enough that there
is a single organization with strdng top-Oown
authority

. When.subsystems are so complex that
specific disciplines and experienced
organization personnel are required.
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16.1 Computer System Specifi cation

positive and negative attributes have been listed in the tables. By using a hybrid system
arrhitecture, we can combine the positive attributes of several of the architectures
while eliminating or reducing the risk associated with the negative attributes.

TABLE 16€. Centralized Architecture. ACentralized Architecturehas point-to-point interfaces
rform Processing on Ground between processing units and a single management computer, or central node,

or hub.

TABLE 16-7. Ring Architecture (Distributed). The distibuted ring architecture establishes a
way to arbilrate information flow control as the data are passed in a circular pattern.

I
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escription ofeach, a short list of



654 Spacecraflt Computer Systems

TABLE 16-9. Bus Architecture (Distributed). A distributed architecture uses
processors to execute all software on an as_needed basis.

We next anatryze the flow of data
components. We want clean, simpk
down the flow if it calls for data to or
or used [Yourdon, 1989].

After partitioning functions, perf
and analyzing data flow, we can de
The system block diagram illustratr
types and numbers ofprocessors and
reasonable. It provides a point of d,
hardware, and interface requirements
the candidates, shown in tibte t6_6.

, I
I

Fig. 16-5. Questions Used in Selecting I
applied to the various architectul
ments, will lead us to an ootimi;
needs. Once each of these qu
selected a baseline architecture,

16.1

multiple "like"

16.1 Compute;

TABLE 16-8. Bus Architecture (Federated). A federated bus architectureuses a common oata
bus with all processors sharing the bus. This encourages the use of standard
protocols and communication schemes for all nodes.

pROs

. Data transmissions are deterministic which
reduces test and trouble shooting time while
increasing reliability.

The bus architecture can be a,,backplane" or
a coaxial cable. In a way this is a hybrid of
the centralized and distributed architectures.

Some bus systems use a command
response protocol with a single subsystem
in charge of communications.

(for example, MIL-STD-1 5538)

Some bus systems rely on traffic arbitration
mediated by the protocol itself.

(for example, TCp/lpl

CONs
.'All components must be developed with a

specific interface-physically as well as
electrically.

. Highly reliable system because multiple
processing units can be used to execute
software as needed.

All software is resident in the nonvolatile
memory. During various mission phases lhe
software components which are executing
may be ditferent than those executing during
other mission phases. This system
architecture provides a high level of
redundancy.

The central processors may be used to
perform "data processing" functions for the
sensor front-ends and/or the actuator back-
ends, as required.

{ slandard bus architecture and protocol
may be used as illustrated in the distributed
bus architecture.

CONs
. More complex testing is required because the

system can reconfigure ilself as software
modules are allocated to processing
resources.

PROs
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We next analyze the flow of data to determine how to manage interfaces between
components. we want clean, simple interfaces-a data path is inefficient and slows
down the flow if it calls for data to pass through a component without being examined
or used fYourdon, 1989].

After partitioning functions, performing trades, evaluating the data architectures,
and analyzing data flow, we can develop a block diagram for the computer system.
The system block diagran illustrates how we implement an architecture, showing
types and numbers ofprocessors and networks, including topology and protocol when
reasonable. It provides a point of departure for developing more detailed software,
hardware, and interface requirements. We select an architectural baseline frgm among
the candidates, shown in Table 16-6,by asking the questions listed in Fig. 16-5.

bus architecture uses a common data
is encourages the use of standard
nodes.

architecture uses multiple "like"
basis.

Select a Candldate
Architi:cture

,zz Doet
architectur

; th is \
) meet lhe
biectives?_

No

//t Does
architecture
\ clean inti

Ax*--<t''t,,,

- ,2 'Can'maintain tl
within this a
-': struc

Yes

:hitecture
rmplex?
cienP z

/ Yes

N.--
provide tor'yy2

Yes

;\wlmrn mrs'y)P
' Yes

;t---

e system\
chitectural
:ure?

Yes

Establish Baseline
Architecture

Fig. 16-5. Questions Used in Selecting the Architectural Baseline. These questions, when
applied to the various architectures we are trading for a specific set of mission require-
menls, will lead us to an optimized architecture which effectively meets our specific
needs. Once each of these quesiions has been successfully answered, we have
selected a baseline architecture.

architecture can be a "backplane" or
cable. In a way this is a hybrid of

and distributed architectures.

systems use a command
protocol with a single subsystem
of communications.

systems rely on tratfic arbitration
by the protocol itself.
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bus architecture and protocol
as illustrated in the distributed

CONs

testing is required because the
reconfigure itself as software
allocated to processing
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To clarify the hardware and software architecture issues, consider the example of apersonal computer. Figure 16-6 shows the general components in the hardware
architecture diagram. It contains a centrar frocessing unit (CpIJ), memory, and
input/output (uo) devices.. The m€mory storis executable program'code and data.
Random access memory (RAM) does not retain information wfien *e turn off the
computer. Programmabre read only memory GROM) provides nonvolatile storage
which retains information when not powered. In the simpiest for-, *" input only from
a keyboard and output only to a monitor. More compiex forms'may 

"'onn"., 
.nuny

input or output devices to the basic system.

L6.1.3 Computer System Requirer
Once we have identified the topJe

trans.itions, and a basic system archite

Memory
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issues, consider the example of a
components in the hardware

unit (CPA, memory, and
ble program code and data.

when we tum off the
M) provides nonvolatile storage

form, we input only from
forms may connect rrrany

shown here includes the var-
come from the keyboard or mouse
rice routine (lSR) or through a poll-

and uses the RAM as a "scratch pad"
of The Aerospace Corp.)

illustrates the different software
ic concept's for sizing computer'

the word processor will input i
might recognize that an input

each time a key is stroked.
poll the keyboard at a specified \
approach illustrates event diven

s oftw are architecture. When
we prioritize each event properly
"service" the event or interrupt.

the internal clock has enough
If the clock is set or reset by

ill continue to operate even with
wards when the. clock resets).

(-600 characters) per minute. We
a byte (8-bits) can represent all
600 characters per minute, we

at 4,800 bits per minute to

16.1 Computer System Specification

Let's assume the computer system must prepare the input data for display. Also
assume that each character received will require i0 instructions for processing and that
each full word received will require 100 more computer instructions. We determine
the computer's required processing rate by first multiplying the number of characters
per minute by the computer instructions required per character. Then, we compute the
product of the number of compuder instructions per word times the number of words
per minute. This example yields a processing rate of 16,000 instructions per minute,
or 267 instructions per second, to prepare the input data stream for display. Now
assume that each instruction requires five clock cycles to bring the data from memory
and one more clock cycle for execution. Thus, to keep up with the typist, the CPU must
provide at least 96,000 cycles per minute, or 1,600 cycles per second, requiiing a clock
rate of 1.6 kIlz. This example illustrates how we can estimate computer throughput
(instructions per second) and processor speed (cycles per second) requirements.

To store the input data and transfer the required 8-bit instructions to the CPU for
processing, the computer must transfer data from memory to the CPU at approxi-
mately 2,216 bits per second (80 bits per second for input data storage and 2,136 bits
per second for instruction fetch). We can size the memory by assuming the typist
works continuously for 24 hours at the top rate. The resulting data would require
6.9million bits of storage, plus 880 bits for the 110 instructions. The keyboard
operator's typing rate limits the memory size requirements. Understanding such
system bottlenecks is one key to defining requirements for computer systems.

16.1.3 Computer System Requirements

Once we have identified the top-level requirements, the state diagam with state
transitions, and a basic system architecture we must evaluate the impact of mission
requirements on the baseline computer system. This assessment begins the refinement
process for establishing detailed computer system requirements. lnformation regard-
ing the selected orbit, expected period of operation, and any high performance
requirements such as large field of view with continuous coverage or tight pointing
and mapping criteria will affect the fideliry of the hardware and software developed
for the specific mission.

Several mission parameters drive the hardware selection. For example, the orbit we
select will define the radiation environment. When we increase the required level of
fidelity or include a requirement for autonomous operations, we often require a more
capable computer system. Either of these conditions can develop if wb have to perform
rapid transitions between differing orbits, or travel to distant targets. These require-
ments may impact software development. More complex requirements lead to more
complex software implementation, which requires a more robust design and more test
cases to accomplish a desired level of preflight validation. lnadequate requirements
definition may cause cost and schedule risk for both hardware and software, as
modifications and last minute changes may be required.

When the mission is not as critical or multiple copies of a satellite will perform the
same tasks, we can select computer hardware for the mission based on less stringent
environmental testing. Often we can use commercial rather than space-qualified parts.
Additionally, as the possibility for achieying unknown states goes down, we may
reduce the software complexity and the level of preflight testing. As we increase the
expected mission life or mission criticality, we should specify the use of more robust
hardware, specifically space-qualified components and systems. We also increase the
risk that software will operate in a manner that was not predetermined, and thus we
should do more thorough preflight testing and system validation.
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when we impose high performance requiremerts on the spacecraft computer
systems we also increase the performance requirements of both the hardware and the
software. High-data rate payloads such as imaging devices or communication
subsystems impose the need for higher bandwidth data busses and often increase the
cPU performance requirements. when we require tight attitude knowledge and
control, we not only impose a requirement for increased accuracy on the sensors, we
also increase the computational complexity of the software, which in turn affects the
CPU performance requirements.

when we initially establish top-level mission requirements, we create a set of
baseline computer system requirements, state transition diagrams, data flow charts,
and system architectures. we can then perform trade-studies between the costs
associated with our mission requirements and the costs associated with the hardware
and software we selected to meet the mission requirements. Often when we iterate
between the two, compromising when we feel we can on either side, we can reduce the
overall mission costs.

16.1.4 Baseline Definition Expansion

If the initial analyses call for onboard processing, we should further partition
functions between hardware, software, and firmware. Firmware is the.softwaie which
resides permanently in nonvolatile memory. It reduces the susceptibility to upset, but
we cannot modify it after launch. Certain elements of the system are clearly hardware:
space-qualified computers and processors, the data bus, and so on. Software is for
processing algorithms, which may change tfuoughout the spacecraft's lifetime. Soft-
ware typically executes out of random access memory (RAM). However, because
RAM is susceptible to single-event upsets (sec. 8.1.4), firmware is often the answer
for critical processes such as initialization or contingency operations. Firmware often
executes out of read only memory (RoM) or programmable RoM (pRoM) where we
can write once or some small number of times.

We next evaluate the Instruction Set Architecture,ISA. This is the machine code
format used by a specific processor, such as the 80x86 family of processors, 68040,
RH3000, and MIL-STD-17504. The ISA defines the software developer's interface to
the processor at the lowest level. To evaluate hardware architectures. we examine
instruction sets, recognizing advantages and disadvantages of the two basic types:
general-purpose and custont 1SA. The former supports all funds of processing Uuiwittr
only moderate performance. The latter suppofis specific algoriflrms or classes of
functions very well but often supports varying applications pocirly.

We should avoid custom architectures whenever possible because they are risky to
develop, lack software support, and are hard to reprogram. General-purpose architec-
tures allow us to modify algorithms more easily, but they slow down processing
because they are not designed for a specifrc algorithm. In special casesf the fastei
speed of a custom ISA may drive us to select it despite the drawbacks.

In evaluatirig candidate software languages, we again have two basic options:
assembly language and higher-level language. Assembly language contains the basic
symbols and expressions used to program a specific computer, and the prograrnmer
must thoroughly know the computer being programm ed. Higher-level languages, slch
as C, C++, or Ada, also have symbols and expressions, but they provide more sophis-
ticated operations and add a level of abstraction. Assembly language software is more
efficient and compact than software written in a higher-level language, but it often
takes longer to generate. we prefer higher-level languages for maintenance, test-

Computer

ability, and life-cycle costs. Hower
custom machines, leaving assembly .
cross-compiler is one which residei <
creates executable code for the tarsel

16.1.5 Plethods for Tolerating Fau

TABLE 16-10. pros and Cons ofApproa
ing Faults. There are man
sarily better than the next. l-
against the pros and cons I
our mission. (For more info,

. Does not require additional or
special software to process the da:

. Duplicate testing is straightforwar<
stnce the back-up is identical.

Additional weight, power and cost.
Requires decision-making process t,
oetermine which to use.
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Redundancy Distributed Processing

PROs: Provides backup which is identical to
the original.
. Does not require additional or

special software to process the data.
. Duplicate testing is straightforward

since the back-uo is identical.

CONs: Additional weight, power and cost.
Requires decision-making process to
determine which to use.

PROs: Can reduce the system weight and
power it the number of systems is
optimized.
. Provides a means of maintaining

system performance until several
failures have occurred. Then the
system will operate in a degraded
mode.

CONs: Requires additional sottware to
implement distribution methodology.
Can be tricky to test and requires an
extensive number of test cases
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ability, and life-cycle costs. However, cross-compilers are often not available for
custom machines, leaving assembly language as the only method of programming. A
cross-compiler is one which resides on a standard host (such as SIIN, DEC, SGI) and
creates executable code for the target process (68040, 603e, and 1750A).

16.1..5 Methods for. Tolerating Faults

Computer systems occasionally fail during operation. Since we know that this can
happen, we can attempt to mitigate the risk by implementing a means of achieving
graceful degradation, or fall backs to maintain some functionality. The most common
are redundancy and distributed processing.

We use redundancy for flight.critical components to assure that required data are
always available to the system. We can implement redundancy in several ways:
duplicate equipment, back-up capability using a different but comparable approach,
perform the same tasks'on the spacecraft and on the ground, use a bus network which
allows for data to be sent to various applications or users, independently, or cross-strap
equipment to various potential users.

Distributed processing allows us to allocate software functions to any one of a
number of processors, depending on either mission phase, hardware availability, or
subsystem failure. Each approach has pros and cons as outlined in Table 16-10.

TABLE 16-10. Pros and Cons of Approaches for Providing Software Methods for Tolerat-
ing Faults. There are many methods for tolerating faults and no one is neces-
sarily better than the ne)d. However, when we evaluate our specific requirements
against the pros and cons listed here, one solution may be more appropriate for
our mission. (For more information on fault tolerance, see Magnus [1992j.)

Hardware or software errors, as well as environmental effects (see Chap. 8)
sometimes cause the computer to stop executing its intended program altogether or
perform instructions in an incorrect sequence. We can mitigate this problem by design-
ing special circuitry so that the computer restarts when it is hung in this condition. We
can command this circuitry from the ground, or the computer subsystem can activate
automatically. In this latter case, we call the circuitry a watchdog timer. T\e frmer
coUnts down from a gived predetermined time and will reset the computer when it
reaches zero. To prevent the reset during normal operations, the computer's operating
system includes a function to reset the timer to its maximum time on a regular basis.
The anomalous computer operation prevents this timer reset so the watchdog timer
restarts the computer. The decision to include a watchdog timer usually does not
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Scrub Memory to pr
Given:
. A single event upset (SEU) has occurn
. The affected memory word has 22 bits
. We know the SEU rate is 10-7 upsets I
. We-have a requirement that the probat

1 0_6 per day
. We assume a poisson distribution for tl
then let
l. = arrival rate of new bit errors in word =
and
Pn"*= probability of one or more new up
= P t + P z . - . + P z t

P n " *  = 1 -  p s -  1 -  
( i ' - r ) o  . e  - ^ . r  =  1 . 7- 0 !

Therefore:

), . T= Pr"*a 1g-$

depend on a subsystem trade-off because we have inadequate data on the rates of
occurrence of this failure mechanism. It is often standard'equipment on computers
designed and marketed for space operations.

other blocks. In this case, the hardware designer may provide tolerance of failures of
1 memory block by creating a physical-to-logical map of the blocks ar boor-up time.
If failures are detected during operations, the system can work around bad blocks of
memory. This is an example of a system architecture solution to a potential hardware
problem.

ondary location because the computer is not under software control until the start-up
program executes.
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Or:
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requirement changes, good traceabilit
on lower-level requirements and howl
we see its effects. In any case, traceabil
evaluate the design to inco4porate cha:
rng conceptual design, we can accurat,

16.2.1 Defining processing Tasks
We document the requirements for
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TABLE 16-1 1 . Example of Calculat inr



16.2

inadequate data on the rates of
tandard equipment on computers

problem in which the fault
The designer must determine
is adequate, as discussed in

t computer and the special cir-
computer on failure.

susceptible to failure, we can
" We design memory to consist

does not cause the failure of
provide tolerance offailures of
of the blocks at boot-up time.

can work around bad blocks of
solution to a potential hardware

programs stored in nonvolatile
-Up ROM in physically isolared

the computer can not run
The rationale for providing this

ofsuch a catastrophic failure
this case, we need a hardware

initiate the execution at the sec-
control until the start-up

is an example of hardware that
It is particularly important in the
ingle bit enor in a word when it

will correct it. If a long time
in the same word may be upset.
executes a program known as a

word, it "scrubs" all the sinsle
engiaeer is the time between
in words are likely to occur.

too much of the CPUs
b time based on the anticipated
a second, uncorrectable, upset
calculation.

tion

system requirements and
add detail,to the baseline. With

specify the needed processing
estimate software size and
on which it will execute.

irements are complete. We must
ments, which come from

top-level requirements, oper-

TABLE 16-1 1. Example of Calculating the Time, 4 to Perform EDAC Memory Scrub.

Scrub Memory to Prevent Second Single Event Upset
Given:
. A single event upset (SEU) has occurred
. The atfected memory word has 22 bits (16 data bits plus 6 check bits)
. We know the SEU rate is 10-7 upsets per "bil day''
. We have a requirement that the probability of an uncorrectable second update is less than

10_€ per day
. We assume a Poisson distribution for the bit errois
then let
L = arrival rate of new bit errors in word = 21 x1c-7 upsets/day
and
Pn",u = probability of one or more new 0psets in word

=  P r  +  P z " ' +  P z ' r

, "  - .0
P n e *  = 1 - P o = 1 - \ ^ - t .  I  . t - A ' T  = 7 . 7

Therefore: 

, .  
,d*, =O.Sdays

)' '  T= Pnew< 1F Or: 21'1.0- '
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ational concepts, or launch-vehicle interfaces. We must also trace the flow of
requirements to the components to reduce "gold-plating." Whenever a top-level
requirement changes, good traceability allows us to examine the effect of this change
on lower-level requirements and how we meet them. Often, we rethink a change when
we see its effects. In any case, uaceability allows us to identify all areas where we must
evaluate the design to incorporate changes. If we flow the requirements properly dur-
ing conceptual design, we can accurately mn tests at each level during development.

16.2.1 Defining Processing Tasks

We document tle requirements for processing tasks and system interfaces in Soft-
ware Requirements Specifications and Interface Requirements Specifications. While
establishing requirements for the spacecraft, we define processing tasks by classifying
what the spacecraft must do. Software for onboard processing falls into four principal
classes.

Control system software, such-as attitude or orbit determination and control,
requires an input stimulus and responds by changing the state of the system. This
software is often mathematically intensive-requiring high accuracy and strict
timeliness.

System nxanagement software includes such items as fault detection and
correction, long duration event schedulers (such as reconfiguring the power
system during eclipses), and payload system management. Software in this class
manages control flow and is therefore logic intensive: Simple instruction sets are
sufficient for this class because it requires few floating.point computations.

Mission-data software manipulates and cornpacts large quantities of data as they
are collected. This function often demands special computer architectures, such
as signal processors, as well as large storage capacity for collected data.
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Operating system software directly manages computer resources and controls
their allocation to spacecraft and mission tasks. This includes basic executive
functions such as scheduling tasks for execution, time management, intemrpt
handlers, input/output device'handlers and managing other peripheral driveri,
carrying out diagnostics and built-in tests, and memory fault management. All
computer systems must manage these processes. We often consider software for
the operating system as overhead to application software.

After examining what the computer system must do, we can assess the nature of its

16.2.2 Estimating Software Size and Throughput

we measure software size by words of memory, and processing time by through-
prd, usually expressed in thousands or millions of instructions per second (Klpjor
MIPS, respectively). we estimate the size and throughput of onboard software for

-Processor throughput is a function of the instruction set and the clock speed. With
only one instruction, a computer's throughput is proportional to clock sp""a. If it hat
two instructions, one (A) requiring two clock cycles and the other (B) requiring seven
cycles, the computer's throughput also depends on the instruction mix. The instruction
mix is the proportion in which the software uses the instructions. For example, if the
!9ft*gle is 60vo type A instrucrions and 40vo type B, the rhroughput available with a
10 MHz clock is (10/[(0.6 x 2) + (0.4 * 7)]) = 2.5 MIPS. If thi mix is reversed. the
throughput available is 2.0 MIPS.

when we select a benchmark it is important that we use one that has a similar
instruction mix to the one we expect in our operational flight software. For example,
if our flight software will be mathematically intensive wi could use Khornerst6ne,
Linpack, or whetstone. However, if our flight software focuses on integer math, the
Dhrystone benchrnark is a good match.

system Requiren'tents Review is the milestone when we formally identify computer
resource requirements. A good rule of thumb is to set the amount oi compurer memory
and throughput at the System Requirements Review at four times the esiimate of what
is needed for software size and throughput. Empirically, initial software size and
throughput estimates double from this review to launch because early requirements are
uncertain, and changes in software are easier to make than changes in haidware during
Iate stages of spacecraft development. we also want spare memory and throughput a-t
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TABLE 16'12. Benchmark Programs Used to Evaluate Computer Performance. Listed
below is a set of benchmarks and their strength in measuring the performance of
a computer system [Beckert, 1993]. We use these benchmarks to evaluate the
applicability of a specific computer to meet a specific software or mission objec-
tive [Santoni, 1997].

Benchmark Measures

Dhrystone A test designed primarily to measure a CPU's integer performance. An
outcome of the Dhrystone test is the MIPS rating.

Khomerstone A suite of 21 test5 developed in 1987 by SRSMorkstation Laboratories to
measure the overall performance of a computer's CPU, floating-point
capabilities, and disk l/O.

Linpack This test measures a CPU's floating-point performance. lts results are
reported in mflops (millions of floating point operations per second).

MIPS Millions of instructions per second. Refers to a CPU'S ability to process integer
operations. A Digital Equipment Corp. VAX 11rl8G-with its rating of one
MIPS-is ofien used as a standard.

Whetstone This test, written in Fortran and developed in the late 1960s at the National
Physical Laboratory in Whetstone, England, measures floating-point
performance. An optimized compiler can improve Whetstone performance,
thus making the test somewhat misleading.

-.launch 
to correct anomalies or to increase pedormance after system calibration. Thus,

we need to establish reserve capacity when initially defining requirements. A reason-
able value for postJaunch reserve is 1007o spare (equivalent to 50Vo of machine
capacity).

We should not attempt to use all of the available memory or throughput. Asyn-
chronous processing, such as intemrpt handlers, inhoduces a level of uncertainty in
throughput. Costs also rise dramatically as we shoe-horn the software into existing
memory [Boehm, 198 1]. As a rule of thumb, we should use 70Vo or less of available
throughput.

After System Requirements Review, we continuously update estimates for soft,
warc size and throughput as requirements solidify. We plot them as reaction curyes to
ensure we can detect whether the software is growing too much. Figure 16-7 shows a
typical reaction curve for software development, measured as a percentage of
maximum use. As long as the estimates fall below the curve, no extraordinary action
is required. When they exceed it, we must pare down the requirements, relax the
restriction on reserve capacity, or increasethe resources available.

Estimating Resource Needs for Application Software

Table 16-13 lists general categories of application software and estimates for size
and throughput. It contains rypical sizes and throughputs for several types ofapplica-
tion software and is useful during conceptual design. Sizes for initial estimates are in
words of m€mory, which are less sensitive to language choice. However, costing
models typically use source lines of code (SLOC). Table 16-14 shows typical expan-
sion ratios from words of memory to SLOC for various languages. Each of .the
functions in Table 16-13 is discussed below in terms meant to allow sizing by similar-
iry for satellite applications as discussed shortly in Table 16-16.
' 

Communications software includes processing external commands and collecting
internal dhta for transmission to an external source. The information in Table 16-13

computer resources and controls
This includes basic executive
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TABLE 16-13. Size and Throughput Er
values are based on 16_b
and assume that software
17504 is a general_purpr
estimale for other general
ity, we should hold consta
in the table. Increased cor

Function Goc

Communications
Command Processing
Telemetry Processing

1 . (
1 . (

n t

0.€

0.2
2 .0

Aftitude Sensor processing

Rate Gyro
Sun Sensor
Earth Sensor
Magnetometer
Star Tracker

Attitude Determination & Controt
Kinematic Integration
Error Determination
Precession Control
Magnetic Control
Thruster Control
Reaction Wheel Control
CMG Control
Ephemeris Propagation
Comptex epnemeiis I
Orbit Propagation I

2.0
1 .0
3.3
1 . 0
0.6
1 . 0

2.0

13 .0
Autonomy

Simple Autonomy
Complex Autonomy

2.O
15.0

Fault Detection
Monitors
Fauit Correction

4.0
2.0

1 .2
0.8
8.0

Other Functions
Power Management
Thermal Control
Kalman Filter

Example of Typical Data

SRR SDR SSR PDR CDR TRR Launch

Development Timeline

stations. Systems will require complex processing iing if they need extensive management
of onboard autonomy.

Fig. 16-7. Reaction Curve for Using Computer Resources, Reaction curves mitigate risk.
They discipline our management of onboard computer resources. Whenever an esti-
mate exceeds the reaction curye, we correcl the situation.

assumes a modest number of ground commands (-100) and collection of data for
telemetry to the ground. It does not include inter-processor commanding, but we can
allow for this commanding by similarity of function.

Attitude-sensor software handles data from various sensors, compensates for sensor
misalignments and biases, and transforms data from sensor to iniernal coordinates.

The Attitude Determination and Control category covers various control methods.

three-axis-stabilized control system using thrusters. Table 16-13 also lists control
algorithms using reaction wheels, control moment gyros, and magnetic torquers. Also
in this category are object ephemerides, which we can maintain using cmde table
look-ups and curve fits, or very complex algorithms. The orbit propagaior integrates
the spacecraft's position and velocity information.

Table 16-13 covers two levels of autonomy. simple autonomy is for a simple
system which requires little onboard support when not in contact with the ground

Fault detection is closely tied with autonomy. Monitors exist to identify failures or
adverse conditions in onboard equipment. size and throughput vary widely depending
on the system. Processing for corrective actions usually dependl on ta-bles-of prel
stored procedures and, therefore, requires considerable data.

- Notation here is both standardized and awkw;
example, a frequency of 5,000 Hz = 5 kHz. Ar
1,024. Thus, 2 K words of memory = 2,e4g wor

' 
Power management and thermal con

onboard computers. Through power r
charge and discharge and monitors the
monitoring and controlling temperatures
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TABLE 16-1 3. Size and Throughput Estimates for Common Onboard Applications. These
values are based on 16-bit words and a 1750A-class Instructibn Set Architecture
and assume that software is developed in a higher-order language. Because the
17504 is a general-purpose processor, these numbers represent a good first
estimate for other general-purpose lSAs. When estimating throughput by similar-
ity, we should hold constantthe ratio of throughput to execution trequency given
in the table. Increased complexity will increase required size and throughput.

'Notation here is both standardized and awkwad. A lower case "K is the metric prefx for 1,000; for
exampte, a frequency of 5,000 Hz = 5 kHz. An upper case'K in counting memory is used for 210 =
1,024.Thus,2KWordsofmemory=2,048words=2,048x16bi ls=32,76gbi ts=32Kbi ts .

Power management and thermal control are support functions that often reside in
onboard computers. Through power management, the computer controls banery
charge and discharge and monitors the power bus. Active thermal control.involves
monitoring and controlling temperahres throughout the spacecraft
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Function

Size (Kwords) Typical
Throughput

(KtPS)

Typical Execution
Frequency

(Hz)Code Data

Communications
Command Processing
Telemetry Processing

1 .0
1 .0

4.0
2.5

7.0
3.0

10.0
.  10 .0

Attitud e Se nso r P rocessi ng
Rate Gyro
Sun Sensor
Earth Sensor
Magnetometer
Star Tracker

0.8
0.5
1 .5
0.2
2.0

0.5
0.1
0.8
0.1

15.0

o n

1 . 0
12.0
1 . 0
2.0

10.0
1 . 0

10.0
2.0
0.01

Attitude Determination & Control
Kinematic Integration
Error Determination
Precession Control
Magnetic Control
Thruster Control
Reaction Wheel Control
CMG Control
Ephemeris Propagation
Complex Ephemeris
Orbit Propagation

2.0
1 .0
3.3
1 .0
0.6
1 .0
1 .5
2.0
3.5

13.0

o.2
0.1
1 .5
o.2
o.4
0.3
0.3
0.3
2.5
4.0

I t  n

12.0
30.0
1 . 0
1 .2
5.0

15.0
2.0
4.0

20.0

10:0
10.0
10.0
2.0
2.0
2.0

10.0
1 .0
0.5
1 .0

Autonomy
Simple Autonomy
Complex Autonomy

2.0
15.0

1 .0
10.0

1 .0
20.0

1 . 0
10.0

Faul::t Detection
Monitors
Fault Correction

4.0
2.0

1 .0
10.0

15.0
5.0

5.0
5.0

Other Functions
Power Management
Thermal Control
Kalman Filter

1 .2
0.8
8.0

0.5
1 .5
1 .0

5.0
3.0

80.0

1 . 0
0.1
0.01
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Language
Assembly Instructions

per SLOC
Bytes per SLOC

for 32-bit Processor
Fortran
c
Pascal

Jovial

Ada

6

6

4

JO

42
oo

24

30

,Computer
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exceptions or errors; and interact or
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device handler or deyice drivei soft
processor and any peripheral devices
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I7504' ISA. Hardware specihcations

Built-in re.rr software provides initi
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identifies faults or failures but also
enough to recover from some of thet
write the software as firmware. The c
we would have to decide whether we n
and cost overhead.

For preliminary mission design,
approach given in Table 16-16 to estin
ware in an onboard computer, as wl
estimation, is also discussed in Tab
Sec. 16.3, the FireSat example. For all

16.2.3 Computer Selection Guidelin
Once the initial software size estimr

identifying the hardware resources reo
meets all of our basic needs. as well
sufport environment. Each computer c
(operating system or kernel and-built-ir

Representative space computers ar
space computers should be purchase<
nonrecurring development costs, and ir
opposite extremes. Large aerospace ct
design and test a computer for i specir
other hand, may make the same choicr
meets an educational objective and bec
Such an institution should verify the or
environment, particularly a logic analy:

The first performance criterion we c
With Reduced Insrruction Set Computt
to 1.5 instructions times the clock Cycl
selected must meet the resource estin
functions required to meet the missi
computational rate is the address space a
two values: a one or azero, Therefore. l

16.2

Estimating Resource Needs for Operating_System F unctions

/are, we can use the numbers in Table 16-15
may require each component to do more or
Lumbers flexibly. (For more information on
[1988] or Silberscharz and Galvin ttg97l)
ating systems are available and may be usia
this may add substantial memory require_
required unnecessarily .The executive is the
cation software and other operating_system
lpt services, schedules and manages tasks
iources and memory, corrects single_event
I dynamically allocates memory ind fault

TABLE 16-15. size and rhroughput Estimates for Typicar onboard operating systemsoftware. The varues berow are based on 16-bit words and a 175OA-crass rsA.Because the,'1 7504. is a.general-purpose processor, these numbers represent agood first estimate. fo.r other generar-purpose rsAs. bp"i"t,"iditem overheadincreases with added task scheduring and increasing messafe iraffic.

Function

Size (Kwords) Throughput
(KIPS) CommentsCode Data

Executive 3.5 2.0 0.3 n n is the number of tasks scheduled
per second.
Typical: n = 2O0

Run-Time Kernel 8.0 4.0 see
comments

Throughput is included in functions
which use the features

l/O Device
Handlers

2.0 0.7 0.05 m m is the number of data woros
handled per second

Built-ln Test and
Diagnostics

o.7 0.4 u.5 Throughput estimated assumino
0.1  Hz

Math Utilities 1 . 2 see
comments

Throughput is included in estimate
of application throughput
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Run-time kernel software normally supports higher-order languages. For example,
it may represent, store, optimize, and. pack data; drive input or output; handle
exceptions or errors; and interact or interface with other progmms, other devices, or
even other mixed-language pro$ams. The UO handler conttols data movement to and
from the proiessor, as well as packing data for any specific interface. Likewise, the
device handler or device driver software manages interfaces and data between the
processor and any peripheral devices.
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components of application software in a single processor might access a set of math-
ematical operations called math utilities. Their size and complexity vary directly with
the application and its mathematical requirements. If the processor provides such
utilities, they are referred to as built-in functions, as is the case in the MIL-STD-
1750A ISA. Hardware specifications define these available functions.

Buih-in test software provides initial, periodic, or continuous testing for computer
elements under the control of software or fimware. Diagnostic software not onlv
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identifres faults or failures but also isolates them. We can make it sophisticated
enough to recover from some of them. For built-in testing and diagnostics, we can
write the software as firmware. The computer vendor may even supply them. If not,
we would have to decide whether we need this added reliability, despite the processing
and cost overhead.

For preliminary mission design, we recommend the estimation-by-similarity
approach given in Table 16-16 to estimate the size and throughput for embedded soft-
ware in an onboard computer, as well as its size. Another approach, bottoms-up
estimation. is also discussed in Table 16-16. Both methods are demonstrated in
Sec.. i6.3, the FireSat example. For alternative approaches, see Rullo [1980].

L6.2.3 Computer Selection Guidelines

Once the initial software size estimation process has been completed, we can begin
identifying the hardware resources required. We must find a computer system which
meets all of our basic needs, as well as the spare allocation, and has the required
sutriport environment. Each computer considered must have suitable system software
(operating system or kernel and built-in functions such as mathematics).

Representative space computers are shown in Table 16-17. Ir almost all cases
space computers should be purchased rather than developed to avoid paying the

rt
Comments

nonrecumng development costs, and incumng schedule risks. The exceptions are on
opposite extremes. Large aerospace coqporations have all the resources required to
design and test a cdmnrrter for a snecial annlicetion Educatinnel insfinrtions on fhe

n is lhe number ol tasks scheduled
per second.
Typical: n =2QO

other hand, may make the same choice, not to save money, but because the process
meets an educational objective and because reliability requirements are not stringent.
Such an institntion should verifv the onsife availahilirv of the herdware develonment

Throughput is included in functions
which use the features

environment, particularly a logic analyzer with the required pods.
The first performance criterion we can evaluate is the computation rate in MIPS.

With Reduced Instruction Set Computer (RISC) this throughput rating is equivalent
to 1.5 instructions tirnes the clock cycle, lypically expressed in MHz. The processor
selected must meet the resource estimation we calculated based on the soffware
functions required to meet the mission objeqtives. Nearly as important as the
computational rate is the address space available. Each hardware address line can have
two values: a one or azero. Therefore- N address lines orovide 2N distinct addresses.

m is the number of data words
handled per second

Throughput estimated assuming
0.1 Hz

Throughput is included in estimate
of application throughput

&
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TABLE 16-17.

Computer

Commercial ly Avai labk
developed for use in a va

suppt ier
and

Computer ISA

vYord
Length
(bits)

(RAM +
EEPROM)

Honeywell
GVSC

1 750A l o 16  MB '

noneywetl
RH32

R 3000 + g o

Honeywell
RHPPC

603E J1 4 G B

L.M
9 V J U

1750A 1 6 1 6  M B '

L-M
RAD 3OOO

Ft 3000 32 16  MB

L-M
RAD 6000

RS 6000 1 6  G B

TRW RS-3000 1 6  M B

SWFI
SC.24

80c1 86 t o 768 KB

SWRI
JU-5

80c386 320 KB

SWFiI
sc-7

T1320C30 640 KW

5 W H I
sc-17504

17504 t o 512  KB

S W H l
sc-9

Frs 6000 JZ 128  MB

b W H I

MOPS
R 6000 32 128 tVlB

Sanders
STAR-RH

R 3000 32 4 M B

SDAIS ISE 603E o z 2.GB
Acer Sertek 801 86 1 6 512 KB

Address Space L-M; Lockhee
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TABLE 16-16' Software Estimation Process. The estimation-by-simitarity technique usesexisting, well characterized functions and their reldtnn"n'p io iunctions underdeveropmert ro estimale processor memory ano tnroutnfit nleos for the newfunctions. The bottoms-up estimation process forces the estimator to break thefuncrions into the smailest components, which are then evaruated based onexpeflence.
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Spaceborne Computef (GVSC) was de
17504, which defines one word as 16 t
was achieved by built-in paging hardwa
Force developed it especially for spacr
as well.

If possible each candidate computer
lent, should be bench-marked aeainst
because of time and lack of avaiilbilitv
ment or software benchmarks, the con
rnstructions of each candidate and matr
computational requirements. For exau
attitude determination and control fun
transcendental function computations. l
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each of the basic elements. P_" -q!ty need lo perform this step for thosetuncttons which are time critical. 

'Execution
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.slecnrc requirem^ents, complexity, and general
rmptementation. Some ruleb of thumb are:
. 

I?5% increase in complexity implies a 25%rncrease in code
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ll!!9tno.yn funcrion is in assembty code,fncrease the code sizeby zsyo for i highel orderranguage.
. lf the known lunction is in a higher orderlangua.ge, decrease the code iize by 2O"/" lorassembly code.

Bottoms-Up-Ftequires knowledqe of oeneralerements ot each function and how to iirplementthe capability.

5. Estimate throughput requirements based on:
A. Similarity: Find a function from Table l6_13wtrn stmttar processing characteristics and

Jll::g:Btl'*utd 
be expressed as instruoions
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clevelopment cycle and-Fig. 16_7. "TSJif oT#Sil""requiremenls are i mportant and
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TABLE 16-17. commercially Availabte Space computers. These computers have been
developed for use in a variety of general purpose space applications.

I  a n d  I  l L e n q t h l  ( R A M +  l m a n c e l R a d i a t i o n l C o n n e c h l  I
l compu te r l  t sn  l p i t l l lE i : pnoM) l l u res ) lHa rdness l  i v i t y  I  He r i t age  I

Notes

' Address Soace L-M: Lockheed Martin SWRI: Southwest Research Institute

For example, a computer with 16 bit words would generally have a 64K word
address space and a3zbitword computer could address a 4 Gigaword address space.
However, this may require a more in-depth examination. The Generic VHSIC
Spaceborne Comfuter (GVSC) was developed by the Air Force from the MIL-STD
1750A, which defines one word as 16 bits, but it has an 8 Mword address spac'e. This
was achieved by builrin paging hardware. The GVSC is a special case because the Air
Force developed it especially for space applications. We may find other exceptions
as well.

'If possible each candidate computer, or its engineering development unit equiva-
Ient, should be bench-marked against the relevant applications. This is rarely done
because of time and lack of availability of the hardware. In the absence of real equip-
ment or software benchmarks, the computer analyst should exanrine the individual
instructions of each candidate and match them against the qualitative aspects of the
computational requirements. For example, the processor we select to support the
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If the processor is to perform commutation or multiplexing at the bit level, the CpU
should have instructions that support such processes.

On the other hand, the processor we select for control and data handling will need
to support bulk moves of data. Thus it would be desirable if it had a Dirit Memory
Access (DMA) command or a block move command. DMA is very valuable for data
handling processors with extensive vo so that the range of data to be moved can be
specified and letting the DMA hardware relieve the cpu of moving each word.

If we determine that several computers can meet the performancJneeds we outlined
in the software resource estimation process, a computer's heritage can be a major
selection criterion. we often select a computer previously used ii space by NASA,
ESA, the DoD, or a m.ajor commerciar space venture. Iiy starting with cbmputers
which have prior use in space, the major development, qualifici'tion testing, and
documentation risks and costs will have been bornsby the piior programs. However,
while older space computers are often highly reliable, they are typicilty more expen_
sive and less capable.

16.2.4 Integration and Test
As Fig. 16-8 shows, testing usually begins at the lowest level and builds incremen-

tally. By building our test scenarios from the bottom upj we can reduce the complexity
and thus the risk. Testing must be rigorous at all stages from the unit level to the iystem
level (Kaner et al. [1993]). Software and hardware testing follow the same gineral
path, with the subsystem resulting when we integrate the hardware and software. At
this level, we test the entire computer system. Finally, we test the whole spacecraft,
with computer systems becoming components of ihe subsystem as described in
Chap. 12. Unfortunately, we cannot determine whether we have calibrated the
computer equipmenf properly until it is in orbit. once operational, the system needs
general testing to ensure it continues to perform as required. Just as acceptance test
procedu-res or inspections check systems for damage on delivery, retesting on-orbit
checks for damage during launch. This testing is often referred to as on-orbit check-
out and calibratiort.

. In general, integration and test pulls disciplines and subsystems into a configuration
that meets top-level, system requirements. In this sense, as bhap. tz suggests,lntegra-
tion and test is much the same as systems engineering. Testing includls all activities
that increase confidence in the system's performanc". It 

"nsurJs 
that we have met re_

quirements and that anything,happening beyond these requirements does no harm to
tfg^system, while preserving specified functions. Testing for these..extras,,is the most
difficult because we do not always know what we are tooting for. Testing, especially
for the software-intensive computer resources associated with"space systems, rs a com-
plex undeftaking. It can consume up to half of the developmerft cost;nd a significant
percentage of support costs over the life-cycle.

16.2.5 Life-Cycle Support
Many issues associated with the develo

long-term life-cycle costs. For example,
concepts during requirements definition but
ment experience to do so. Because we oftt
computer system before a complete design j
many aspects of software and hardware development, testing, and integration. Soft-
ware-based tools and standards such as MIL-srD-4gg, IEEdand sAE Specification
Guide, and ANSI standards help us structue our methods and give us more manage-
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Fig. 1 &8. Levels of Testing. Testing builds incrementally as. the product develops from compo-
nent to system. lt begins at the lowest level building up into system and mission re-
quirements verification as the elements are integrated.

ment and technical controls. Thd Software Engineering Institute (SEI) has established
a rating system for the software development process. Companies can apply to SEI for
increasing levels of performance ratings [Humphrey, 1995], Also, the International
Standards Organization has established a process-based rating known as ISO 9000.

In addition to the development process, long-term issues such as life-cycle costs
require attention during conceptual design. The complete life-cycle costs include
conceptual design, detailed design, implementation, system integration, test, and
on orbit maintenance-plus the tools associated with each phase. There are many soft-
ware development life-cycle models which we can use. However, these continually
evolve to reflect the current state of the software development environment. Accord-
ing to Anderson and Dorfman [199i], "As the software development process evolves,
so will these models to reflect new types of applications, tools, and design paradigms."
Oirr experience has been that development support software will require 8 to 10 times
as many lines of code as the flight software. We can use this to estinate the cost of the
development software as discussed in Sec. 20.3.2. The cost es :mate we generate using
this method can be applied to either the development of support software or to procure
COTS tools as discussed below. Table 16-18 summarizes the various life-cycle issues
which we must address during the early phases of program development.

Building an operational system depends on the development philosophy and
environment we select. Procuring commercial off-the-shelf (COTS) hardware and
software is the easiest way we can build a capability. However, off-the-shelf items
often don't meet our needs exactly. Thus, Iile must tailor the COTS products or adjust
the need to match what is available. The break-even point is different for each program
depending on the number and rypes of requirements, personal skills, our knowledge of
the product, and whether the COTS products are maintainable and of high quality. If
we opt for custom development, we must also consider the development and test tools
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TABLE 16-18. summary of Li le-cycle cost lssues. Through the use of development and
protocol standards, auto-code generation, andie-use of common software and
hardware modules, as well as increasingly capable development tools we create
a means of .conkolling and streamlining the costs associated with computer
system development. (For additional information, see Boehm t19B4l.)

we will need to create the operational unit. we may need special hardware, software,
or integrated systems. For single-unit or unique sysiems, developing support tools can
cost as much as developing the operational units. we must evaluateihesl support tools
oylnq conceptual design, and include their cost in the overall development cost. As
with the cost of other.developmental tools, we may be able to amortize ih"r. .ort, ou".
multiple products or projects.

When developing embedded flight software we must first determine if we want it
in assembly language or a higher order language. If we have selected a higher order
language, we must decide which tools to use. Depending on the target processor ISA
and the language selected, we must evaluate th-e availauility and-quality of cross-
compilers, linkers, assemblers, and the host processoru on *hi.h they reside. A host
machine is the compgter.where the development activity is to take piace.The target
machine is the embedded microprocessor or ground-baied computer where the code
will perform throughout its lifetime. A cross-itnpiler executes on th" hort, compiling
software for the target processor. For both asiembly language and higher ordei
languages, the loaders and debuggers alrow us to store softw;e ii the target processor
and evaluate its performance based on either symbolic or physical information.
Sometimes the host computer and the target computer have the same ISA. in this case
the compiler is not the issue but library and othei functions' availability on the target
should be explored.

16.3 F

The FireSat example can help r
computer resources. We show two ex
craft attitude control capability, the c

16.3.1 FireSat Attitude Control Pr
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the throughput numbers in Table .
frequency for the attitude control
frequency for each application funct
executed at4Hz by using 4Hzll}H
based on a 10-Hz execution rate. f
throughput requirements by function.
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software in the attitude determinatio
software is in Ada; thus we will need
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and management. The number of sch,
of application functions and their ex
tasks per second. Because of the four
the data bus, we will need five data h
must'handle, first determine how n
transmit. Then add external command
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estimate are the built-in test and assc
throughput for each operating-system
the assurrptions above.

We have estimated memory and th
computer must support for attitude

Standards Automation and Re-Use Development Tools

Example

. DoD-STD-2167

.  IEEE

. ANSI

. SAE

.  tso

. MIL-Specification

. Skuctured Development

. Object Oriented
Development

. Commercial Off-the
Shelf (COTS) Software

. Computer Aided
Software Engineering
(cASE)

. Automated Code
Generation

. Compiler, Assembler, and
Linker

. Cross Compiler

. Loader and Debugger

. Code Analyzers and
Optimizers

. Test Case Generator

. Code Management
Software

. Simulators and Emulators

Benefits

. Adds structure to
development activities

. Standardizes
docurnentation between
and among programs

. Reduces development
time which implies lower
costs

. Allows for more generic
software to be develooed
and then compiled specifi-
cally for target hardware

. Aids in configuration
management

. Simulation and emulation
increase efficiency and
effectiveness of testing

Notes

. Tailoring is critical

. Must balance required
amount of documenta-
tion with associated
costs

. Need documentation
which accurately reflects
the implementation

. MUST continue to testat
the same level for all
sources of software

. Be sure that a
development environment
is available for the
hardware selected for the
project
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FireSat Example

16.3 FireSat Example

The FireSat example can help us better understand the process of estimating
computer resources. We show two examples of software estimation: one for the space-
a-^& ^++ i r ,J^

Re-Use Development Tools

163.1 FireSat Attitude Control Processing
To begin the estimation process, we need a list of allocated computer system

capabilities. For this attitude control example, we assume that the spacecraft is a three-
axis-stabilized vehicle using an Earth sensor, a Sun sensor, and rate gyros-for sensing
vehicle attitude and attitude rates. Reaction-conhol thrusters genemte the control
torques. Further, we assume that the highest frequency the system pgrforms any
function is 4Hz (every 0.25 sec).

From this information we can decide what the system must do. For example, it must
process data from the Earth sensors, Sun sensors, and rate gyros. To process the data
and determine the current attitude, we need to perforrn kinematic integration, or some-
thing equally complex. To maintain the. desired anitude, we need functions for
determining attitude error and for thruster control. A function to estimate ephemeris
allows us to keep tack of orbital position. If the ground station regularly updates the
ephemeris, we need only a simple function to propagate it. Remember to identify all
assumptions whenever you estimate; this last assumption allocates functionaliry to a
supporting ground station.

We can now estimate the memory and throughput requirements for the application
functions. Assuming a 1750A-class host processor, apply the inforrnation in
Table 16-13 directly to estimate memory for code and data. When using the table, if
your particular function is estimated to be much larger or smaller than what is typical,
adjust the numbers accordingly. Estimating throughput requires more effort. To use
tha fhrnrrchnrr l  nrrmlrprc in Tohlp |  6- I  ? f i rcf  acfohl ich tha avpnrrf i

'the
>ttware

renng
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frequency for the attitude control computations. Table 16-19 lists the assumed
frequency for each application function. We estimate the throughput for a function
executed at 4 Hz by using 4 Hzll} Hz = 40Vo of the values in Table 16-13, which is
based on a L}-Hz execution rate. Table 16-19 shows the estimated memory and
throughput requirements by function.

We need to consider an operating system to complete the estimate for all the
software in the anirude determination and control computer. We have assumed the
software is in Ada; thus we will need a run-time kernel. A COTS Ada cross-compiler
may include a kernel. We must also have a local executive to perform task scheduling
and management. The number of scheduled tasks per second depends on the numfer
of application functions and their execution rate. For this example, we estimate 80
tasks per second. Because of the four sensors being serviced and the connection with
the data bus, we will need hve data handlers. To estimate how much data the system.
must handle, first determine how much the sensors produce and how often they
transmit. Then add external comm4nding and telemetry r€quests. For this example, the
handlers will control the flow of 800 data words per second. The last functions to
estimate are the built-in test and associated diagnostics. We determine memory and
throughput for each operating-system function from Table 16-13, taking into account
the assumptions above.

We have estimated memory and throughput requirements for all functions that the
computer must support for attitude determination and control. But because early
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TABLE 16'19. Estimating Size and Throughput for FireSat Att i tude Control Software. We
can use this general format for estimating the size and throughput requirements
for any software application, based on the method of similaritv. First list the
anticipated applications functions. Using the mission requirements, we can
establish a baseline frequency for the execution of each function. Then, based
on either the estimation by similarity or by bottoms-up estimation, we determine
the memory requirements for each function. Finally, using the eslimation process
and the estimated frequency of execution, we can determine the required
throughput for each function. Notes for this tabie are on the following page.

16.3

1. Computation ol n = nLtmber of scheduted tasks
To determine n, tirsl calculate lhe number of at

5 functions listed at 4 Hz =
2 functions listed at .1 Hz =

Total =
It no better information exisls, assume 3 to 4
estimaie for the number of schedulable tasks, r.

2. Computation ol m = words/s
Bate gyros-l2 @ 4 Hz, Earth sensors-2o@ t
Telemetry- 4 kbil tetemetry stream
Command--conVol commands

requirements are soft and the system v
target computer in which this software
modate on-orbit growth in the softwar
this example, the ACS computer's mir
356 KIPS.

To assess cost and develop a sche(
lines of code, or SLOC. This 

^estimate

develop, so we exclude margins and
growth between the System Requirem
determining processor requirements.
source lines ofcode, we should consid
ule risk.) The amount of software to b
words of'data memory. For costing, wr
equivalent code words. We have to do
one quarter of the effort for develop:
attitude determination and control exa
ing the development is in a higher-orc
per 5 words of memory from Table 16-
for the FireSat attitude control softwar

16.3.2 FireSat Onboard Payload Pr,
As part of defining the conceptual

tions for payload control & data manal
tion and reporting and fire paramet;
characteristic information in Table i6
operate in the single scan mode. The p
in the scan width and the data sample
both the system and the data flow arc
imply different size satellite constellar
imply multiple sensors per satellite, e.5
cover the same area as either one-satel.
a single C sensor

In this example, we will focus on p
use a general purpose computer (ident
computer we can acquire has a throughtr
of currently available processors.) Assr

Componenl Estimation Source

Hequired Memory Fequired

Code
(K words)

Data
(K words)

Throughput
(KrPs)

Applicalion Functions
Frequency

(Hz)

Thruster Control

Flate Gyros

Earth Sensor

Sun Sensor

Kinematic Integration

Error Determination

Ephemeris Propagation

(a) Appl. Subtotal

Table 16-13

Table 16-13

Table 16-13

Table 16-13

Table 16-13

Table 16-. |3

Table 16-13

4

4

4
'I

4

4

1

u-o

0.8

1 . 5

0.5

2 .0

2.O

8.4

0.4

0 .8

0 .1

v.z

0.1

0.3

2.4

2.4

J . O

4.8

1 . 0

6.0

4.8

2.O

24.6

Operating System

Local Execulive

Runtime Kernel (COTS)

l/O Handlers (5)

BIT and Diagnostics

Utilities

(b) Subtotal: COTS

(c) Subtotal: Non-COTS

(d) O/S Subtotal

Table 1 6-1 5, with n = 80 (1)

Table 16-15

Table 1 6-15, with m = 800 (2)

Table 16-15

Table 16-15

(b) + (c)

J . J

8.0

10.0

u . l

8.0

15.4

23.4

2.O

4.0

J . 5

4.0

6 .1

1 0 . 1

24.0

N/A

40.0

u.c

N/A

N/A

64.5

04.c

(e) Total Software Size &
Thtoughput Est.

(a) + (d) 3 1 . 8 I  J . C 89.1

Margin Calculations

(f) Needed to compensale for
requirements uncertainty

(g) On-orbit spare

100% of non-COTS:
1 . 0 x [ ( a ) + ( c ) ]

100% spare: 1 .0 x [(e) + (f)j

z o , o 8.5

22.O

89.1

178.2

Estimate of Comouter
Requirements

( e ) + ( f ) + ( s ) 111.2 44.O 356.4

Assumptlons:
A.Three-axis stabilized vehicle using Earth senso( Sun sensor, and rate gyros.
B. Reaclion-control thrusters used for attitude control.
c. No function needs to be performed faster than 4 Hz; sun sensing and ephemeris propagation done ar
D. Ground station will update ephemeris frequently, allowing for a simple propagation mode.
E. 1750A-class target computer.
F. Soitware developed in Ada
G.Target computer must have 50% spare capacity at launch.

tr' il

,:l
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16.3 FireSat Example 6js

Required ltllemory Bequired I  Balegyros- lz@4Hz,Earthsensors-zO@SHz,Sunsensors- l0@4Hz = 2ztgwordsper.second I
I tetemetry-lkbittelemetrystream = Soowordspersecond I
I 

Command-control commands = 50 words osr second I
I Total = 798 words per second I

requirements are soft and the system will evolve, we must add substantial margin. The
target computer in which this software resides must also have spare capacity to accom-
modate on-orbit gowth in the software. Table 16-21 includes the margin we need. ln
this example, the ACS computer's minimum size and throughput are 155 K words and
356 KIPS.

To assess cost and develop a schedule, we need to estimate the number of source
lines of code, or SLOC. This estimate should consider only the software that we must
develop; so we exclude margins and off-the-shelf software. (The margin added for
growth between the System Requirements Review and deployment is to reduce risk in
determining processor requirements. Although not included in the calculation of
source lines of code, we should consider it when we examine potential cost and sched-
ule risk.) The amount of software to be developed is 23.8 K words of code and 8.5 K
words of data memory. For costing, we use a factor of 25Vo to convert data memory to
equivalent code words. We have to do so because developing a data word takes about
one quarter of the effort for developing a word of executable code. Thus, for this
attitude determination and control example, the total becomes 26.n K words. Assum-
ing the development is in a higher-order language such as Ada (using 1 line of code
per 5 words of memory from Table L6-14), this translates to 5,200 source lines of code
for the FireSat attitude control software.

16.3.2 FireSat Onboard Payload Processing

As part of defining the conceptual design for FireSat, we start with the assump-"
tions for payload control & data management given in Fig. 16-9, includfng fire detec-
tion and reporting and fre parameter estimation. We show our orbit iurd sensor
characteristic information in Table l6-20. We assume all FireSat candidate sensors
operate in lhe single scan mode. The primary sensor differences for this example are
in the scan width and the data sample sizes which, as we will see, are key drivers in
both the system and the data flow architecture trades. The scan width options can
imply different size satellite constellations to cover the same area per Unit time, or
imply multiple sensors per satellite, e.9., one satellite with a single A or B sensor can
cover the same area as either one satellite with four C sensors, or four satellites with
a single C sensor

In this example, we will focus on processor throughput. We also assume we will
use a general purpose computer (identified as GP in Table 16-22) and that the best
computer we can acquire has a throughput of 100 MIPS. (See Table 16-17 for a survey
n f  n r r * a - t | . ,  ^ . , ^ j t ^ k l -  ^ r ^ ^ - . 6 ^ r .  \  4 . . ' . * : ^ -  r ' a  t r , ^ n +  + ^  t ^ ' , - ^ L  , , , : i L  < n r r ' -  - - x - a  + 1 ' o

Code
(K words)

Data
(K words)

Throughput
(KtPS)

u.o

0.8

t . c

n (

2.O

1 . 0

8.4

o.4
A E

0.8

0 .1

o.2

0.1

0.3

2.4

2.4

J . O

4.8

1 .0

6.0

4.8

24.6

A E

8.0

10.0

o.7

1 . 2

8.0

15.4

23.4

2.0

4.O

3.5

0.4

0.2

4.O

6.1

10.1

24.O

N/A

40.0

u.c

t\UA

N/A

64.5

64.5

31.8 l 2  E 89.1

23-8

JC.O

u.5

22.O

89.1

178.2

111.2 44.0 356.4

e gyros.

, ephemeris propagation done at 1 Hz.
, propagadon mode.

:;* |
.E '

ffir
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Payload Control & Data Management (PCDM) Interlaces & Capabil i t ies

Fire Detection
Messages

To:
Remote
Ground-based
Fleceivers

Fig. 16-9. Al locations.to onboard computer system lor Firesat paytoad Management
Capabil i ty. This f igure del ineates the various functional comoonents of theFireSat
payload management onboard capability. We can either host this software in a single
onboard compuler (OBC) or we can part i t ion i t  between several OBCs. Likewise we
might perform these lunctions using hardware if appropriate. How we partition the
implementation depends on the computer system design and overal l  mission require-
ments.

available throughput is only 50 MIPS. As stated in Sec. 16.2, onboard software size
and throughput historically double from initial conceptual design to launch. To
account for this future growth, we set a maxirnun threshold of 25 MIpS per processor
for this conceptual design phase exercise.

The primary software estimation method we use is Bottom-up Estimation (Table
16-16). we generate the needed software information from raw data and basic

considered for complex onboard systems, although we evaluate only one set here.
Several candidate architectures for this example are shown in Table 16-22.Thefirst

assumed architecture is a direct (poinrto-point) connection between the IR sensor and

samples. The clusters of continuous sample data are referred to as "events." Table
l6-23 identifies the processing assumptions for a general purpose processor. For all
three sensor candidates, the throughput calculations show a prohibitive situation. For
sensor C with the nalrow field of view, there appears to be some promise, but the
throughput requirement still exceeds our 25 MIPS maximum. Additionally, the infor-
mation in Table l6-23 doesn't include other software that we know must operate (such
as the executive task scheduler or data Vo manager). we now must consider alterna-
tives to our first architecture.

Commands

16.3

TABLE 16.20.

Orbital
and Mission
Parameters
(From Table g-lS,
p. 287)

Sensor
Characterist ics

Scan Width (0)

Pixels per Scan

Samples per pixel (s)

Sample Rate:

Bits/Sampte (b)

Frame Efficiency (q)

Data Rate (DR)

Bits/Scan

Bit Rate

Eafth Coverage Rate

"Design to" peak fire
detection rate

F

Characterist ics of Ce
requiremenls, outl ined i
solving the problem. r
elements so that we cal
nexl. However, one ma!
better than the others.

Orbit altitude (h
Period (P)

Ground Track V
(vs)
Min. Elevation A
(El

Resolution (d)

Max scan time (,

Min scan freq ( |
Peak fire density

A :
Ful l  FOV

57.9 deg

23,563 pixets

1.6 sampl

,5t, tuz lscan

8,498,013 /sec

I bits

0.9

76 Mbps

301,612 /scan

67.98 Mbps

5,327 km2/s

85 /sec

. One possible architectural change
lgA19atea to rhe thresholding process. .
16-23 indicate this is not a vLble optior
established.

Clearly now, we need to add a s1
architecture to hold the scan informati
provide the events from each scan to r
change in a few parameters can lead to sr
should perform additional analysis at t
::uiq"'..1j. For example: doubling the ;60 m) wil l reduce thelhroughput Jstima
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TABLE 16-20. Characteristics of Candidate FireSat lB Sensors. Based on the mission
requirements, outlined in the top ol this table, there is a variety of approaches to
solving the problem. We must map out each alternative with quantitiable
elements so that we can compare them fairly. No one solution is better than the
next. However; one may meet our mission goals, requirements, and constraints
better than the others.

One possible archit€ctural change would be to include a separate processor,
dedicated to the thresholding process. Again, the high throughput estimates in Table
76-23 indicate this is not a viable option, given the 25 MIPS throughput limit we have
established.

Clearly now, we need to add a special-purpose sensor interface unit into the
architecture to hold the scan inforrnation, perform the noise filtering function, and
provide the events from each scan to the general purpose computer. Since a small
change in a few parameters can lead to substantially different throughput estimates, we
should perform additional analysis at this point to justify the need for this custom
equipment. For example: doubling the ground resolution requirement (from 30 m to
60 m) will reduce the throughput estimate by a factor of four.

lnterfaces & CaPabilities

to:
Remote
Ground-based
Receivers

for FireSat Payload Management
comoonents of the FireSat

either host this software in a single
between several OBCs. Likewise we
if appropriate. How we partition the

design and overall mission require-

Sec. 16.2, onboard software size
design to launch. To

of 25 MIPS per processor

is Bottom-up Estimation (Table
rtion from raw data and basic

pieces, we expect to'find
l6-21 provides an example of the

generated thrbugh the bottom-
to represent optimum PaYload

ted as a set of sample algorithms'
lultiple algorithm sets are often )

evaluate only one set here.
shown in Table 76-22. The first',
:tion between the IR sensor and \
I & data management software

observations into "possible
me a simple thresholding algo-

low an intensity threshold, and
are no adjacent above-threshold

referred to as l'events." Table
neral purpose processor. For all
show a prohibitive situation. For

to be some promise, but the
imum. Additionally, the infor-

that we know must operate (such
. We now must consider alterna-

Orbital
and Mission
Parameters
(From Table 9-15,
p.287)

Orbit altitude (h)

Period (fl

Ground Track Velocity
(vs)
Min. Elevation Angle
(r)
Resolution (d)

Max scan time (d/Vs)

Min scan treq(Vr/d)

Peak fire density

700 km (Defined in Sec.7.4)

98.8 min

6,762 mls

20 deg

3 0 m

4.437 msec (no overlap at Nadir)

225.4 scans/s

40 detectable fires in 100 km pdth

1,600 detectable fires in 100,000 kmz

Sensor A: B: C:
Characteristics Full FOV Fewer Bitsr/Sample Ouarter FOV

Scan Width (0)

Pixels per Scan

Samples per Pixel (s)

Sample Flate:

BitilSample (b)

Frame Efficiency (q)

Data Rate (DR)

Bits/Scan

Bit Rate

Earth Coverage Rate

57.9 deg

23,563 pixels

1.6 samples

37,702 lscan

8,498,013 isec

I bits

n o

76 Mbps

301 ,612 /scan

67.98 Mbps

5,327 kmzls

57.9 deg

23,563 pixels

1.6 samples

37,702 lscan

8,498,013 /sec

4 bits

0.9

38 Mbps

150,806 /scan

33.99 Mbps

5,327 km2ls

14.5 deg

5,891 pixels

1.6 samples

9,425 /scan

2,124,503 /sec

8 bits

0.9

19 Mbps

75,403 /scan
'17 .00  Mbps

1,203 km2/s

85 /sec 19 /sec"Design to" peak fire 85 /sec
detection rate
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TABLE 16-21 . Software Elements lor Payload Control and Data Management. We can use
this general format for estimating the size and throughput requirements for any
softvvare application, based on the botloms-up method. The chart identifies all
the elements of the Payload Control and Data Management function that will be
implemented in sottware for the FireSat example. Additionally, it demonstrates
how to calculate throughput, and what external environmental conditions drive
the value. Cumulative throughput requirements are calculated in Table 16-25.

T
=  L ' ( A  +  B )
Eliminate single pixels as noise

16.3

One Sensor to one SIU

One StU to  NGps

Common data bus
between Gps and
exlernal subsystems

F

TABLE 16-22. Onboard Computer S
Control & Data Manat
Gp= general purpose i

Add Speciat rnterra6fiii
(one lR sensor to one Gp)

FireSat nrcnitectuEsEvaluiGO
Initiat ArchitectuElFoilr6F6iii

Functional
Breakdown

Execution
Frequency

t

Exe.
sLoc

E

Inst./
Exe.

A = 5 E

Utllity
Inst.

B

Loop
Fact

L
Throughput

Est'

FIRE DETECTION

Sensor l/O Control (assume DMA)
- DMA control
- Data movement

Noise Filtering (data intensity)
- Check threshold intensities
- Generate clusterst
- Generate cluster "event"

Noise Event Filtering (geographic)
- Orbit Propagator

(Table 16-13)
- Convert to LaVLong
- Filter out "ocean fires"
- Build Surface map
- Filter out non-land events
- Exclude Sun specular reflection
- Locate specular region
- Define exclusion zone
- Filter out pixels in E Z.

persc 225H2
per B

per Smp
per Smp
per Ev Table 16-25

perSc 225H2

per Ev Table 16-25

perSc 225H2
per Ev

2 H z
per Sc 225H2
per Ev Table 16-25

1
N/A

5

30

0.020
1 0

400
20

150
30

'I

25
75

150

< By sir
v i l P S ' (

50

2,000
100

750
t c u

25

0
0

0

0

nilarity:
225 Hzl

250

2,000
0

0
0
0

1
1
1

Hz) >
1

1

1
' 1

'I

0.001 MIPS
l U B

25 l/Smp
75 l/Smp
150 l/Ev

4.5 MIPS

100 l/Ev

2-7 MIPS
100 UEv

0.002 MtPS
0.034 MtPS

25llEv

FIRE REPORTING

Delermine Fie LaULong
- Convert scan/pixel to LaVLong

Message Generation
- Correlate event lo prior scans
- Generate containment ellipse
- Generate average intensity
- Format message

Communications (Table 1 6-1 3)

Supporting Math/Utility Functs
- Square root
- Trig Functions
- Inv. Trig Functions

Operating System

per Ev Table 16-25

per Ev Table 16-25
per F
per F
per F

225 Hz

Assume 10% over-
head on all functions

1 0

1 5
150
1 0
20

0 .010

50

75
750
50

100

< By sir
v r P S ' (

1,000
250

1.500

250

0
1,000

0

nilarity:
225 Hzl'

2
2

'I

Hz) t

300 l/Ev

150 l/Ev
a Fnn l /E

'100 vF
100 r/F

2.3 MIPS

Utilitythruput
faclored in

above

Termlnology:
| = lnstruction
B = Byte
Smp = Sample- Raw digital intensity information from the lR sensor representing one measurement
Sc = Scan-One sweeo across all oixels within the lR sensor
Ev = Event-A set of contiguous samples (2 or more) that are not removed by the Noise Filter
F = Fire-A set of events (may be only one) that are geographically connected scan-to-scan

Roo stan oaro-eTiiilIoroinslF
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Data Management. We can us€
throughput requirements for an1
l method. The chart identifies al
Management function that will b€
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r are calculated in Table 16-25.

16.3 FireSat Example

TABLE 16-22. Onboard Computer System Architecture Evolution for FireSat Payload
Control & Data Management Example. See text for discussion. Terminology:
@p = general purpose computer, S/U = senSor inlerface unit.

I l- rp-l lH'lnsumcientGPthroughputavailabil ityforany I
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InstJ
Exe.

A = 5 E

Utllity
Inst

B

Loop
Fact

L
Throughput

Est'

lffiffi rr - nt 
I l. 

sensorop.on 

J

H S E i i E  l l S e n s o r l  I
f f i * t l
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t

l?2
|  ' "

|  
150

I
< By sir

M | P S ' (
1 5 0

750
l a n

25

2,000
100

nilarity:
225Hd1

250

2,000
0

0
0
0

'I
'I

1
1

Hz),

1
1
1

0.001 MIPS
1 U B

25 l/Smp
75 l/Smp
150 l/Ev

4.5 MIPS

100 UEv

2.7 M|PS
100 l/Ev

0.002 MIPS
0.034 MtPS

25llEv

We need to remain flexible, so we also assume that the sensor interface unit may
operate as a one-sensor to many-processors interface. With ttre one-to-many approach,
we 

'assume 
that we can segment the fire detection and reportilg capability using

parallel processing. With a single-scan sensor, we can divide each scan into N contig-
uous segments. Then each processor will perform its fire detection algoritbm on a
swath of ground territory representing l/N the width of the sensor field of view.
Although the software functions do not change based on effective swath width, the
special processor data management function changes wittr N, and we should size it
accordingly. Note that we assume we use the same basic software in all the processors.

ln order to proceed with our sofrware estimation example, we need to identify the
peak data rates from the sensor interface unit to each processor. Table 16-24 identifies
the sensor interface unit assumptions. Using the throughput estimates of Table 16-21
and the event rate estimates in Table 16-24, we are now able to estimate overall
throughput requirements for the payload control and data management soffware across
the sensor type and numler of processor combinations. Table 16-25 presents the
computation for sensor A; the computations for sensors B and C are performed in the
same mann6r. Figure 16-i0 shows, for all candidate sensors, the throughput per
processor as a function ofnumber ofprocessors supporting one IR sensgr.

< By sir
M | P S ' (

250

0
, 1,000

0
0

nilarity:
25Hzl

1

2
2

1

Hz) t

300 l/Ev

150 l/Ev
3,500 l/F
100 yF
lOO UF

2.3 MIPS

Utilitythruput
factored in

above

r representing one measurement

removed by the Noise Filter

illy conn€cted scan-to-scan
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TABLE 16-23. Noise Reduction Throughput Calculat ion. For each of the three examples
shown below, we calculate the resulting throughput requirement if we were to
implement the noise reduction capability in softwaie. Each solution exceeds our
original 25MlP limit imposed earlier in this example. Therefore, an alternative
approach must be found (for example, we can use hardware as shown in the
candidate architectures in Table 16-22).

TABLE 16-24. FireSat lB Sensor-to-Processor lnterface Unit Characteristics. This table
shows how lo calculate the throughput requirements for various sensor config-
urations and differing numbers of general purpose computers.

Fi

TABLE 16-25. Estimated Throughpul
Management Software
for each basic softwa
(Tabte 16-24), the over
calculation, the event
events/scan to events/st

Functional Breakdown for
Payload Control &
Data Management

Onboard Software

No.

Peak

Pei

a

5t

1

1

1 {
Total Throughput Estimate per proces

Based on the overall throughput rer
sensor A is viable if there are two proc
Sensor B requires a minimum of four r
(therefore a lower raw data rate), buf
sufficient noise reduction to lower the n
This demonstrates the strong sensitivity
required processor throughput to detei

Throughput Calculations Using Noise Filtering lnstruction Estimates (Table 16-21)

250 instructions executed per above-threshold sample

25 instructions executed per above-threshold samole

A:
Full  FOV

Peak"/" above threshold 1%

Samples above T 377 lscan

Samples below T 37,325 lscan

GP Instructions 1,027,3671scan

GP inst per second 232 MIPS

lmolication Won't Fit in GP

B:
Small Sample Size

2/ "

754 lscan

36,948 /scan

1 , 1 1 2 , 1 9 6  / s c a n

251 MIPS

Won't Fit  in GP

C :
Quarter FOV

1o/o

94 /scan

9,331 /scan

256,842 insVscan

58 MIPS

Exceeds Limit

Data Transfer from SllJ

DMA Control

Data Movement
(data rate in Table t6-24)

Noise Filtering Geog raphic

Orbit Propagator (Table t6-15)

ConverT Scan/Pixet to LAT/LONG

Filter Out "Ocean Fires"

Build Suiace Map

Filter Out Non-Land Events
Exclude Sun Specular Reflection

Locate Specular Region

Define Exclusion Zone for Scan
Filter Out Pixels in E. Z.

Flre Reporting

Determine Fire LAT/LONG

Convert Scan/Pixel to LAT/LONG
Message Generation

Correlate Event to prior Scans
- Generate Containment EIIipse

Gene rate Average tntensity

Format Message

Cammunications (Table I 6-l 3)
Operating System

SIU maintains information from the last 2 scans (allow for GP collection delays).
One "message' generated per scan (or scan segment).

Message per Scan:
per Event:
per Sample

Number of events in scan, Time of scan (60 bits)
Number of samples, first pixel location (32 bits)
Measured Intensity (8 bits)

lR Sensor
A B

For Single-Sensor to Multiple-GP Configuration
Scan is segmented according to number, N, of general purpose CPUs in use.

- Dynamic thresholding performed over each segment of scan.

Maximum number ol
events per scan, based
on Sensor scan widlh
and number of general
purpose processors in
use:

Peak data transfer rate
(Mbps), based on
Sensor scan widtfrand
number of general
purpose processors
in use:

189 378
95 189
38 76
1 9  3 8

events per scan
events per scan
events per scan
events per scan

Mbps (SlU to GP)
Mbps (SlU to GP)
Mbps (SlU to GP)
Mbps (SlU to GP)

G.P.
CPUs
N = 1

N = 2

N = 5
N = 1 0

G.P,
CPUs

48
24
1 0

lR Sensor
B C

N = 1
N = 2
N = 5
N = j 0

2.058
1.041
0.425
0.219

3.422 0.533
1.718 0 .273
0.699 0 j22
0.356 0.068
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TABLE 16-25. Estimated Throughput Requirement for FireSat Payload Control and Data
Management Software (Sensor A). Using the individual throughput estimates
for each basic software component (Table 16-21) and the event rates
ffable16-24), the overall throughput can be estimated. Note: For clarity of
calculation, the event rates in Table 16-24 have been converted trom
events/scan to events/sec using a scan @te ol225Hz.

Based on the overall throdghput requirement curves in Fig. 16-10, it appears that
sensor A is viable if there are two processors, each handling half of the field of view.
Sensor B requires a minimum of four processors. Sensor B has a smaller sample size
(therefore a lower raw data rate), but the lower frdelity of the data does not allow
sufficient noise reduction to lower the number of events being passed to the processor.
This demonstrates the strong sensitivity between the noise reduction capability and the
required processor throughput to detect flues. This noise reduction element has now
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For each of the three examples
reouirement if we were to

software. Each solution exceeds our
example. Therefore, an altemative
can use hardware as shown in the

Unit Characteristics. This table
for various sensor config-

compulers.

B: C:
Size Ouarter FOV

/o 1"/"

4 /scan 94 /scan

8 /scan 9,331 /scan

6 /scan 256,U2 insVscan

1 MIPS 58 MIPS

Fit in GP Exceeds Limit

in scan, Time of scan (60 bits)

first pixel location (32 bits)
(8 bits)

purpose CPUs in use.

events per scan
evenB per scan
events per scan
events per scan

0.533 Mbps (SlU to GP)

0.273 Mbps (SlU to GP)

0.122 Mbps (SlU to GP)

0.068 Mbps (SlU to GP)

Functional Breakdown for No, Processors:

Payload Control &
Data Management Peak Events/Sec:

Onboard Software Peak Firesi/Sec:

Throughput (MIPS)

1

85,050
42;525

2

42,525
21,263

5

17,100

8,550

1 0

8,550
4,275

Data Transfer from SIU

DMA Control

Data Movement
(data rate in Table 16-24)

Noise Filteing Geographic

Orbil Propagator (Table 1&13)

Convert Scan/Pixel to LAT/LONG

Filter Out "Ocean Fires"

Build Surface Map
- Filter Out Non-Land Events

Exclude Sun Specular Retlection

Locate Specular Region

Define Exclusion Zone for Scan

Filter Out Pixels in E. Z.

Fire Reporting

Determine Fire LAT/LONG

Convert Scan/Pixel to LAT/LONG

Message Generation

Correlate Event to Prior Scans

Generate Containment Ellipse

G e n e rate Ave rag e I nten sity

Format Message

Communications (Table 1 6-1 3)

Operating System

Throughput
Formula - Sensor A:

0.001 0.001 0.001

0.257 0.130 0.053

0-001

0.027

4.500 4.500 4.500 4.500

12.758 6.413 2.565 1.283

2.700 2.700 2.700 2.700

4.253 2.138 0.855 0.428

0.002 0.002 0.002 0.002

0.034 0.034 0.034 0.034

1.063 0.534 0.214 0.107

0.013 0.005 0.003

3.206 1.283 0.641

0.149, 0.060 0^030

0.004 0.002 0.001

0.004 0.002 0.001

2.250 2.250 2.250

2.195 1.47 1.198

0.026

6.379

0.298

0.009

0.009
2.250

3.428

0.001MIPS

1 InsvByte

4,5MIPS

300 lnsUEvent

2 .7  MIPS

100 lnsVEvent

0.002 M|PS

0.034 MtPS

25 lnsVEvent

300 InsVEveni

500 Inst/Event

3,500 Inst/Fire

100 InsVFire

100 lr'isvFire

2.250 MIPS

10% of above

Total Throughput Estimate per Processor (MIPS) 37.96 24.27 15.97 13.20
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Fig' 16-10. Throughput Curves for FireSat Example. These curves illustrate how we can trade
the number of onboard processors against the throughput and quantity of each
processor lo meet our overall mission requirements. Depending on size, weight and
power constraints, as well as cost, we can determine which solution best meets our
mission needs.

been identified to be a driver, given the algorithm suite provided in this example. It
appears that sensor C can perform the mission with a single processor; however, the
limited freld of view of sensor c may imply the need foi additional sensors per
spacecraft.

Since processors are not700Vo reliable, we need to establish a redundancy strategy.
This strategy will involve the use of distributed vs. federated architectures. For a
federated architecture, we will likely need 2-for-7 redundancy for each processor. A
distributed architecture-if the SIU can support it-may allow more cbsreffective
collective redundancy such as 3-for-2. Given this, our preliminary conclusion is that
sensor A in a distributed processing architecture will result in the fewest number of
onboard processors for the complete FireSat system. Of course we recognize that this
is sensitive to our assumptions and will continue to examine the trade spice carefully.

L6.3.3 Spacecraft and Payload Processing Consolidation and Effort Estimation
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16.3 FireSat Example

real-time deadlines associated with spacecraft and payload processing are unrelated,
yet they will have to be arbitrated. A detailed trade study is needed to address the life
cycle of the system, from conceptual design through development, integration, test,
and orbit insertion.

For software cost, the most useful indicator is the number of source lines of code,
or SLOCs. Various methods exist for determining overall effort and development
duration from the total number of SLOCs and software productivity rates (See Table
20-10 in Sec. 20.3 or Boehm t19841). When determining the total SLOC, consider
only the software *rat we must develop. In the payload processing example, we con-
centrated on tle executable SLoC. For overall costing, we must remember to add in
the SLOCs for startup, system initialization, mode transition, fault responses, and
other identified functions. In the attitude control example, our estimation method did
not use SLOCs. For estimates made by similarity, the SLOC counts-should be
developed in the same manner as memory and throughput. If SLOC information is not
available, then an order-of-magnitude estimate can be generated using the information
in Table 16-10 to convert a memory estimate to equivalent SLOCS.
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Chapter 17

Space Propulsion Systems

Robert L. Sackheim, TRW, Inc.
, Sidney ZafranrTRW,Inc.

17.1 Propulsion Subsystern Selection and Sizing
17.2 Basics of Rocket Propulsion
17.3 Types of Rockets

';fli:1:i'::::;:,::;',Rockets;HvbridRocke'ls;

17.4 Component'selection and Sizing
17.5 Staging

In the broadest sense, space propulsion systems do three things. They lift the launch
vehicle and its payload from the launch pad and place the payload into l,ow-Earth orbit.
They transferpayloads from low-Earth orbits into higher orbits forrnission operations
or into trajectories for planetary encounters. Finally, they provide thrust for attitude
control and orbit corrections. Table 17-l lists the specific functions these systems
perform during various mission phases and some typical performance requirements.

Performance requirements for propulsion systems include thrust, total impulse, and
duly cycle specifications derived from mission profiles. Individual designs must meet
other performance requirements, such as operating pressure, and internal and external
leakage: Other specifications include physical characteristics, propellant, and mass
propertieg. Configuration requirements include envelope dimensions, thruster loca-
tions, and alignment. In addition, plume efflux is frequently a design driver for
payloads sensitive to contamination.

Once a payload is placed in low-Earth orbit by the launcher, an upper stage or
onboard spacecraft integral propulsion system (see Table l7-2) is frequently used to
transfer the payload to its operational orbit. These in-space propulsion system designs,
especially their weight, size, and volume, are srrongly driven by the performance and
weight efficiency of the primary propulsion system. The specific impulse, propellant
density, and overall stage mass fraction of the primary propulsion system are key
parameters. Table 18-5 in Sec. 18.2 summarizes key features and performance charac-
teristics ofexisting and planned upper stages for use with various launch vehicles,

With the heavy emphasis on driving down the cost of access to space, while still
staying within the capabilities of the current fleet of launch vehicles, many space
systems' prime contractors are designing and emphasizing higher efficiency and

685
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TABLE 17-1, Typical Functions and Requirements lor space propulsion. The change in
velocity required for orbil maneuvers is called AV. See Table 7-3 in Sec. 7.3 for
specific AY requirements.

low-cost, onboard spacecraft integral propulsion system.l (Ips). The functions of the
onboard IPS are to provide much of the propulsion energy for ascent from low-Earth

with this need for higher onboard IPS propulsion energy almost all spacecraft
today employ one of three IPS designs or some combination: (l) storabte bipiopellant
(i.e., employing N2Oa and monomethylhydrazine, or MMH, as the propellants);
(2) Dual mode propulsion (employing N2oa and hydrazine as high performu.t"e

17.1 Propulsion Subs

Description <
List applicable spacecraft proputsion
orbit maintenance, altitude control, a
Determine At/ budget and thrust levr
and maintenance

Determine total impulse for attitude c
authority, duty cyctes (% on/off, total
life requirements

Determine propulsion system options
. Combined or separate propulsior

control
. High vs. low thrust
. Liquid vs. solid vs. electric propul

Estimate key parameters for each oo
. Effective /"o for orbit and attitude
. Propellant mass
. Propellant and pressurant volume
. Configure the subsystem and cre;

Estimate total mass and power for ea
Establish baseline propulsion subsysl
Document results and iterate as reoul

bipropellants for AV and monopropel
electric propulsion options, aepenait
requirements and considerationi suct

-2,000-3,000 sec lp, also using Xe
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TABLE 17-2. proputsion Subsystem Sel

, Table l7-3 lists the primary oprions.
tow pertormance systems that are rarelv
to avoid the hot gases and safety cc

Propulsion Function Typical Requirement

Orbit transfer to GEQ (orbit inseftion)
. Perigee burn
. Apogee burn

2,400 rn/s
1,500 (low inclination) to 1 ,800 m/s (high inclination)

lnitial spinup 1 to 60 rpm

LE.O to higher orbit raising LV
. Drag-niakeup AY
. Controlled-reentry AY

60 to 1,500 m/s
60 to 500 m/s

120 to 1 50 m/s

Acceleration to escape velocity
from LEO parking orbit

3,600 to 4,000 m/s into planetary trajectory

On-orbit operations (orbit maintenance)
. Despin
. Spin conVol
. Orbit correction AV
. East-West stationkeeping AV
. North-South stationkeeping AY
. Survivability or evasive maneuvers

(highly variable) AV

60 to 0 rpm

rl to 15 rpm

15 to 75 m/s per year

3 to 6 m/s per year

45 to 55 m/s per year

150 to 4,600 m/s

Attitude control
. Acquisition of Sun, Earth, Star

. On-orbit normal mode conlrol with
3-axis slabilization, limit cycle

. Precession control
(spinners only)

. Momentum management
(wheel unloading)

. 3-axis control during AY

3-10% of total propellani mass

Low total impulse, typical ly <5,000 N.s, 1 K to'10 K
pulses, 0.01 to 5.0 sec pulse width

100 K to 200 K pulses, minimum impulse bit  of
0.0.1 N's, 0.01 to 0.25 sec pulse width

Low total impulse, typically <7,000 N.s, 1 K to 10 K
pulses, 0.02 to 0.20 sec pulse width

5 to 10 pulse trains every few days, 0.02 to 0.10 sec
pulse width

On/off pulsing, 1 0 K to 100 K pulses, 0.05 to 0.20 sec
pulse width



Propulsion Subsystem Selection and Sizing

bipropellants for AV and monopropellant attitude control); (3) one of several different
electric propulsion options, depending upon power available, burn time vs. weight
reouirements and considerations such as orooellant commonalitv. volume limitations

17.7

Space Propulsion. The change in
d A/. See Table 7-3 in Sec. 7.3 for

ypical Requirement ipacecraft electric propulsion options are iesisto-
g decomposed hydrazine), arcjets (delivering
d hydrazine or ammonia), Hall effect thrusters
ng Xenon and derived from Russian tech:rology
}AL.S and GONAS) and ion nronrrlsion (deliversltion) to 1,800 rnls (high inclination)

-2,000-3,000 sec /sp, also using Xenon). As more and more of the orbit raising
impulse is incorporated on board the spacecraft instead of using a separate upper stage,
modern designs are typically using an optimized combination of chemical and electric
or hybrid onboard propulsion.

l7.l Propulsion Subsystem Selection and Sizing

The process for selecting and sizing the elements of the propulsion subsystem is
shown in Table l7-2.We must carefully estimate the key performance requirements
in steps I to 3 since they have the greatest impact on operation" weight, and cost. In
step 4 we identify as many r.easonable options as possible, and pare the list down to a
few that have merit. We then proceed to step 5 to develop sufficient detail to estimate
the performance, mass, and cost of each option.

TABLE.17-2. Propulsion Subsystem Selection and Sizing Process-

/s into planetary traiectory

year

ar
year

ooellani mass

r, typically <5,000 N's, 1 K to 10 K
0 sec pulse width

ulses, minimum i4pulse bit of
0.25 sec pulse width

r, typically <7,000 N:s, 1 K to 10 K
20 sec pulse width

rs every few days, 0.02 to 0.10 sec

K to 100 K pulses, 0.05 to 0.20 sec

rerns (IPS). The functions of the
rergy for ascent from low-Earth
I de-orbit/reentry at the end of
r and velocity control propulsion
re for most designs. More than
rits of greater than 500 km. In
:d de-orbit a mandatory require-
ments.
)n energy almost all spacecraft
nation: ( 1) storable bipropellant
or lV[\4H, as the propellants);
Lydrazine as high performance

Table l7-3 lists the primary options. Cold gas propulsion systems are inexpensive,
low performance systems that are rarely used unless there is an overriding requirement
to avoid the hot gases and safety concerns of liquid and solid systems. Solid
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attitude control functions, but lack the performance to provide high efficiency large AV
maneuvers required for orbit insertion. Bipropellant systems are attractive because
they can provide all three functions with one higher performance system, but they are
more complex than the historic solid rocket and monopropellant combined systems.

TABLE 17-3. Principal options for spacecraft propulsion subsystems. see sec. 17.3 for a
definition of specific rocket types.

tank. In this manner, high specifrc impulse is provided for long AV burns at high thrust
(e'g., apogee circularization) and reliable, precise, minimum-impulse burns are pro-
vided by the monopropellant thrusters for attitude control. An additional capability to
enhance dual-mode propulsion is the development of a bimodal thrust device which
can operate either as a simple catalytic monopropellant thruster or as a high per-
formance bipropellant thruster known as the Secondary Combustion Augmented
Thruster or SCAT shown in Fig. I 7- I .

Practical considerations may restrict the propellant choices to those that'are readily
available, storable, and easy to handle. Also, we must trade the lead time needed to
develop new hardware against the combination of existing componenrc or srages.
Finally, limits on payload acceleration may dictate the maximum permissible thrust
levels.

17.2 Basics,

propellant
Vatves (2)

Nitrogen
Tetroxide In

Hydrazine lna- \

Fig. 17-1. Secondary Combustion Aug
and velocity control RCS thrui

where A" is nozzle exit area, p" is the 1pressure, 
-V, is propellant exliaust vel

srmptlly this expression by defining a:

c=Y
Equation (17-l) then reduces to:

l
At very high altitudes and in space. p
engine's tfuust increases with attitual,

Spectfic impulse,I"r, is the ratio of
propellant.

. L7.2 Basics of Rocket Propulsion
Two basic parameters of rocket engine design are thrust and specific impulse.

Thrust, F, is the amount of force applied to the rocket based on the expulsion of gases:

F = rhY" * A"IP, - P*l= itY" (17- l )

Propulsion
Technology

Orbit lnsertion
Orbit Maintenance
and Maneuvering

Attitude
Control

Typical Steady
ttlt",to

Perigee Apogee

Cold Gas

Solid

Liquid

Monopropellant

Bipropellant

Dual mode

Hybrid

Electric

30-70

280-300

220-240
305-31 0
313-322
250-340
300-3,000
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based on the expulsion of gases:

= ThYa (17-1)

Thermal Standotf/
Barrier Tube

Propellant
Valves (2)

Nitrogen
Tetroxide ln

Secondary Combustion Chamber/ 
-

Fig. 17-1. Secondary Combustion Augrnented Thruster (SCAT). Bimodal spacecraft
and velocity control RCS thruster.

where A" is nozde exit area, Q is the gas pressure at the nozzle exit, P- is the ambient
pressure, V" is propellant exhaust velociry, md h is propellant mass flow rate. We
simplify this expression by defining an ffictive exhaust velocity, C, as:-

F = rizC

(17-2)

(17-3)

At very high altitudes and in space, { is essentially zero; at lower altitudes, a rocket
engine's thrust increases with altitude until the vehicle leaves the atmosphere.

Spe.9ific impulse, /"0, is the ratio of the thrust, F, to ttre weight flow rate, hg, of
prope[ant.

Irp =Fl'i 'g (r7-4)

1ro is a measure of the energy content of the propellants, and how efEciently it is
converted into thrust. For a chemical rocket, /rp is directly proportional to the square
root of the ratio of the chamber temperature, Q, to the average molecular weight of the
exhaust gases, M, as follows:

Iro = K',[\r lM (17-s)

where K is a proportionality constant depending on the ratio of specific heats of the
exhaust gas and the engine pressure ratio. This important relationship shows that we
can maximize specific impulse by matching the highest possible total temperature
with the lowest average molecular weight of the combustion products.

c=u, +*[P, -P*]

Equation (17-1) then reduces to:
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(r7-6)

where my - mo mois rhe final vehicle mass, rzo is the initial vehicle mass, ,n, is the
mass of-the propellant consumed, and R = nto I myis the mass ratio. This eduation
assumes zero losses due to drag and gravity, and is ihus a limiting ideal case. In prac-
tice, the /v achieved will be somewhat'smaller. Gravity and drag losses for launch
vehicles are typically 1,500-2,000 mis.

Another form of Eq. (17-6) provides the mass of propellant required for a given
increment of velocity, AV:

^o = ̂ rl,(o' " *') - r]= * "lt - "1or,, * rl (r7-7)

This equation allows us to calculate the mass of propellant required based on either the
initial or final mass of the rocket.

We obtain the highest thrust when exit pressure equals ambient pressure. Although
Eq. (17-1) suggests that greater thrust can be obtained with an eiit pressure srearer
than the ambient pressure, the exhaust velocity is reduced, resulting in a loss of'thrust.
As a result, we design rocket exhaust nozzles with an exit pressure equal to the ambi-
ent pressure whenever possible. The exit pressure is govemed by the nozzle-area
expansion ratio:

e=A"fA, (17-8)

17.2

The primary measure of propulsion system performance capability is the velocity
change, A% that it can produce, we quantify this relationship by the ricket equation:*

LV = 8,,, ^(#;)= E Isp ̂(;)= g 1,o rn(rR)

where,4." is the nozzle exit area and A, is the area of the throat of the nozzle. Note that
as the expansion ratio increases, the nozzle exit pressure decreases.

For launch vehicles (particularly hrst stages) where the ambient pressure varies
during the bum period, trajectory computations are performed to determine the opti-
mum exit pressure. However, an additional constraint is the maximum allowable
diameter for the nozzle exit cone, which in some cases is the limitine constraint. This
is especially true on stages other than the f,rrst, where the nozzle diaiteter may not be
larger than the outer diameter of flre stage below.

For space engines, where the ambient pressure is zero, thrust is always higher with
larget nozzle expansion ratios. on these engines, we increase the noizle eipansion
ratio until the additional weight of the longer nozzle (and increase in real nozzle inter-
nal boundary layer or drag losses) costs more performance than the extra thrust it
generates.

_. Another important relationship for evaluating rocket performance involves two key
Figures of Merit, the characteristic velocity of the combustion gases and the thruit
coefficient. The characteristic velocity, C*, is a measure of the energy available from
the combustion process and is given by:

* The rocket equation was developed in the late nineteenth century and flust published by Kon-
stantin Tsiolkovsky [903]' a deaf Russian schoolteacher who was the first to develop much
of the mathemarical theory of modem rocketry. The most dramatic crater on tn" f. ria! oiifr" T
Moon was named, Tsiolkovsky following its discovery in 1959 by the Soviet probe Luna 3. 

':

fiilf''"'ffi
Fig, 17-2. Simplified Diagram of a Chen

17.3 Typ
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(r7-e)

(17-10)

Ae

I exnausr
v"

c* =&L
m

Representative values for clare 1.6 (for nozzle expansion ratio, € =30:L) and 1.g6
(for t = 200:1). The produit of these fwo Figures of Merit, divided by the gravity
constant, gives the specific impulse:

Iro = F/rhg = C* C7 f g
(17-11)

The physical parameters that interact to produce hot gases and associated thrust inside
a chemical rocket chamber are illustrated in Fig. l7-2. Further information is given by
NASA [1963].

Fuel
Inlet

Oxidizer
Inlet

Fi$. 17'2. Simplitied Diagram of a Chemical Rocket. Combustion of fuel and oxidizer in the
combustion chamber produces expansion of the reaction product gases which are
then expelled through the nozzle. The ditferential between pressure inside the cham-

. ber (P.) and at the nozzle exit (P") produces a reaction that propels ihe chamber and
the vehicle in a direction opposite to that of the exhaust gases. Atmospheric pressure
(P-) reduces the effective thrust (F), so that a rocket engine actually works more effi-' 
cienlly in outer space than in the Earth's atmosphere. This simplified combustion
chamber diagram is also representative of a monopropellant rocket (one fuel inlet only
and the upper portion of the chamber is packed with catalyst), and of a solid rocket
(where there are no inlets because both the fuet and oxidizer are preloaded in the
chamber and bum only upon command for ignition).

L7.3 Types of Rockets
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TABLE 17-4. Performance and operating characteristics of propeilants and Energy
sources for spacecraft propulsion systems. These propellant and energy
sources start with the low-efficiency cold gas system and work up to the highest
efficiency, space-qualified system, electromagnetic.

TABLE 17-5. Advantages and Disadv
Spacecraft propulsion 51

Gas densities at standard conditions of pressure and lemperature
several types in use: organic porymers + ammonium perihrorate + powdered aruminum
MPD = magnetoplasmadynamic

Type Propellant Energy

Vacuum
Isp

(sec)

Thrust
Range

(N)

Thrust
Range
(lbr)

Avg Bulk
Density
(g/cma)

Cold Gas N;, NH3,
Freon,
helium

High
pressure

cu-/ 5 0.05-200 0.0 1-50 0.28" 0 60,
0.96-

Solid Motor t Chemical 280-300 5G-5 x 106 1 0-1 06 1 8 0

Liquid:

Monopropellanl

Bipropellant

Dual Mode

Water
Electrolysis

H2O2, N2H4

02 and FIP-1

02 and H2

N2Oa and
MMH (N2H4,

UDMH)

F2 and N2H4

OF2 and B2H6

ClF5 and N2Ha

N2O4/N2H4

H20-+H2 + 02

Exothermic
oecom-
position

Chemical

Chemical

Chemical

Chemical

Chemical

Chemical

Chemical

Eleckic /
chemical

150-225

350

450

300-340

425

430

350

330

340-380

0.05-0.5

5-5 x 106

5-5 x 106

5 - 5 x 1 0 6

5-5 x 106

5 -5x  106

5-5 x 106

3-200

50-500

0.01-0.1

't-1 06
.1-1 06

1-106

1 -106

1-1 06

1 -106

1 0-l 00

1 . 4 4 , 1 . Q

1 .14  and  0  80

1 14 and 0.07

1.43 and 0.86
(1.0,  0.79)

1.5 and 1 .0

1.5 and 0.44

1 .9 and 1.0

1 .9 and 1.0
'1.0

Hybrid 02 and rubber Chemical 11C 22$-3.5 x 10s 50-75,000 1 . 1 4 a n d  I . 5
Electrothermal:

Besistoiet

Arcjet NH3, N2H4, H2

N2,  NH3,
N2H4, H2

Resistive
healing

Electric arc
heating

1 50-700

450-1,500

0 00s-0.5

0.05-5

0.001-0 1

0 .01 -1

0.28. ,  0.60,  .1.0,

0  019 r

0 .60 ,  1 .0 ,0  019 .

Electrostatic:

lon

Colloid

Hall Etfect
Thruster

Hg/A/Xeics

Glycerine

Xenon

Electrostatic

Electrostatic

Electrostatic

2,000-
6,000

1,200

1,500-
2,500

5 x l0-6-0.5

5 x 10-q.05

5 x 10-6-0 'l

10-6- 0.1

10-€-0.01

'10-6-0.02

13.5/0.44't2.73'
/1 .87

|  . 1 0

0 2 2

Electromagnetic:

MPD+

Pulsed
Plasma

Pulsed Inductive

Argon

Teflon

Argon
NzHa

Magnetic

Magnetic

Magnetic
Magnetic

2,000

1,s00

4,000
2,500

25-200

5 x 10-6-0.005

2-200
2-200

5-50

1 0-6-0.001

0.5-50
0.5-50

o.44'

0.44
1 . 0

Type Propellant

Fxtremelylow cost
Cold Gas

_ N2, NHg,
Freon, helium

Solid Motor
, r e

Liquid:

Monopiopellant

Bipropellant

Dual Mode
Water
Electrolysis

H2O2, N2H4

02 and RP-1

o2andH2

N2Oa and
MMH (N2H4,_

UDMH)

F2 and N2Ha

OF2 and B2H6

)lF5 and N2Ha

N2O4/N2H4

)20-+H2+ 02

Simple, rel

High pertol

very high I
Storable, g

/ery high p

/ery high p
'ligh perfon

ligh perforl

ligh perfon

Hybrid 02 and
rubber

Very high pe

Moderately I

High perform
hish power/tl

Electrothermal:

Resistojet

Arcjet

N2, NH3, N2H4,
H2

NH3, N2H4, H2

Electrostatic:

lon

Colloid

Hall Effecl
Thruster

HdA/l(e/Cs

Glycerine

Xenon

Electromagnetic

MPD

Pulsed Plasma

Pulsed
Inductive

Argon

Tetlon

'NzH+
Argon

Very high per

ligh perlormi

/ery high per
noderate thrr
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cold gas propulsion is just a controlled, pressurized gas source and a nozzle. It
represents the simplest form of rocket engine. Cold gas has many applications where
simplicity is more important than high performance. The Manned Maneuvering unit
used by astronauts is an example of such a system.

fhrust
lange

(N)

Thrirst
Range
(lbr)

Avg Bulk
Density
(g/cms)

chemical combustion systems are the most common systems for space applica-
tions. They can be divided into three basic categories: Iiquid, solid, and hybrid.The
terminology refers to the physical state of ttre stored propellants. Typically, rockets
using solid propellants are called motors and rockets using liquids are called engines
or thrusters.

TABLE 17-5. Advantages and Disadvantages ol Propellants and Energy sources for
Spacecraft Propulsion Systems.

.05-200 0.01-50 0.28" 0.60,
0.96'

-5 x 106 1 0-1 06 1.80

.0H.5

-5 x 106

-5 x 106

' 5 x 1 0 6

'5 x 106

5 x 1 0 6

'5 x 106

F200

0-500

0.01-0.1

1-106

1-106

t - l u -

10-t00

1 .44 ,1 .O

1.14 and 0.80

1 .1 4 and 0.07

1.43 and 0.86
(1.0,  0.79)

1 .5 and 1.0

1.5 and 0.214

1 .9  and  1 .0

1.9 and 1.0

1 . 0

€.5 x 10s 50-75,000 1 .14  and  1 .5

)0s-0.5

.u lc

0.001-0.1

0.01-1

0.28', 0.60, 1.0,
o019'

0.60, 1.0,0.019.

1ru.s

0-q.05

rru.1

1r-0.1

1r-{.01

1ru.02

13.5t0.44-t2.73.
11.87

1.26

o.22

F200

ru.00s

-200
-200

b-5u

1ru,001

U.}JU
u-5-5U

0.44'

2.2

0.44
1 . 0

powdered aluminum.
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17.3.1 Liquid Rockets

Space Propulsion Systenrs

ln a liquid rocket systern plopellants are stored as liquids in tanks and fed on

TABLE 17-6. Examples of Avaitable Liquid Rocket Engines. For up-to-date and more
detailed information, contact the developer.

T1

t -  -  -

| 4,000 psia

Fill and Vent
Assembly

Regulal

xl_
E

,qBipropellant

Fig. 17-3. Pressure-Fed propulsion Sy
MMH). propulsion system desi,
ano mass

flow. Together, they ensure 200 psia fr
any single regulator failure. notn rnr
management devices to feed propellant
and pyrotechnically actuated squib va
high-pressure gas from the propellant
Isolating the fluid enhances oveiall svst
and drain valves to load propellant ar
additional manual valves for system ler
valves and regulators. Check valves r

Engine Developer

Nominal
Thrust

(N)

Spec.
lmpulse

(sec) Propellants

Oper.
Life

(sec)

Eng ine
Mass
(ks) Status

XLB-1 32 Flocketdyne1.67 x 104 340 N2O4/MMH 5,000 c t . z o In development

Transtar Aeroiel 1.67 x 104 330-338 N2O4/MMH 5,400 57 .1  5 In development
Transtage Aerojet 3.56 x 1Oa J  I J N2O4/A-50 1,000107 .95 Flown

Delta- l l Aerojet 4.36 x 104 320 N2O4/MMH 1,200 99.79 Flown

R.4D Marquardt 4.00 x 103 309 N2O4/MMH 25,000 7.26 Qual i f ied

OME/UR Aerojet 2.67 x ' lOa 340 N2O4/MMH 1,200 90,72 Modii iedOrbiter
maneuvenng
engrne

RL,IO-A Pratt &
Whitney

a a A X 104 446 LO2lLH2 400 138.35 Fl ight  qual i f ied
(Centaur)

DM/LAE TRW 4.45 x 1O2 N2O4/N4H4 15,000 4.54 Flown

R4-D Marquardt 4.89 x 1O2 3 1 0 N2O4/MMH 20,000 o . / o Flown
R42 Marquardt 8 .90  x  102 305 MON.3/MMH 15,000 4.54 Qual i f ied

MMBPS TRW 4.45 x 1Q2 302 N2O4/MMH 20,000 J Z Z Fl ight  qual i f ied

BS-41 Rocketdyne1 . 1 1  x  1 0 4 312 N2O4/MMH 2.00c1  13 .40 Fl ight  qual i f ied
(Peacekeeper)

ADLAE TRW 4.45 x102 330 N2O4/N2H4 28,000 4.50 In qual.

Chandra
X-Rav
Obse'rvatory

TBW 4.25 x 103 J Z t . 3 N2O4/N2H4 25,000 4 - 3 Flighl qualified

HS 601
AKE

ABCiLPG 4.89 x 1O2 312 N2O4/MMH 10,000 4.08 In development

R-4OA Marquardt 4.00 x 103 309 N2O4/MMH 25,000 r  . z o Qualified (mod
of Shutt le FICS
engine)

HPLAM TRW 4.45 x102 325 N2O4/MMH 30,000 4.60 In advanced
development

,Trim Orifice



77

as liquids in tanks and fed or
ization or a pump. Bipropellan
nonop rop ellant engine s catalyti
ngines deliver a higher specifir
Ld cost. Table 17-6 shows liquic
rlsion systems on spacecraft.

:ngines. For up-to-date and mor€

Types of Rockets

t -  
-  -

r 4,000psia a iffi^"::*", I- J - -  - - - { -  - - - - {
ig1;;"% I
t  I  - l  I

I

il*:l'.1;"i &*erVa,ve 
t
I

t I )f| )t PressurantControtl
I I ASSemOry
. N - l

s

Oper.
Life
(sec)

Engine
Mass
(ks) Status

Flg. 17-3. Pressure-Fed Propulsion System Using Earth-storable Bipropellant (N2Oy'
MMH). Propulsion system designers tiade-off reliability and safety with complexity
and mass.

f low Tooether fhew cnsrlrp ?OO neiq fecd nreccrrrc tn fha nrnnal lqnr fonlza orran aftar

5,000 51 .26 In developmenl

5,400 c 7  1 q ln develooment

1,000 107.95 Flown

1,200 99.79 Flown

25,000 7.26 Qualified

1,200 90.72 ModifiedOrbiter
maneuvenng
engrne

400 138.35 Flight qualified
(Centau4

15,000 + -J1 Flown

20,000 Flown

15,000 4.54 Qualified

20,000 5.22 Flight qualified

2,000 113.40 Flight qualified
(PeacekeepeQ

28,000 4.50 ln qual.

25,000 4.5 Flight qualified

10,000 4.08 In development

25,000 T .ZE Qualified (mod.
ol Shuttle RCS
engine)

30,000 +.ou In advanced
clevelopment

rhematic of a bipropellant pro-
:y and to adjust its orbit. It is
rigned for long life. This system

engine that uses N2Oa and
wo positive expulsion tanks for
,res helium at about 4,000 psia,
lisc and relief valve---regulates

any single regulator failure. Both the fuel and oxidizer tanks can use propellant
management devices to feed propellants to the 100 lbf..engine on demand. Burst discs
and pyrotechnically actuated squib valves isolate propellants from the engine (and
high-pressure gas from the propellant tanks) until the system is ready for operation.
Isolating the fluid enhances overall system reliability. This system also has manual fill
and drain valves to load propellant and pressurant gas into the system, as wgll as
additional manual valves for system leak checking on both sides of the pyro-isolation
valves and regulators. Check valves ensure that fluid flow is only in the correct
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^ Liquid Nlonopropellant Engine
tor spacecraft attitude and velocity
excellent handling characteristics, r<
and clean decomposition products hr
operations in a hydrazine thruster (F

. When the attitude-control s1
solenoid valve opens, allowi
(as short as 5 ms) or long dur

. The pressure in the propellan
enters as a spray into the thru

. The catalyst bed consists of
most widely used catalyst, rnr
40 5. Incoming liquid hydrazt
the caralyst bed and with the.
perature of the hydrazine rise
becomes so high that the cher

. By controlling the flow varial
designer can tailor the propor
ture, the molecular weight,
(Fig. 17-5). For a rhrusrer appJ
designer attempts to provide
the lowest percentage that ci
application, where lower tem
provides for higher levels of a

. Finally, in the space thruster,
catalyst bed and exit from the

. nozzle to produce thrust.

Injectlon Element
Protective Screen'

Fig. 17-5. Typicat Hydrazine (N2Ha) Roc

Figure 17-6 shows a schematic of I
the GRO spacecraft. One of the larsest
1,800 kg ofhydrazine, and is the first I

T1

direction and that the fuel and oxidizer can never mix anywhere in the system, except
in the engine. Finally, pressure transducers, filters, temperature sensors, and line and
component heaters are provided to ensure proper subsystem op"iu*n.

: topping cycle engine. The fuel first travels
ket in,a technique known as regenerative
e oxidizer in a high_pressure precombustor.
)rgy gas to drive the engine pump turbines.

chamber, where ir burns with rhe rem"i"ins'oil;;#;""t"""1,#:ri* #$ffi*l:,T:cycle lends itself ro high-pressure operario;, which results i" 
" 

;;il;;ihrust chamber.
The extra pressure drop in the precombustor and turbines ,"qoir", tt 

" 
pump-discharge

pressure of both the fuel and the oxidizer to be much higler than with^op"n_.y.i"
engines. The topping cycle therefore needs heavier and riore 

"o*pt"^ 
pumps, tur-

bines,-and piping. Ir can, however, provide the highest tp""in" i.irire for a given
propellant combination.

The space shuttle's main engine uses a variation of the topping cycre by employing
two separate precombustion chambers, each mountea airectly"on a separate mainturbopump. The oxygen precombustor and turbopump bum an oxygen-rich mixturethat expands through the oddizer turbine to drive the pump. Then ih?-i^tr." 

"nt"r,the main combustion chamber, where ir burns with the iuet-rich;*il;" i.o* the fuel_

li:::T:::l:: :ig jyliT. assembly. rhe space shutre,s *ui" ;;;;;. deverops the
llqT,rj r,o:: fi c, rmpul se (4 5 5 s e c u i u u" u o- j or u.,y ni gi, t _fi ;;;;?;; ;il""? ilngchemical propulsion.

. .The -expander cycle is somewhat different, in that the engine pump turbines aredriven by gaseous fuel which vaporizes in the rhrust .h^r"6;;;;ii"; iacket. Theexpander cycle requires no precombustor. An expander 
"y"r" "ntin"'is 

shown inFig.17-4.

Thrust
Chamber

Liquid Oxygen i

Oxidizer Pump

Uquid Hydrogen I

Fuelevmp/

5:::""n""'*,
Fig. 17-4. BLl o Expander power cycre. 1 6,soo rb1 thrusl engine used for the centaur L}/LH2upper stage.

Nozzle

\
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anywhere in the system, except
temperature sensors, and line and

stem operatron.
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drive the engine pump turbines.

jected into the main combustion
. Because of the precombustor, the

ts in a smaller thrust chamber.
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specific impulse for a given
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Chamber
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Liquid Monopropellant Engines. By far the mosr widely used type of propulsion
for spacecraft attitude and velocity control is monopropellant hydrazine (N2Ha). Its
excellent handling characteristics, relative stability under normal storage conditions,
and clean decomposition products have made it the standard. The general sequence of
operations in a hydrazine thruster (Fig. l7-5) is:

' When the attitude-control system signals for thruster operation, an electric-
solenoid valve opens, allowing hydrazine to flow. This action may be pulsed
(as short as 5 ms) or long duration (steady state).

' The pressure in the propellant tank forces liquid hydrazine into the-injector. It
enters as a spray into the thrust chamber and contacts the catalyst beds.

. The catalyst bed consists of alumina pellets impregnated with iridium. The
most widely used catalyst, manufactured by Shell Oil Company, is called Shell
405.Incoming liquid hydrazine heats to its vaporizing point by contact wirh
the catalyst bed and with the hot gases leaving the catalyst particles. The tem-
perature of the hydrazine rises to a point where the rate of its decomposition
becomes so high that the chemical reactions are self-sustaining.

. By controlling the flow variables and the geometry of the catalyst chamber, a
designer can tailor the proportion of chemical products, the exhaust tempera-
ture, the molecular weight, and thus the enthalpy for a given application
(Fig. 17-5). For a thruster application where specific impulse is paramount, the
designer attempts to provide 30-40Vo ammonia dissociation, which is about
the lowest percentage that can be maintained reliably. For a gas-generator
application, where lower temperature gases are usually desired, the designer
provides for higher levels of ammonia dissociation.

. Finally, in the space thruster, the hydrazine decomposition products leave the
catalyst bed and exit from the chamber through a high expansion ralio exhaust
nozzle to produce thrust.

Injector
Distribution
Element

Injector
Feed Tube

Lower Catalyst

Exhaust Gases

NH3,  N2,  H2

Upper
Cataiysl
Bed

/ 
(shett4}')sed

Iniedion Element
\Lower

Screen
Protective Screen Tu*-1godF

Tu- 200f F

Fig. 17-5. Typical Hydrazine (N2H4) Rocket Engine.

Figure 17-6 shows a schematic of the monopropellant-hydrazine system.used for
the GRO spacecraft. One of the largest hydrazine systems ever built, it contains about
1,800 kg of hydrazine, and is the first such system designed to be refueled in orbit. It
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17.3.2 Solid Rockets
Solid rockets store propellants

aluminum, and the oxidizer is amr
polybutadiene holds the fuel and oxi
than liquid rockets, the operational
the propulsion system ofchoice. Tr
rocket motors.

TABLE 17-7. Representative Sotid R<
Sy-stems Division supplies
third-stage motor version r
motors as well as the LEA

Motor

Total
lmpulse

(N's)

Loaded
Weight
(ks)

P
pel
M;

Frar

(oRBUS-6)

STAR 138

STAR 3OBP

STAR 3OC

STAR 3OE

STAR 37F

2.81 x 107

9 .26  x  106

6.78 x 106

5.67 x 106

5.79 x 106

7.12 x 106

2 .13  x  1O7

8 . 1 1  x  1 0 6

1  . 1 6  x  1 0 5

1 .46  x  106

1 .65 x 106

1 .78  x  106

3.02 x 106 l

2,459

8;066

Z,YYC

47

543

626

o o /

1 , 1 4 9

0.

0.

0.

0.

0.1

0.1

o.1

0.t

n (

0.s
0.s
U.Y

Fil|/Drain lvlodul€

t _ _ _ _ _ _ - _

2P

2R
3P

3F

4P
4R

Fig' 17'6' GRO Propulsion System Schematic. Monopropellant hydrazine fuel. Blowdown fuelsystem going from 400 to 1 00 psia tank pressure.
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propellant and pressurant gas are
the tank, the pressure level

imum thrust of 30 N for reac-
thrust of 535 N to adjust the

are completely redundant
as described above. The svs-

th elastomeric diaphragms, each

FiluDrain Moduls

hydrazine fuel. Blowdown fuel

Shuttle launch safety require-
ation valves in series for every
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stay in whatever position they

only requiring power for the
also has eight manual fill-and-
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positive-expulsion tank. The

nts such as filters (to keep
temperature sensors, and ther-

These heaters increase thruster
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17.3.2 Solid Rockets
solid rockets store propellants in solid form. The fuel is typically powdered

aluminum, and the oxidizer is ammonium perchlorate. A synthetic rubbei such as
polybutadiene holds the fuel and oxidizer powders together. Though lower performing
than liquid rockets, the operational simplicity of a solid rocket motor often makes ii
the_propulsion system of choice. Table l7-7 gives representative examples of solid
rocket motors.

TABLE 17-7. Representative Solid Rocket Motors. The firm United Technologies/Chemical
Systems Division supplies the IUS SHM-I and 2, as well as the currenl MinuteMan
third-stage motor version of Leasat PKM, Thiokol Corp. supplies the STAR rocket
motors as well as the LEASAT PKM.

Figure ll-7 is a schematic diagram of a typical rocket motor using a solid propel-
lanl This motor, used for geosynchronous spacecraft, provides a circularizing burn
when the spacecraft is at apogee, thus placing the vehicle into its operating orbit. The
internal grain is shaped in a star configuration, so the grain's surface area will remain
relatively constant as the motor burns. We often desire a constant burning area because
it produces relatively constant pressure (and thrust) over the full burn period for a pre-
dominantly radial burning motor. An igniter in the forward or head end of the motor
starts the burn on command from a control system. The igniter, when lit, sends burning
particles into the main motor grain. These.burning particles fully ignite the rocket
motor. A solid motor typically operates with a single start and burns.until the propel-
lant is gone [Timnat, 1987].

17.3.3 Hybrid Rockets
A lrybrid rocket is one in which the propellants are stored in different fonns. Nor-

mally, the fuel is a solid and the oxidizer is a liquid or gas (Fig. l7-8). Hybrid rockets

Motor

Total
lmpulse

(N's)

Loaded
Weight
(ks)

Pro-
pellant
Mass

Fraction

Avg.
Thrust

(lbf)

Avg.
Thrust

(N)

Max.
Thrust

(N)

Effec-
tive
Isp

, (sec) Status

STAR 75

IUS SRM-2
(oRBUS-6)

STAR 138

2.81 x 107

9.26 x 106

6.78 x 106

5.67 x 106

5.79 x 106

7.12  x  106

2.13 x 1Q7

8.11 x  106

1 . 1 6 x  1 0 s

1 .46 x 106

1 .65 x 106

1 .78 x 106

3.02 x 106

10,374

3,658

2,559

2,135

2,141

2,459

8,066

2,995

47

543

626

667

1,149

0.94

0.91

0.95

0.95

0.95

0.93

n q 1

0.88

0.94

0.95

0.94

0.94

44,610

35,375

17,900

14,U5

15,160

44,608

18,020

198,€5

1 57,356

79,623

66,034

67,435

198,426

80,157

zovl 488

193,200

100,085

70,504

72,017

242,U6

111,O72

9,608

295.5

285.4

283.9

286.2

292.2

293.5

288.0

303.8

285.7

292.O

2U.6

2892

291.0

Qualified

In develop.

In develop.

Flown

Flown

Flown

Flown

Flown

Flown



Space Propulsion Systems 17.3

Flemote Safe and Am Device

Fig. 17-7. Typical Solid Propellant Rocket Motor. ETA is the Explosive Transfer Assembly.

have several attractive features. These include: (1) safety-it is impossible to create
an explosive mixture of fuel and oxidizer; (2) throttling-we can throttle the engine
by modulating the oxidizer flow rate (useful for load alleviation during maximum
dynarnic pressure and for trajectory shaping). We can idle the engine also (107o thrust)
to ensure system operation prior to launch commit; (3) restart-we can shut it off and
restart it; (4) storability-the fuel is storable, as are many oxidizers; (5) environmen-
tally clean-unlike solid rockets, hybrids can be made which produce no hydrochloric
acid or aluminum oxide exhaust.

Combustion
Chamber

Valve

Iniector

17.3

ONERA in France developed a hy
acid oxidizer. The 3.3-m long, 75-kg:
for three years, ultimately reaching a
the same time, United Technologies
supersonic target drone using HTPB
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Fig. 17-8. Schematic Drawing of a Hybrid Rocket.

The Califomia Rocket Society built hybrid rockers in the 1930s. The Califomia-
based Pacific Rocket Society also conducted research in the mid-1940s, using liquid
oxygen with various fuels including wood, wax loaded with carbon black, and rubber.
The LOX-rubber combination was the most successful. and was test-flown to an
altitude of 9 km in June, 1951 [Altman, 1981].

I
I
I

Nozzle

TABLE 17-8. Representative Hybrid Rc



70717.3 Types ofRockets

ONERA in France developed a hybrid sounding rocket using amine fuel and nitric
acid oxidizer. The 3.3-m long, 75-kg rocket first flew in 1964. These flights continued
for three years, ultimately reaching altitudes in excess of 100 km [Salmon, 1968]. At
the same time, United Technologies and Beach Aircraft developed a high-altitude
supersonic target drone using I/IPB (hydroxyl-terrninated polybutadiene) fuel and
IRFNA (inhibited red fuming nitric acid) oxidizer. This air-launched Sandpiper mis-
sile (later renamed HAST) first flew in 1968 and had a range in excess of 150 km
[Altman, 1981].

Hybrid rocket technology has progressed slowly since the 1960s. As of 1990,
engines with thrust levels of 75,000 lb1 have been demonstrated in ground tests [Guth-
rie and Woll 19901. Engines with thrust of 3,000,000 lbl have been proposed, but sig-
nificant technical hurdles remain before such large hybrids will be feasible [Jensen,
19901. Table 17-8 gives characteristics ofseveral hybrid rockets.

17.3.4 Electric Propulsion

Electric propulsion uses externally provided electical power either from the Sun
(converted through photovoltaic solar arrays-1007o to date) or from nuclear or
therrnodynamic conversion thermal engines, to accelerate the working fluid to
produce useful thrust. For example, in an ion engine, an electric field accelerates
charged particles which exit at high velocity. Alternatively, in a magnetoplasmady-
namic, or MPD thruster, a current-carrying plasma interacts with a magnetic freld
resulting in a Lorentz acceleration to expel the plasma.

the Explosive Transfer Assembly.

is impossible to create
can throttle the ensine

alleviation during maximum
idle the engine also (10Vo thrust)
restart-we can shut it off and

y oxidizers; (5) environmen-
which produce no hydrochloric

in the 1930s. The California-
in the mid-l940s, using liquid
with carbon black, and rubber.

and was test-flown to an

TABLE 17€. Representative Hybrid Rockets.

Motor

Average
Thrust

(lbr)

Average
Thrust
(kN)

Burn
Duration

(sec) Fuel Oxidizer Comments

Ameican Rocket Company

H-500 75,O00 eee 70 HTPB LOx Qualified for flight

H-250 32,000 142 HTPB LOx ln develooment

H-50 10,000 44 HTPB LOx In development

u-50 6,500 29 HTPB LOx ln develooment

u-1 100 0.44 HTPB LOx In development

United Technologies

40,000 178 300 HTPB IRFNA Flown on Firebolt air-
launched target drone,
1 968

StarsTruck

40,000 178 CTBN LOx Flown on Dolphin water-
launched sounding
rocket.1984

USAF Academy

H.1 o.25 2.3 HTPB GOx Flown on 4-ft tall rocket
for student project, 1 991
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The propulsion system weight varies with the specific impulse (exhaust velocity),
thrust level, and total impulse. Propellant weight clearly drops off as specific impulse
increases. The power source requirements, however, are proportional to 1ro. Thus, the
weight of the power source increases with specific impulse, leading to a minimum
weight of the combined system (fuel and power source) at a particular value of /*". we
may usually obtain cost savings by operating slightly below the optimum sptcific
impulse, since propellant is usually cheaper than more power supply.

For an electric propulsion device, efficiency is defined as the ratio ofkirretic energy
expelled to the input energy. For small time intervals, where mass flow is constant, we
express efficiency, 4, as a power ratio:

17.3

fABLE 17-10, Characterist ics of Sele

Concept

specif ic
lmpulse,

(sec)

Input
Power,
(kw) (r

Resistojet

299

0.5
n o

Arcjet 480

502

>580

800

n

t . b

2 . 1 7

zo
Pulsed Plasma
Thruster (ppT)

847

1,200
< 0.03f
< 0.02r

Hal! Effect
Thruster (HET)

1 , 6 0 0
| , o J d

2,O42

1.5

1 . 4
4 .5

lon Thruster
(tr)

z ,c6c

2,906
3,250
3,280
3,400

0.5
0.74
0.6
2 .5
0 .6

r i y 2
T l = _' ,  

2P

where 4 is the overall efficiency, m is mass flow rate, v is exhaust velocity, and p is
the input power. Recognizing that thrust F = rirv , and that specific impulse lro =
F/ itg , where g is the gravitational constant, we rearrang e Eq. (17 -12) to get po'wer
required:

P =  
F '  

=
2hn

For a given 1", and thrust, we use Eq. (17 -r3) to estimate power and mass flow rate
of the working fluid. Typical values of 4 are included in Table 17-4, which also
includes useful inforniation on selected propellants and energy sources. See Sec. 11.4
for more on the power subsystem, or Clark ll975l.

Electric Propulsion Systems Design Concepts
The five electric propulsion (EP) concepts shown on Tables fl-9 and 17-10 have

achieved operational status and many programs are underway to increase the number
and types of missions served by EP. The following will briefly highlight the char-
acteristics of mature EP systems that have become operational, or for which near-
term flight programs are firmly planned, and comment on the potentials of various
classes ofEP systems. Table 17-9 illustrates the three basic typei ofelectrical energy
thrusters. Table 17-10 and Fig. 17-9 show key characteristics-of selected, mature Ep

Resistojets have been used for North-South stationkeeping and orbit insertion of,
respectively, communications satellites in the United States and for orbit control and
ACS functions on Russian spacecraft. Propellant temperatures are fundamentally
determined by material limits in resistojets which implies modest (propellant specific)
maxima for specifrc impulses of about 300 sec for the 0.5-l kw-ilass resistoiets

FI"-s

24

(t7 -r2)

(17-13)

. Thruster input power
t Power dependent on pulse rale.

developed by Primex. Resistoiets hav
thrust/power far higher than other E
modest specific impulses), the lowest.
of a requirement for a power processor
wil l continue to maki resisioiets attr
especially where power limiis and/c
mission drivers. In addition, resistoiel
which led to their proposed use as a
Space Station and, operated on hyclrop

iiil

li;

TABLE 17-9. Electr ic propulsion; Th

Electrothermal

Mechanism Gas heated via
resistance element or
arc and expanded
through nozzle
Resistojets
Arcjets

Power o.4-2kw
Specific
lmpulse, Iw

300-800 sec
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' Thruster inout oower.
t Power dependent on pulse rale.

developed by Primex. Resistojets have several desirable features including values of
thrusUpower far higher than other EP options .(due to their high efficiencies and
modest specific impulses), the lowest EP'system dry masses (primarily due to the lack
of a requirement for a power processor), and uncharged/benign plumes. These feafures
will continue to make resistojets attractive for low-to-modest energy applications,
especially where power limits and/or thrusting times, and/or plume impacts are
mission drivers. In addition, resistojets can operate on a wide variety of propellants
which led to their proposed use as a propulsion/waste gas management concept on
Space Station and, operated on hydrogen, for Earth-orbit insertions.
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TABLE 17-9. Electric Propulsion; Three Classes of Accelerator Concepts.

Electrothermal Electrostatic Electromagnetic

Mechanism . Gas heated via
resistance element or
arc and expanded
through nozzle

. Resistojets

. Arcjets

. lons
electrostatically
accelerated

. Hall effect (HET)

. lon

. Field emission

. Plasma accelerated via
interaction of current and
magnetic field

. Pulsed plasma (PPTs)

. Magnetoplasmadynamic
(MPD)

. Pulsed inductive (PlT)

Power 0.4-2kw 1-50 kw 50 kw-1 MW

Specific
lmpulse, I*

300-800 sec 1,000-3,000 sec 2,000-5,000 sec

TABLE 17-10. Characteristics of Selected Electric Propulsion Flight Systems.

Concept

Characteristics
lipecrIrc
lmpulse,

(sec)

Inpur
Power,
(kw)

I nfusu-Power,

(mlUkw)

:ipecrric
Mass,

(ks/kw) Propellant Supplier

Hesistojet 296

299 0.9
t43

905
t . t t

1

N2H+

NzH+

Pnmex

Primex, TRW

Arciet 480

502

>580

800

0.85

1 . 8

2 . 1 7

zo

135
138
1 1 3

3.5
J .  l

2.5

NHs

NeH+

NzH+

NHs

IRS/ITT

Primex

Primex

TFIW, Primex, CTA

FUEeOf'Bsma
Thruster (PPT)

6 4 1

1,200
< 0.03r

. < 0,02t

2U.6

1 6 . 1

95

85

le l lon

Teflon

JHU/APL

Primex, TSNIIMASH,
NASA

Hall Effect
Thruster (HET)

1,600
1,638
2,O42

1 . 5

4.5 54.3

7

o

Xenon
Xenon

Xenon

15l ,  Lorat, FaKel
TSNIIMASH, NASA

SPl, KeRC
Ion Thruster
(tr)

2,585
2,906
3,250
3i280
3,400

n 4

0.74
0.6
2.5
u .o

35.6
J i . . J

en

41
25.6

23.6
22
25

o 1

23.7

Xenon
Xenon
Xenon
Xenon
Xenon

HAC
MELCO, Toshiba
MMS
HAC, NASA
DASA
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Fig. 17-10. Generic Electric Propulsion System. Functional Block Diagram.

Significant efforts including development of novel materials were necessary to define
and validate the 600-sec, hydrazine arcjet. It is likely, therefore, that 600-650 sec rep-
resents the upper range of specifrc impulses that can be expected of low-power arcjets
using storable propellants. Arcjets do provide major mass benefits for many space-
craft, are relatively simple to integrate, and are the least complex and costly of any
plasma propulsion device. For those reasons, low-power arcjets can be expected to
undergo evolutionary irnprovements and be used well into the future for a variety of
medium-to-high energy propulsion functions. Figure 17-11 also shows a 26kW,
ammonia arcjet which operates at a specific impulse of 800 sec. The arcjet is part of a
flight systern called ESEX, built under aU.S. Air Force program by a TRW, Primex,
ald CTA Systems team, which includes the arcjet, supporting subsystems, and a diag-
nostic suite to evaluate plume and EMf effects. The increased specific impulse relative
to low-power arcjets is largely due to reduction of losses associated with low Reynolds
number flows that are fundamental penalties for low-power arcjets. The space test will
represent a greater than tenfold increase in power level of flight-demonstrated EP
devices and will address integration and mission issues critical to potential users of
high-power (orbit-fransfer-class) electric propulsion.

Pulsed plasma thrusters (PPTs) are inherently pulsed devices and versions which
operate at about 847 sec specific impulse and were built by the Johns Hopkins
University, Applied Physics Laboratory (JHU/APL) have successfully maintained
precision control of three NOVA spacecraft for many years. PPTs feature very small
G 4 x lf N.s) impulse bit capability, use of a solid propellant (Teflon), and the
ability to operate at near constant perfornance over large power ranges. An improved
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1.5 kW-class HETs traceable ro rhe l
ing for nine years on the French Stel:
of IIETs.

TABLE 17-11. Hail  EffectThrusrer(H

Concept Supplier
Power
(kw)

lsP

(sec)
SPT.IOO Fakel

(Flussia)
1.35 1,500

u-55 TSNIIMASH
(Flussia)

1 .39 r ,oJ t t

T-100 KeRC
(Russia)

1 . 2 9 1,650

SPT.140 Fakel
(Russia)

O,U

5.0
1,579
1,929

D-100 TSNIIMASH 3.0 1,849

T-1 60E,
T-140,
T-200

KeRC
sPt(usA)

o .u
4.3

1,772
1,909

Fig. 17-11. The 26 kW, ESEX Arcjet System.

version r[ wli9tr operares up to 1,200 sec specific impulse (Tablb 17-9), is being
developed by a NASA/primex team and a fligit test in 1999 is planned on the Earth
OPfry"I I spacecraft to demonstrate propuliive ACS. The characteristics of ppTs
will likely limit their power operating .ing" to under a few hundred watts and, as sug_
gested by Table 17-10, they have lu.g" ory masses. within rheir operating capabilit!,
how-ever, PPrs promise a combinaiion 

-of 
lo*-power, high ,p""iri" impulse, and

small-impulse bit that is unique. It is anticipated that pPfs riitt find uses for ACS and
for.modest energy AV appli-ations for srnall spacecraft where the po*", and thrust
Iimitations of PPTs a.re acceptable and/or desirable.

Hall effect thrusters (HETs) and ion thrusters (ITs) represent the highest perfor-
TTc.e EP options and characteristics of mature veisions oi both concepts are shown
in Table 17-10. HETs were developed and flown on dozens ornurriun ,iace missions
for various functions and are under intense development for use on oth.. nations,
spacecraft. Flight-type HETs.have been producea uy natet Enterprise (Fakel), Kel-
jy_s! !9s9arch cenrer (KeRC), and TsNI1MASH, ari or nurG an'J qort" ugg."rriu"
ff] 
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TABLE 17-1 1. Hall Effect Thruster (HET) Status Summary.

Concept Supplier
Power
(kw)

Isp
(sec)

T
(mN)

Derno Life
(Khrs) Maturity Comment

sPT-100 Fakel
(Russia)

1 .35 1,500 83 >5.7 Flight Most mature
1.5 kW-class
concept. Multiple
life tests >5 Khrs

D-55 TSNIIMASH
(Russia)

1 .39 1,638 88.6 0.64 Under
Development

Several technical
deifierences
from SPT-100

T.100 KeRC
(Russia)

1.29 1,650 80 0,63 Under
Development

Nearly identical
to SPT-100

SPT.140 Fakel
(Russia)

3.0
5.0

1,579
1,929

177
263

Under
Development

Ooerated from
1.5 to 5 kW

D-100 TSNIIMASH 3.0 1,849 1 U Under
Development

T-1 60E,
T-140,
T-200

KeRC
sPr(usA)

e n

4.3
1,772
1,909

192
257

Under
Development

New high fidelity
datafrom NASA
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1.5 kW-class IIETs traceable to the Fakel concept, are planned to provide stationkeep-
ing for nine years on the French Stentor spacecraft. Table 17-11 summarizes the status
ofHETs.

Five mature ion thrusters are also shown on Table 17-10. The 2,585 sec /* system
was built by the Hughes Aircraft Company and is operational on a commercial
COMSAT launched in 1997. The 2,906 sec 1sp concept was built by a team of Mitsu-
bishi Electic Corporation and Toshiba Corporation of Japan and was flown on the
ETS-VI spacecraft in 1994. An orbit ilsertion issue prevented the system from
performing its planned stationkeeping function but in-space characterizations were
performed in 1995 and an identical system will soon be flown on the Japanese
COMETS spacecraft. The 3,250 and 3,400 sec 1sp systems were built in Europe by
teams headed by, respectively, Matra Marconi Space (MMS) and DASA. These de-
vices have been baselined for stationkeeping on the European Space Agency's
Artemis spacecraft to be launched in 2000. The 3,280 sec, 2.5 kW device is the highest
power, mature ion thruster for which data is available and is used on NASA's New
Millennium DS-l mission.

IIETs and ITs are the highest specific impulse options available for mission
planners, and many analyses have been conducted to evaluate their use for high energy
missions. Comparisons of the two devices are difficult due to the relative lack of
maturity of devices built to comparable powers and standards. ITs operate reliably at
higher specific impulses than IIETs and their performance and specific mass are
deeply penalized by operation at specific impulses less than about 2,500 sec, due to
the constraints imposed by the ion optics systems. On the other hand, IIET systems
perform at values of thrusUpower 30Vo or more larger than those of ITs and are con-
siderably lighter but IIET operations above about 2,500 sec will pose major lifetime'
or redesign challenges. Both concepts eject high-velocity, charged plumes and present
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approximately the same issues regarding spacecraft integration. Both HETs and ITs
provide extreme benefits for emerging space missions and the choice between them
will likely be quite mission specific. In general, however, ITs become increasingly
beneficial as mission energies increase and FIETs appear optimum for many time-
constrained situations, typical of Earth-space missions.

17.4 Component Selection and Sizing

The simplest way to feed the propellant (or working fluid) to the thrust chamber on
demand is to displace it from its storage vessels with a high-pressure gas. Alternative
systems employ a pump, such as a piston or turbopump, which can be driven by tur-
bines, gas pressure intensifiers, or directly by electric motors. Turbine-driven pump
assemblies may obtain drive power either from a hot-gas cycle (the most common
method) or, in a few cases, from electromechanical actuators that in turn receive power
from batteries or solar arrays. A feed system using intensified gas pressure may soon
tind application in propulsion systems.

We typically use pressure-fed systems for rockets which deliver low to moderate

Regulated System Blowdown Systern

Typically 3,000 to
6,000 psia

Pressure
Blowdown Ratlo:
300 to 400 psia
(Beginning of Life)
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Propellant
Tank
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Fig,17-12. PressurizationSystems.
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For gas storage systems, only the pressure vessel, valving, and feed plumbing are
required to direct the gaseous propellants under high pressu-re to the thrust chamber.
Liquid storage systems are more complex, needing to manage the liquid propellant
under zero gravity to ensure that liquid, rather than gas or vapor, is expelled from the
tiurk. To manage the liquid propellant, we may use artificial gravity tndtrced by a spin-
ning spacecraft or by a Settling bum from anotler small rocket, positive expulsion, or
a surface-tension device. Positive expulsion systems use an active element (a bladder,
diaphragm, piston, or bellows) to separate the pressurant gas from the liquid
propellants under all dynamic conditions and to force the liquid from the tank into the
feed lines on demand. The slightly higher differential gas pressure acting on_the expul-
sion device forces the liquid to flow. Table 17-12 shows basic options using a positive
expulsion tank.

TABLE 17-12. Available Options lor Positive Expulsion Tanks. AP = pressUre ditference.
After deciding that our spacecraft requires a liquid propulsion system, we must
decide on svstem characteristics.

Tank Option Advantages Disadvantages Typical Applications

Metal Diaphragm High volume
efficiency

Good center of
gravity control

No ullage volume

No sliding seals

Proven design

. High weight

. High cost

. High-expulsion AP

. Optimizes only for
special envelope

. Spacecraftcontrol &
maneuvenng

. Launch vehicles

. Upper stages

. Missiles

Rolling Diaphragn Light weight

Low cost

Low AP during
expulsion

. Inspection of internal
welds

. Missile interceotors

. Maneuvering
missiles

Piston . Extensive database
. Low AP during

expulsion
. Designadaptseasily

to groMh

. High cost

. Low volumetric ,
efficiency

. Critical tolerance on
shell

. Sliding seals
possible blowby

. High acceleration
missi les

Bubber Diaphragm . Extensive database
. Low AP during

expulsion
. Not cycle limited
. Proven design
. High expulsion

efficiency

. Compatibility limits
on propellants

. Spacecraftcontrol &
maneuvenng

. Launch vehicles

. Upper stages

Metal Bellows . No sliding seals
. Good center of

gravity control
. Proven design
. Good compatibility
. Hermetically sealed

. High weight

. High cost

. Limited cycle
capability

. Low volumetric
efficiency

Missiles

Spacecraft
Launch vehicles
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TABLE 17-13. Ft ighr-euati f ied Thrusl
ity. Thruster life is expre

' Mono H is monopropellant hydrazine (N2H.
t For low duty cycles (<10%) and short p]rls

cycles >1 0% and pulse widths greater than
d Electrothermally augmented (resistojeV EH-

Nom.
Thrust

(N)

Nom.
Thrust
(tb') Propellants' Dr

n no-
U . U J

Mono H TRW,
ERNO
HAC

0.09-
0.67

0.02-
0.1 50

Mono Ht TFIW,

2.22 0.5 Mono H OIin/FlF

4.45 1 . 0 Mono H TRW, S
Marqua

13-1 I 3-4 Mono H TFW, S

1Z-JO 5-8 Mono H TRW, C
Marqua

1 A-EN 4-1' l Bimodal rRW (S

45-67 10-15 Mono H rqua

l l r 25 Mono H Olin/RR

I J J 30 Mono H Marqua

178-222 40-50 Mono H Olin/RR

445-689 1 00-1 55 Mono H Olin/ RF

300 Mono H Walter l
Olin/RB

2,669 600 Mono H Olin/RB,

1 1 2.5 N2O4/MMH MMB

22 t n N2O4/MMH

1 1 1 25.O N2O4/MMH Marquar

400-489 90-1 1 0 N2O4/MMH ARC/LPr

450 100 N2O4/MMH MBB

440 105 N2O4/MMH TRW

450 1 1 0 N2O4/MMH Vlarquar,

445 105 N2O4/N2H4

440 105 N2O4/N2H4 rRW

450 1 1 0 N2O4/N2H4 loyal Or
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attitude and velociw con-
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applicable). All choices must
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managing momentum, and the
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17.4 Component Selection and Sizing

TABLE 17-13. Flight-Qualified Thrusters Used to Control Spacecrafl Attitude and Veloc.
ity. Thruster life is expressed in terms of total impulse or number ol pulses.

717

,rt
,fi'

li

r:3,ii

:;i--

.:#:

:i*
, iH.

Nom.
Thrust

(N)

Nom.
Thrust
(tbt Propellants' Developers

Total
lmpulse
(103 N.s)

lsp nange
(sec)

Weight
(ks)

Steady
State Prilset

0.09-
o.22'

0.02-
0.05

Mono H TRW, Olin/RRC
ERNO, Marquardt,
HAC

q-200 205-215 110-1800.1-0.2

0.0F
u.o/

o.o2-
0.150

Mono Hl TRW, Olin/RRC 9H00 28F320 250-294 0.H.9

2.22 0.5 Mono H Olin/RHC, Marquardt 4o-200 215-230 120-200 0.1-0.2

4.45 l n Mono H TRW, SEP, HAC,
Marquardt, Olin/RRC

40-1 ,100 210-230 120-210

13-1 I 3.4 Mono H TRW, SEP, ERNO 40-1,1 00 2't5-235 1 50-21 0 0.2-0.3

22-36 5-8 Mono H TRW, Olir'/RRC,
Marquardt, FIAC

40-1 ,100 215-240 120-210 0.2-0.3

lrSu 4-11 Bimodal TRW (SCAT) 2 .3  x106 305-32s J  l u

45-67 10-15 Mono H Marquardt, TFIW 40-1,300 215-240 120=210 0.3-0.5

1 1 1 25 Mono H Olin/RRC 4H00 215-240 150-220 1.F1.6

l e z JU Mono H Marqudrdt 40-300 225-242 150-225 z-J

17&-222 40-50 Mono H Olin/RRC. TRW 4o-200 220-245 150-220 1 .4-1.8

445-689 1 00-1 55 Mono H Olin/ RRC, Marquardt 1 ,1  00 225-245 150-225 1.4-2.3

1,335 300 Mono l.i Walter Kidde,
OliniRRC

2,200 22*-245 150-225 1  t . 3

2,669 600 Mono H Olin/RRC 200 225-240 N/A 8.2

1 1 2.5 N2O4/MMH MMB 200 285 U-J

22 5.U N2O4/MMH Marquardt, ARC/LPG 20H00 290 220 o.7

1 1 1 z5.v N2O4/MMH Marquardt 1 , 1 0 0 300 220 1 . 4

400-489 90-1 1 0 N2O4/MMH ARC/LPG 9,000 308 N/A 4 .1

450 100 N2Oy'MMH MBB 7,000 JU3 N/A 4.5

440 t n E N2Oy'MMH TRW 11,000 325 N/A 4.5

450 1 1 0 N2O4A4MH Marquardt 900 309 N/A 3.8

445 105 N2Oy'N2H4 TBW 10,000 322 NiA 4.5

440 105 N2Oy'N2H4 TRW 10,000 330 N/A

450 1 1 0 N2Oy'N2H4 Roval Ordnance 7,000 J I  T N/A 4

' Mono H is monopropellant hydrazine (N2Hf and MMH is monomethyl hydrazine.
f For. lowdutycycles.(<10' l .) .andshorlpulsg-width(10-15.ms),use.thelowerpulsed/sp.Forduty

cycles >10% and pulse widths greater than 50 ms, use the higher pulsed lsp.
+ Electrothermally augmented (resistojeV EHT)
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TABLE 17-14. Representative control-Authority Ranges for some Typical ways to con-
trol the Thrust Vector,

Method Typical Control Authority Range

Gimbals

Off-pulsing

Shallow Throttling

Exhaust jet Deflectors
(jet tabs and jet vanes)

RCS Thruster Control

t7 deg

2Q to 40Y" of thrust

*10 to 20To of thrust

*10  deg

Full range of attitude-control rates as determined by
thrust level, moment arm (torque), and duty cycle

example, thrusters are designed and qualified for specific operating lifetimes. Mainte-
nance, or maximum interval for resupply, affects propellant loads and tank sizing.

The propellant budget must include enough propellant to correct for errors stem-
ming from injection dispersion. Both the number and accuracy of maneuvers affect the
reserves that must be carried. When a solid rocket performs a Aymaneuyer, especially
a solid rocket restricted to a single firing, off-nominal performance will result in posi-
tion errors and on-orbit velocity errors. For example, the Inertial Upper Stage has a
three-sigma, geosynchronous position error of 43 km and a velocity error of 6 m,/s.

For a typical design, we first size the propellant load based on the information pro-
vided in Table l0-7 of chap. 10. For initial sizing, we may consider only the firsr two
items. Using the rocket equation presented in sec. L7.2 (Eq. 17.6), we estirnate the
propellant 7oad, m, from total impulse requirements:

mo= Irlg Iro (r7-r4)
where 1, is total impulse, 1r, is the specific impulse, and g is the universal gravity con-
stant 32.17 fVs2. Knowingthe propellant mass, we can determine the propellant vol-
ume by dividing by propellaht density. For gaseous propellant, density should be at the
storage pressure and maxirnum anticipated temperature.

Besides expelled propellant mass, many other things contribute to the weight of
propulsion systems. Some examples are thrusters, tanks, fluid components, instrumen-
tation, lines, fittings, power conditioning equipment, dedicated power equipment,
pressurant, and residual propellants (depending upon propulsion type). Initial sizing
should take into account known hardware weights. Table l7-13 summarizes some rep-
resentative, flight-qualified, spacecraft thrusters. We should use similar data to select
flight-qualified, off-the-shelf hardware that are close to meeting mission requirements.
A schematic or functional block diagram (see Sec. 17.2) builds on the baaic concept
and size, as do the equipment list and weight summary. For a conceptual design, we
may use the methods outlined below.

We usually size solid propellant systems so that each motor in the system provides
the total impulse for a single maneuver. Thus, we need only know the mass friction of
each motor to calculate total system weiglit, because the weight of the other hardware
----such as the safe-and-arm device, explosive transfer assembly, and initiators-is
usually small by comparison. Solid rocket motors are typically over 90vo propellant
by mass, including case and nozzle assemblies. A value from 9r-94vo is riasbnable
for present-day solid rocket motors with total impulse greater than 450,000 N.s.

17.4 Compone
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17.4 Component Selection s1d $izing

Improvemens in materials of construction should increase this value to more than
95Vo by the mid-1990s.

For liquid propulsion systems, we size the tank after determining the propellant
load because the tanks are the largest and heaviest components. For bipropellant sys-
tems, we determine the oxidizer and fuel reouirements from:

O/F = mor/mpet (17-15)

where O/F is the mixture ratio needed to deliver the required specific impulse, mr is
the oxidizer mass, and mp"1is the mass of the fuel. We calculate tank volumes from
propellant volumes loadtid into each tank, plus reasonable allowances for ullage (gas
volume in the propeilant tank, approximately.5%), design margin, and propellant
remaining in each tank because of trapped liquids or uncertainties in loading and
performance. The mixture ratio is a critical parameter il propulsion system sizingl
therefore, its selection is the first step in detennining the propellant quantities for a
given set of propulsion-system requirements (total impulse). Very often, we select the
mixture ratio for system benefits other than just maximum /rr. Consider the example
of storable-bipropellant systems using N2Oa/IvIMH for space systems. They almost
always use an O/F ratio of 1.64 because this value results in tanlcs of equal size. Equal
sizing simplifies tank manufacturing, packaging of propulsion systems (configuration
layout), and integration.

The O/F rutto at which the engine is operating is defined as:

Ol F= i6r/tit1oet (17-16)

where rno, is the oxidizer mass flow rate, and myuet is the fuel flow rate. The
maximum theoretical value of the characteristic exhaust velocity, C*, is achieved at a
specific mixture ratio. This optimum O/F rano depends on the particular propelkrnt
combination. Usually, we choose lhe O/F ralo'o so that the reaction products have the
maximum achievable value of T"/M and thus the highest possible specific impulse
[Gordon and McBride, L976].

In-some situations a different O/F ralo results in a better overall system. For a
volume-constrained vehicle with a low density fuel such as liquid hydrogen, we can
signif,tcantly reduce vehicle size by shifting to an oxjdizer-ich OlF ntto. In this case,
the losses in specific impulse are more than compensated for by the reduced fuel tank-
age requirement, because combustion performarrce is not aparticularly stong function
of mixture ratio. A large orbital Eansfer vehicle transported to orbit by the Space Shut-
tle would use this type of mixture ratio, though there may be other situations as well.

Pressurant gas requirements depend on the type of pressurization system
employed---regulated or blowdown @ig.l7-12), or sorne combination of the trvo.
AboutSVo to l07o ullage is provided in the propellant tanks for pump-fed or regulated
pressure systems.The total propellant tank volume for a blowdown system is the total
of the propellant volume, Vo, and,-initial gas volume, Vsi,in the tank. They relate
through the blowdown ratio,'R, as follows:

R = Vcl,/ Vei = fVr; + V; / Vg;
(r7-r7)

where Vor is the final gas volume, neglecting the propellant volume remaining at
end-of-life as well as density changes with temperature. Design margin for liquid pro-
pellant loads depends on the mission but can be as high asZ1Vo for eady conceptual
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designs. Analyzing the residual propellant can get very detailed, involving statistical
and deterministic error sources. A reasonable initial estimate is 5Vo.

For most systems, we can determine pressurant mass from the perfect gas law, but
only when the propellant is withdrawn isothermally (in blowdown systems at low duty
cycles). Otherwise, calculating requirements for pressurant mass of regulated systems
can become complicated thermodynamically. Using a conservation-of-energy approx-
imation to calculate the pressurant mass yields the following relationship:
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ofdesign and operating conditions, we

(17-18)

where rn*i is the initial pressurant mass, Pp andV, are instantaneous gas pressure and
gas volume in the propellant tank, Pr (300-600 psia) and P, (3,000-6,000 psia) are
instantaneous gas pressure and initial gas pressure in the pressurant tank, respectively;
T; is initial gas temperature (275-300 K); ft is specific heat ratio for a pressurant gas
(1.40 for nitrogen, 1.67 for helium); and R is the pressurant gas constant (296.8
J/(kg.K) for nitrogen, 2A'77 .3 J/(kg.K) for helium).

This equation does not apply to very high storage prcssures, for which the com-
pressibility factor becomes important. A more complete solution and derivation is in
Sutton [1992].

We may estimate the propellant and pressurant gas tank weights using:

" 
= 

T @ylindrical)

" 
= 

ff 
gphericat)

where o is the allowable stress from Table ll-52,* p is the maximum expected
operating pressure, r is the tank radius, and r is tank wall thickness. Usually, we select
the material, estimate the tank size, determine the thickness from Eq. (17-19) or
(I7 -20), and then compute the tank weight using the density of the material selected.
For typical spacecraftpropulsion, the tank weight will be about5-l5%o ofthe propel-
lant weight, depending on the basic design, safety factors, and construction materials.
We must add2V3}Vo of the overall tank weight for mounting hardware and propellant
management devices. See Sec. 11.6 for more detail.

we can estimate total weight of the liquid-propulsion system in a similar manner
as for solid systems by estimating the fraction oflhe propulsion system mass that is
propellant. Liquid propulsion systems are typically 85-93Vo propellant by mass, with
the remainder consisting of pressurant, thrusters, tanks, fluid compogents, lines,
fittings, and instrumentation. This fuel mass fraction, however, can be considerably
lower in small systems. The higher fuel mass fractions are usually associated with
Iarge propellant loads and use of composite, overwrapped tanks. These tanks are
fabricated with advanced materials whieh have higher strength-to-weight ratios. An
example would be thin, metal-lined tanks using an overwrapping of high-strength
carbon fibers, such as graphite-epoxy.

' Use the column labeled "4, = Allowable Tensile Llltimate Stress" plus a safety factor.

(17-19)

(r7-20)
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17.4 Component Selection and Sizing

A significant part of the weight in cold gas propulsion systems is in the high-
pressure tanks needed for storing the gaseous propellant. These systems most often
appear in applications demanding low total impulse or extreme sensitivity to
contamination. In this case, we can estimate tank weight with the aid of Eqs. (17 -19)

and (17-20). For example, the propulsion system which uses a nitrogen propellant for
the Orbital Maneuvering Unit has a mass fraction (ratio of propellant mass to propul-
sion system mass) of 0.64. Thirty-five percent of its dry weight is in nitrogen gas
tankage.

Thruster design requires specialized development to produce the best performance,
life, chamber pressure, and expansion ratio. Often, existing thrusters can provide a
basis for initial sizing. Sizes for fluid components (especially valves), as wOll as lines
and fittings, develop from flow-rate requirements, which depend on the number of
thrusters involved and the definition of specifrc impulse given in Sec. 17:2. Pressure
drops across fluid components also depend on flow rates. A pressure schedule starts
with requirements of the thruster's inlet pressure and works up through the pressure
drops in each sequential component to the propellant and pressurant tanks.

To design a propulsion system, we must consider some additional special topics:
interactions with the rocket exhaust plume, staging, mimeuver accuracy, and thrust-
yector control. Rocket exhaust plumes present three basic design issues. The frst is
plume heating of surfaces next to the rocket. The second concerns forces and moments

that the plume places on the spacecraft. For example, thrusters that control inclination
on geosiatior-rary satellites can lose about l\Vo of their delivered thrust because of
plume drag on the solar alrays. To avoid this drag, we must mount the thrusters far
from the solar array axis or cant them away from the arrays. The applied thrust vector

is then degraded by the cosine ofthe thruster cant angle, because the applied thrust is

no longer normal to the vehicle. A third issue concerns contamination by the plume.

Depending on the propellants involved and the nature of their exhaust products, the
plume may contaminate.sensitive surfaces (such as optics or thermal control surfaces)
of both the host and nearby spacecraft, such as the Space Shuttle or, eventually, the

space station
Rocket-plume exhausts divide into three regions: h continuous, forward-directed

core flow;i tansition region; and a rarefied backflow regime. By carefully placing

tluusters on the spacecraft, we can usually avoid the fust two regions. Avoiding back-

flow effects is difficult, but we can reduce them with large separation distances, plume

shields, covers on sensitive surfaces, and operational constraints on thruster firings.
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(17-21)

(r7-22)

(r7-23)

(r7-24)

(11-2s)

where mo;represents the total vehicle mass when stage i ignites, and ms. is the total
vehicle mass when stage i burns out but is not yet discarded. We must uf i.uuyr realjze
that the payload mass for any stage consists of the mass of all subsequent stages plus
the payload. Then, the total velocity increment for the vehicle is the ium of tlose for
the individual stages:

LVotot = LVt * LV2 +...+ LVn

where n is the total number of stages.

{_9 define the payloadfraction A as the ratio of payload mass, mp/r, to initial mass,
mo. We do this for the overall vehicle:

or for each individual stase:

)"= mrl I mo

),= molt. I moi

n

= )ot4
; - l

where the subscript I indicates the stage number. Recall that the payload for each stage
includes the mass ofall subsequent stages. The overall vehicle payioaA fraction is then
the product of those for the individual stases:
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Another required definition is the structure fraction:

Ea = fl* | froi = *o lf^r, + *,, + *0,,,f (17-26)

where rn" = tnf - tto/I- mo fro/t- fro and mo is the propellant mass.
Note that the m'ass ratio, R;, from Eq. (17:6) is related to the payload and structure

fractions as follows:

(17-28)

(r7-2e)

717

= k * E r t (r7-27)

Thus we can determine Alz; for any stage knowing 1sp, \, and er,
We say a multistage vehicle with identical specific impulse, payload fraction and

structure fraction for each stage has similar stages. For such a vehicle, we maximize
the payload fraction by having each stage provide the same velocity increment. We
calculate the payload fraction for each stage by:

)., = 
"-(LY,ol 

"l'Pg) - e.

and the overall vehicle payload fraction by:

). = (),)"

For a multistage vehicle with dissimilar stages the overall vehicle payload fraction
depends on how we partition the dV requirement among stages. We reduce payload
fractions when we partition the AV suboptimally. Techniques have been developed
which yield an analytical solution for the optimal AV diStribution lHill and Petersen,
19701, or we may determine the optimal distribution by trial and error. In the lafter
approach, a AVdistribution is postulated and the resulting payload fraction calculated
as previously outlined. We have to vary the AV distribution until the payload fraction
is maximized. Once we select the AVdistribution, we size the vehicle by starting with
the uppermost or final stage (whose payload is tre payload) and calculating the initial
mass of this assembly. This assembly then forms the payload for the previous stage
and the process repeats until all stages are sized.

Results reveal that to maximize the payload fraction for a given AVrequirement:

l. Stages with higher 15p should be above stages with lower.Isp.

2. More AV should be provided by the stages with the higher /sp. '

3. Each succeeding stage should be smaller than its predecessor.

4. Similar stages should provide the same AI4

References

Altrnan, D.E. 1981. Presented at the AIAA Annual Meeting-

Clark, K.E. 1975. "Survey of Electric Propulsion Capability." Journal of Spacecrafi
and Rockets. 12 (11):647454.

Fritz, D.E., and R.L. Sackheim. 1982. "Study of a Cost-Optimized Pressure-Fed
Liquid Rocket Launch Vehicle." Paper No. AIAA-82-1108 presented at the AIAA
18th Joint Propulsion Conference, Cleveland, Ohio.

I

&



718 Space Propulsion Systems

Furstenau, R.P., T.D. McCoy, and David M. Mann. 1980. "US Air Force Approach to
Plume contamination." in Proceedings of the seminar in optics in Adverse
Environments. Society for Photo-Optical Instrumentation Engineers.

Gordon, S., and B.J. McBride. 1976. Computer Programfor Calculation of Complex
chemical Equilibrium Compositions, Rocket Performance, Incident and Rejlected
shoclcs, and chapman-Jouget Detonations. NASA sP-2i3, Interim Revision.
NASA Lewis Research Center: National Aeronautics and Space Administration.

Guthrie, Douglas M., and Robert S. Wolf. 1990. "Non-Acoustic Combustion
Instability in Hybrid Rocket Motors." Paper presented at the JANNAF propulsion
Conference. Anaheim, CA.

Hill, Philip G., and Carl R. Peterson. 1970. Mechanics and Thermodynamics of
Propulsion. Reading, MA: Addison-Wesley Publishing Co.

Humble, Ronald W., G.N. Henry, and W.J. Larson. 1995. Spacecraft Propulsion Anal-
ysis and Desrgn. New York: McGraw-Hill.

Huzel, Dieter K., and David H. Huang. 1992. Design of Liquid Rocket properlant
Rocket Engines. Washington DC: AIAA.

Jensen, G.E., et al. 1990. Hybrid Propulsion Technology Program Final Report.
united rechnologies chemical Systerns. NASA/MSFC contract NAS 8-37778.

Martin, J.W. 1986. "Liquid Propellant Management in Space yehicles;' euest
Magazine (TRW, Inc.) 9(1).

Sackheim, R.L. and D.H. Hook. 1996. "Development of a Bimodal Secondary
combustion Augmented rhruster (scAT).'l Penn State 8th Annual Symposium on
Space Propulsion, State College, Penn., October 31.

Salmon, M. 1968. World Aerospace Systems.

Stuhlinger, Ernst. 1964. Ion Propulsion for space Flight. New york: McGraw-Hill
Book Company.

sutton, George P.1992. Rocket Propulsion Elements (6th edition). New york: John
Wiley and Sons.

Timnat, Y.M. 1987. Advanced chemical Rocket Propulsion. London: Academic
Press.

Tsiolkovsky, Konstantin E. 1903. "Exploration of the Universe with Reaction
Machines." The Science Review #5 (St. Petersburg, Russia).

CI

Laur

Josetr

18.l Basic Launch V,
18.2 Launch System i
18.3 Determiningthe

The launch process can severely cc
are the launch vehicle's Iift capabilitv
satellite during ascent. A launch systei
lng one or more stages and an infrastr
place the spacecraft in orbit, creates i
spacecraft from its surroundines. Ulti
orbit with a functional spacecrJt attitur
hardware above the launch-vehicle_to.

payloads on each flight.
The aerospace industry has typically

and spacecraft in another, reinfoicing e
face. This approach has been, and in
However, we must continue to ensure it
management solutions. For example, tn
new genemdons of maneuverable spacer
cofllmon. These spacecraft-borne iner
navigate launch systems, replacing simi

Over the last 30 years, iaunch vehi
reliability has slowly increased from (
appreciate that launch-system reliabilif
B,ecause the spacecraft usually costs mo
effective to spend a bit more for a launc



1980. "US Air Force Approach to
Seminar in Optics in Adverse

ion Engineers.

for Calculation of Complex
, Incident and Reflected

ASA SP-273, Interim Revision.
and Space Administration.

'T.{on-Acoustic Combustion
at the JANNAF Propulsron

and Thermodrynamics of
Co.

99 5. S p ac e c rafi P rop ulsion Anal-

sign of Liquid Rocket Propellant

ogy Program Final Repon.
Contract NAS 8-37778.

in Space Vehicles." Quesl

nt of a Bimodal Secondary
State 8th Annual Symposium on

3r.

Flight. New York: McGraw-Hill

(6th edition).New York Johnt',

Propulsion. London: Academic

the Universe with Reaction
Russia).

Chapter 18

Launch Systems

Joseph P. Loftus Jr. and Charles Teixeira,
NASA Johnson Space Center

Updated by Douglas Kirkpatrick,
United States Air Force Academv

18;1 Basic Launch Vehicle Considerations

18.2 Launch System Selection kocess

18.3 Determining the Spacecraft Design Envelope and
Environments

The launch process can severely constrain spacecraft design. Pti-qy restictions
are the launch vehicle's lift capability and the environment to which it subjects the
satellite during ascent. A launch system consists of a basic launch vehicle incorporat-

protective fairing, which is usually part of the launch system. Thus, the launch-vehicle
payload consists of the entire spacecraft above the booster adapter ilterface. For the
Shuttle, it is customary to speak of the payload as the spacecraft to be deployed or the

sortie mission payload to be operated from the payload bay with the Shuttle providing

all of:the support functions. Shuttle missions norrrally accommodate both types of

management solutions. For example, traditional interfaces may not be appropriate as

new gerierations of maneuverable spacecraft with their own inertial references become

common. These spacecraft-borne inertial pladorms could be used to guide and

navigate launch systoms, replacing similar systems in the launch vehicle.
Over the tast :O years, iaunch vehicle performance has improved tenfold while

reliability has slowly increased from 0.85 to roughly 0.95. Planners often do not

appreciaie that launch-system reliability and cost are keys to a successful mission.
Because the spacecraft usually costs more than the launch system, it can be very cost-

effective to spend a bit more for a launch system with more reliability'
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In this chapter we discuss some of the fundamental physical considerations of
launch vehicles and upper stages, followed by a discussion of the launch system selec-
tion process as outlined in Table l8-1, and finally, a definition of spacecraft design
envelopes and environments.

TABLE 18-1. Steps in Selecting a Launch System.

L8.1 Basic Launch Vehicle Considerations

Figure 18-l shows the forces actj
body diagram. Note rhar rhe weight,
and the aerodynamic forces-lift, Z, i
configuration, with the center-of-gri
since the lift and drag forces causi
gravity. Ideally, thrust, Z, acts througl
a control torque by gimballing the en1
angle, Q, from the local horizon to i
attack, a, from its velocity vector to i

Fig.18-1. Forces Acting on a Launch V
we can compute its acceleratio
grating process.

Using the free-body diagram in F
acceleration along the axial, a", and la

a x = g I T / I V _ s i n ( @ + c

ar= g[-+os(Q + d) + L

We use Eqs. (18-1) and (18-2) ro deve
in Table 18-8. We can calculate thrust
tively, and integrating Eqs. (18-1) and r
estimated velocity of the launch vehicl

We can easily estimate the velocity

Lvd"rign = LVbu,

where LV6u^or, is the velocity requir
losses, AVgravity and LV4ror, to the b
velocity. We also have to account for
trajectory shaping and other performat

Step Cornments and Bequired Information References

1. Collect requirements
and constraints, which
depend on the mission
operations concept.
Consider the
deployment strategy.

Number of spacecraft per launcn
Spacecraft dry weight
Spacecraft dimensions
Mission orbit
Mission t imeline
Funding constraints

See text
Chaps. 10, 1 1
C h a p s . 1 0 , 1 1
Chap. 7
Mission planning est.
Mission planning est.

2. ldenlify and analyze
acceptable
configurations for the
Iaunch svstem.

Include the following information for each
potential configuration:

- Weight of spacecraft propellant
- Orbit-insertion stage weight, if required
- Weight of booster adaptor
- Performance margin available
- Boosted weight capability
- Reliabi l i tu

Chap. 17
Chap. 17, Table 1B-2
Secs .  1  1 .6 ,  18 .3
Sec.  18 .2
Tables 18-2,18-4
Table 18-3

3. Select launch systems
for spacecraft design.
During conceptual
design, identify several
potential launch
systems to make the
launch more likely.

Criteria based on the following paramelers:
- Boosted weight capability
- Cost
- Pertormance margin available
- Reliability
- Schedule vs. vehicle availabilitv
- Launch availability

Tables 18-2, 18-4
Chap.20
Sec.  18 .2
Table 18-3, 19.2
Mission planning est.
Sec. 18.2, Eq. (18-5)

4. Determine soacecraft
design envelope and
environments dictated
by the launch syslem
selected.

Include the following information for dach
launch system, and include the worst-case
environments for combined launch svstems:

- Fairing size and shape
- Maximum accelerations
- Vibration frequencies and magnitudes
- Acoustic frequencies and magnitudes
- Temperature extremes
- Air cleanl iness
- Orbital insertion accuracy
- lnlerfaces to launch site and vehicle

F ig .  18-8 .
Table 18-8
Tab le  1B-9 ,  F ig .  18-10
F ig .  18-12
Sec.  18 .3
Sec. ' l8.3,Table 18-7
Table 18-10
F ig .  18-B

5. lterate to meet
conslraints on
performance, cost, risk
and schedule.

Document and maintain the criteria, decision
process and dala to support program
changes.
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1E.1 Basic Launch Yehicle Considerations

Figure 18-l shows the forces acting on a launch vehicle and the associated free-
body diagram. Note that the weight, I4z, of the vehicle acts at its center-of-gravity, cg,
and the aerodynamic forces-Iift, L, and drag, D, act at its center-of-pressure, cp. This
configuration, with the center-of-gravity ahead of the center-of-pressure, is stable
since the lift and drag forces cause restoring torques about the vehicle's center-of-
gravity. Ideally; thrust, Z, acts through the centerline of the vehicle but we can develop

lnformation References a control torque by gimballing *re engine nozzle. We measure the vehicle's flightpath
angle, Q, from the local horizon to its velocity vector and we measure its angle-of-
attack, or, from its velocity vector to its centerline.

. ; ,

, _K,"-/
r - l

J Q  t * t
Horizon to._(a+O)l 

Hodzon

center-of{ravity
center-of-Dressure Free-body Diagram
angle of attack
flight path angle

w

Fig. 18-1 . Forces Acting on a Launch Vehicle. By summing all the forces on a launch vehicle,
we can compute its acceleration and velocity, using Eqs. (18-1), (18-2), and an inte-
grating process.

Using the free-body diagram in Fig. 18-1, we can develop expressions for the

acceleration along the axial, a* and lateral, a.body refetence axes.

(18-1)

(18-2)

ar= glT/W - sin(@ + a) - DM cos(a) + L/W sn(a)l

a. = g [--cos( Q + a) + D|TV sin(a) + LtW cos(a)l

We use Eqs. (18-1) and (18-2) to develop the vehicle's estimated acceleration shown
in Table 18-8. We can calculate thrust and drag using Eqs. (17-1) and (6-21), respec-
tively, and integrating Eqs. (18-l) and (18-2) in an inertial reference frame to yield the

See teld
Chaps. 10, 11
C h a p s . 1 0 , 1 1
Chap. 7
Mission planning est.
Mission planning est.

on for each

ellant
rt, if required

rble

Chap. 17
Chap. 17, Table 18-2
Secs .  11 .6 ,  18 .3
Sec. 18.2
Tables 18-2,18-4
Table 18-3

pararneters:

tble

tbility

Tab les  18-2 ,18-4
Chap. 20
Sec. 18.2
Table 18-3, 19.2
Mission planning est.
Sec. 18.2, Eq. (18-5)

rn for each
r worsl-case
nch systems:

nagnitudes
tagnitudes

d vehicle

Fig. 18-8
Table 18-8
Table 18-9, Fig.18-10
Fig. 18-12
Sec. 18.3
Sec: 18.3,Table 18-7
Table 18-10
F ig .18-8

lria, decision
)gram

nsiderations
rtation since they are the only
performance envelope. Conse-
nnance for launch systems. A
:s primarily from its propulsion
ir.

We can easily estimate the velocity that a launch vehicle should provide by

Lvd"rign = LVbo^out + LVgraviy * LV4ro, (18-3)

where LV6urn ' is the velociry required for the desired orbit. We add the velocity
losses, LVgraviry and LV4ror, to the burnout velocity to obtain the required design
velocity. We also have to account for velocity losses from thrust vector conhol for
trajectory shaping and other performance variables, such as solid rocket motor bulk
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temperature, which causes thrust-level variations. Fig. 18-2 shows values for gravity
and drag losses for a typical two-stage vehicle. lt{ote that these losses are sensitive to
the initial thrust-to-weight ratio, T/W7. A low thrust-to-weight ratio causes gravity
losses to be high because the vehicle spends more time in ascent, while high thrust-to-
weight causes drag losses to be high because of the higher velocities achieved in the
atmosphere. The thrust-to-weight ratio is a key launch vehicle parameter because it
dictates the vibration, acoustic, and dynamic load environment for the spacecraft.
These environments are discussed in Sec. 18.3.

TAI{o

Fig. 18-2. Launch System Performance Losses. At the low end of T/Ws, gravity losses are
higher because the launch vehicle spends more time ascending. At the high end of
T/ Ws , drag losses are higher because the launch vehicle reaches a higher velocity in
the atmosphere.

If there were no atmosphere and no topographical variations, an optimum launch
trajectory would be very similar to a Hohmann transfer and gravity losses would be
minimized by thrusting normal to the radius vector. To accurately estimate gravity
losses we need to know a precise ascent profile and time of flight. But for medium-to-
large launch vehicles on nominal trajectories the velocity losses due to gravity fall
between 750 and 1,500 m/s.

Aerodynamic drag forces acting on a launch vehicle are a function of the shape and
size of the vehicle, speed, and angle-of-attack, d. We can manipulate Eq. (6-21) to get

D/lV = Ca@/W) q (18-4)

where C4 is the dimensionless coefficient of drag (about 2.2), A is the vehiclErs cross-
sectional area perpendicular to its velocity vector, and the dynamic pressure, q, is
one-half the product of the atmospheric density (at the vehicle's current altitude) 4nd
the velocity squared. For the current inventory of large, expendable launch vehicles,
velocity losses due to drag are less that3Vo of the total change in velocity required,
about 20 to 40 m/s. The percentage decreases as the size of the vehicle decreases.

Once we know the required design velocity, AVdesign, from mission requirements,
we can estimate the mass of propellant required for the launch vehicle using Eq. (17-7)
for single stage rockets and Sec. 1?.5 for launch systems with multiple stages.

Several definitions are useful at this point. The flight vehicle nass is the sum of the
propellant mass, structure mass, including mass of the fairing, and the mass of every-

o
o
o
o
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thing above the launch vehicle interface, including mass of the spacecraft bus,
payload, and any upper stages. We use mass fractions to describe the portion of the
flight vehicle devoted to certain sections. For example, the propellant mass fraction is '

the mass of propellant divided by the total flight vehicle mass; the structure tnass
fractionor deadweightfractionisthe structural mass, including the rnass of the fairing,
divided by total flight vehicle mass; and the payload mass fraction is the payload mass
divided by total flight vehicle mass. Typical values for propellant, structure, and
payload mass fractions are 0.85, 0.14, and 0.01, respectively.

18.2 Launch System Selection Process
The fust step in the launch system selection process is to establish the mission

needs and objectives, since they dictate the performance, trajectory, and the family of
vehicles which can operate from suitable sites. The mission need shorild be stated in
terms of the specific return desired, e.g., Earth observation data over specific portions
of the Earth, weather information, etc. The mission need may be very specific as in the
case of a military objective, or as broad as a Presidential Directive to land man on the
Moon within a decade. A clear understanding of the real mission need is extremely
important since it can dictate the launch strategy. For example, large constellations of
spacecraft may require periodic replenishment launches after the constellation is full.
At the same time, a tactical satellite may require launch on demand within weeks or
days. These drastically different requirements demand different performance from the
launch system and its supporting infrastructure.

Another critical issue is whether the spacecraft will use a dedicated or shared
launch system. The dedicated system may cost more, but it lessens the chances that a
problem with another spacecraft will adversely affect the launch. Payload security
may also demand a dedicated launch. On the other hand, shared launches are usually
less expensive per spacecraft. Before deciding on a shared launch, we must consider
the interaction between payloads in the shroud. If we mount them serially, foq
example, we must analyze the probability that the upper payload will not deploy
and thus interfere with the lower payload's deployment. Examples of larger vehicles
tlat can launch multiple payloads are the Space Shuttle, several Ariane 4 variants,
Ariane 5, and Titan IV. We consider launching multiple spacecraft if their desired.
orbital altitudes and inclinatio_ns are compatible. This works especially well for the
Space Shuttle, when primary mission payloads don't fill the payload bay, or when the
spacecraft are deployable and sortie operations has room on the mission timelines.

Once we establish the mission need, then we determine specific mission require-
ments. For low-Earth orbit missions, these usually consist of orbit dtitude, inclination,
and right ascension of the ascending node. In addition, estimated payload weight and
dimensions become requirements to the launch system. The mission concept specifies
such parameters as number of spacecraft, anticipated lifetime and replacemelt strat-
egy, and method of data retrieval and management. A required launch date also may
become a selection parameter as it affects schedules, and the vehicle and launch site
availabilities.

We allocate the mission requirements as functional requirements between the
launch vehicle and payload. The basic question is, "What specific functions or opera-
tions must the payload accomplish, and which must the launch vehicle perform?" The
two functions usually affected are propulsion, and guidance, navigation, and control.
For example, can the launch vehicle achieve the final orbit, -or must the spacecraft
provide orbital maneuvering capability to raise the orbit to a higher altitude or change
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inclination? The launch vehicle may require an upper stage to achieve the final orbit,
adding to the launch cost. The alternative is to provide sufficient propulsive capability
on the spacecraft to perform the final propulsive maneuvers. We must carefully weigh
the impact to the spacecraft in additional propellant and tankage, in terms of cost and
complexity to the spacecraft design and trade against the potentially higher launch cost
associated with an upper stage.

A similar trade is made in navigation, guidance, and control (Chap. 11.7). Space-
craft computer capabilities have grown by orders of magnitude over the past twenty
years. Consequently, the spacecraft navigation, guidance and control subsystem can
technically provide this function to the launch system during ascent. However, this
approach results in a highly coupled payload and launch system which presents some
negative attributes, including a more complex integration of the two, and makes it
more difficult to manage at the spacecraft-to-launch-vehicle interface. The current
trend is to separate the spacecraft and launch system functions at the interface, both
functionally and physically, to minimize interface requirements and complexity.

We must assess each function required to achieve the mission objective through
this process, and allocate functions based on cost, reliability, and risk. This is a classic
systems engineering problem, which we must continuously evaluate as part of the
vehicle selection process and as the spacecraft design matures.

Having established mission requirements, constraints, and the required information
in Step 1 of Table 18-1, we must decide which launch-system configurations can
deliver the spacecraft to its mission orbit. The launch systems selected during concep-
tual design should satisfy the mission's performance requirements and minimize
program risk. We want to choose the launch systems early, so contractors for the
spacecraft and launch system can negotiate requirements .early, as well. Doing so
decreases changes in design, cost, and schedule downstream. Recent experiences
show that we should design spacecraft to be compatible with several launch systems
to enhance launch probability, as well as to provide some leverage in negotiating
launch cost. Fixing problems that may cause launches to fail takes months or years. If
we change the launcher we may have to redesign the spacecraft and its interfaces with
the launch vehicle. A redesign costs a lot of time and money. To solve this problem,
we select an alternate launch vehicle, as a backup, early in the process, and design the
spacecraft to be compatible with both.

Selecting a launch system depends on at least these criteria: the launch vehicle's
performance capability to boost the necessary weight to the mission orbit, the
required launch date versus vehicle availability, spacecraft-to-launch-vehicle com-
patibility, and of course, cost of the launch service. The launch system's performance
capability must include factors such as performance margin, and a clear definition of
weight and performance parameters as given in Table 18-2. Note that the payload
performance quoted by launch-vehicle manufacturers must be greater than the pro-
jected boosted weight. This difference (launch system performance capability minus
spacecraft boosted weight) is referred to as performance margin and is an important
selection criterion. Note that the performance margin is in addition to the allowances
made for spacecraft weight growth (see Table 10-9).

Performance margin is an important parameter throughout a program, but it is
particularly important early in a program. Ideally a spacecraft launches with a small
positive performance margin, meaning that the spacecraft weighs (when it is com-
pleted and delivered)just what the launch system can place into orbit. For spacecraft
with propulsion systems, we use propellant loading to trim the final weight.

16-z Launch Svl
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TABLE 18-2. Weight Parameter Definitions. These are the key elements of a weight budget.
Performance charts for launch vehicles usually list only payload performance
capability.

Weight Parameters Comments

1. Spacecraft Dry Weight

plus Propellant

Yields

2. Loaded Spacecratt Weight

plus Upper Stage Vehicte Weight

Yields

3. Injected Weight

plus Booster Adapter Weight

Yields

4. Boosted Weight

plus Performance Margin

Yields

5. Payload Peiormance Capability

Weight of all spacecraft subsystems and sensors,
including weight growth allowance ol 15-25o/o at concept
definition

Weight of propellant required by the spacecraft to
perform its mission when injected into its mission orbit

Mission-capable spacecrafi weight (wet weight)

Weight of any apogee or perigee kick motors-and stages
added to the launch system

Total weight achieving orbit

May also include airborne suBport equipment on the
Soace Shuttle

Total weight that must be lifted by the launch vehicle

The amount of performance retained in reserve (for the
booster) to allow for all other uncertainties.

This is the payload weight contractors say their launch
svstems can lift

Occasionally this happens, bt-rt more often the spacecraft's weight grows beyond
projected weight growth allocations. Make sure the spacecraft weight is within the
launcher capability and that the weight growth is within the allocated weight growth
margin (see Table 10-10). The longer the wait to reduce weight, the more it costs. Do
it early!

If the launch system does not have suffrcient perforrnance capability, discussions
with the launch vehicle manufacturer can frequently result in some augmentation to
the performance, selection of a higher performance launch system, or, if necessary,
reevaluation ofthe spacecraft design and its requirements. These trades are part ofthe
selection process whereby we continuously reevaluate cost, schedule, and risk.

We further evaluate the candidate launch systems which pass the performance
"gate" based on their available payload fairings. The fairings must be physically large
enough to house and protect the spacecraft during ascent, and the interfaces to the
spacecraft, both strucfural attachment and other services such as cooling (see
Sec. 18.3), must be acceptable to the spacecraft.

We must also consider the launch schedule and whether the preferred launch
system will be available. Given the required launch date and window, we discuss
availability. with contractors of launch services. Schedule considerations should
include the launch site's availability as well as the use of any unique facilities for
ground processing. For example, on the requested launch date, the launch pad may be
available but activities nearby may keep us from launching for safety or security
reasons. Thus, we have to examine thd entire infrastructure, including items such as
ground-support equipment and networks for tracking and communications. Several
off-site facilities are available for processing-commercially and through agreements
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A = | - [L(r - R)Td / (l - 1/.0]

0.97 0.975 0.98
Vehicle Reliabillty

r Flight Rate = 4 X Flight Rare = B

with government agencies. Finally, if we intend to change the launch site, we must
consider the effect on scheduling and cost.

Launch availability brings other dimensions to launch-system selection. The avail-
ability of a launch system depends,on its reliability, production capacity, the ability of
the launch operations system to support the desired launch rate, eiisting launch com-
mitments, and its demonstrated stand-down time following a failure. The relationship

L8.2 Launch Sy

TABLE 18-3. Reliabit i ty Experience o
international launch syster
as of December 1999. F
information.

Launch
System

No, of
Successful
Launches Laur

Shuttle 93
Titan ll (since 1970) 1 8

Titan lV 23
Atlas Centaur
(since 1970)

142 1

Delta (since 1970) 170 1
Ariane 4 93 I
Ariane 5 2
Proton (since 1970) 2't6 4 ;

Long March (CZ) 49 5.
Zenit2 Z J

Pegasus/XL ZU

Soyu/Molniya
(since 1970)

| , z 1 c 1,21

Tsyklon 209 z l

M-V z z

H-2 o t)

T(
Nc

(18-5)

allows us to discuss this concept. Here the expected launch avaitabitity,A, measured
in percent of the time the launch system is available, depends on the vehicle's reli-
ability, R, the nominal or planned launch rate, L, in units of flights per year, the
demonstrated (or estimated) stand-down time following a failure, 27, in units of years,
and the surge-rate capacity, s, where 's = i.5 means the system cin achieve a flight
rate 5ovo higher than the planned rate L. Launch systems in the United States can
typically surge to between Ll5 and 1.5 times the nominal launch rate. Figure lg-3
illustrates results from Eq. (18-5). Negative results mean that the system probably
would not be available when needed. we must use Eq. (18-5) with caution since i
singularity occurs for surge values approaching one, i.e., the system has no surge
capacity. Commitment to two systems with poor availability means that some of the
spacecraft so committed will not fly or may be delayed for several years. Table 1g-3
provides estimated reliability and stand-down times for typical launch systems.

n q

0.8

0 6
0-5

0.4
0.3
o.2

0.1
0

0.1
o.2

0.96 0.965 0.985

These are difficult questions to address
ful consideration of these factors.

payload fairings. For more precise infor
listedjust before the references at the e;
performance curves for selected launch
seem endless, usually only a few canr
weight injected inro the desired orbit,
reliability. In addition, Table 1g_5 lisrs r
Tables l7 -6 and l7-7 list typical solid ro

Fig. 18-3. vehicle Availability. Even with a high surge capability (1.4), a launch system may
have low availability (0.43) for a modest launch rate (4 per year) and a high reliability
(0.96). For a high launch rate (B per year), the same sysGm may not be avairable
when needed.

using the above criteria, we can narrow the field of candidates to a few launch
systems by evaluating them consistently and systematically, A risk analysis must also
accompany these assessments by considering:

. Are the advertised cost and schedules reasonable?

. How do these numbers compare with past experience?
' Is the offeror likely to stay in business? or in some cases, is the country

providing the launch service stable?
' Are there any circumstances which are unique or new that could result in

additional risk?
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TABLE 18-3. Reliability Experience of Launch Systems. This table shows the reliability of
international launch systems along with their stand-down times following a failure
as of December 1998. F is the reliability. lsakowifz [1995] provides additional
information.

Launch
System

No. of
Successful
Launches

Total
No. of

Launches R

LastFailure
Downtime
(months)

Average
Downtime
(months)

Launches
Since Last

Failure
Shuttle 93 94 0.989 32 JZ 69

Titan ll (since 1970) 1 8 1 8 1.000
Titan lV 23 25 0.920 o b 0
Atlas Centaur
(since 1970)

142 155 0.916 8 1 0 45

Delta (since 1970) 170 179 0.950 4 4 1

Ariane 4 93 99 0.939 5 I 39
Ariane 5 2 a 0.670 1 7 1 7 z

Proton (since 1970) 216 232 0.931 4 41

Long March (CZ) 49 54 0.907 1 1 2 1 4

Zenit2 23 27 0.852 1 4 1 4 z

PegasuVXL 20 22 0.909 o Y 1 3
Soyuz/Molniya
(since 1970)

1,225 1,293 0.947 1 unKnown 24

Tsyklon 209 211 0.991 o l l

M.V 2 2 1.000

H-2 o o 1.000

These are difficult questions to address, but a successful mission is predicated on care-
ful consideration of these factors.

To identify the best combinations, we should exarnine several acceptable deploy-
ment strategies and staging concepts. There are three primary options for the ascent
from Earth to the final mission orbiu direct injection by a launch system, injection
using various launch and stage vehicle combinations, or iniection uring * integra
propulsion system. Small payloads can usually use launch vehicles that insert directly
into low-Earth orbit. For geostationary orbits, however, we typically need to augment
the launch vehicle with an upper stage. The third method, integral propulsion, allows
us to insert and maintain the spacecraft in its orbit and control its attitude with a single
pro'pellam systsm il the spacecraft. Because the system must operate for the entire
mission with mirny restarts, it typically uses a liquid bipropellant or an ion engine.

Table l8-4 lists available launch systems, their ability to launch the boosted weight,
compatible upper stages, available launch sites, and envelope dimensions for standard
payload fairings. For more precise informatibn on these systems, see the user manuals,
listedjust before the references at the end ofthis chapter. Figures 184 and 18-5 show
performance curves for selected launch vehicles at various altitudes. Although options
-seem endless, usually only a few candidate systems meet requiremenb ;f payload
weight injected into the desired orbit, weight margin, vehicle avail'ability, cos! and
reliability.In addition, Table 18-5lists available stage vehicles and theirperformance.
Tables 17-6 and 17-7 list typical solid rocket motors and liquid engines, respectively.

l r l \
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TABLE 18'4, Launch Systems Characteristics. The table shows characteristics for existing sys-
tems to 28.5 deg inclination, unless specified otherwise. Low-Earth orbit (LEO) is given
here as approximately 185 km circular. GTO is geosynchronous transfer orbit, and GEO
is geosynchronous orbit. Polar is g0 deg inclination and 185 km circular. See lsakowitz
[1995] for details. Launch site letters are keyed to Table 1 8-6.

Launch Sy

F ig . ' t8 -4 .

,o,

Typical Launch-System perfr
Sites. Curves show delivery me
indicate development systems.
Academy.

Fig. 18-5. Typical Launch-system perf<
Sites. For polar orbits there is n.
so the launch vehicle has to fur
mass.

ctt.:(
!t
o
P r,ooo
ag
o.

Launch
System

Upper
Stage
(if any)

LEO
(ks)

GTO
(ks)

GEO
(ks)

Polar
(ks)

Launch
Site

Payload
Accommodatlons

Dia
(m)

Length
(m)

ATLAS I
ATLAS II
ATLAS IIAS

Centaur-1
Centaur-2
Cenlaur-2A

6,580
8,640

2,255
2,810
3,606

570
|,050

5 ,510
7,300

D
o
B

J . J 10.4
12.0
12.0

DELTA II
6920t25
7920t25

PAM-D
PAM.D

3,990
5,089

1,450
1,840

730
9' t0

2,950
3,890

A , B
A , B

1 . Y 8.5
o . c

PEGASUS
PEGASUS XL

J / 3
460 345

Aircratt
launcha

t - J
t . J

4.4
4.4

SHUTTLE
IUS
TOS
PAM-D
PAM-D2

24,400
5,900
5,900
1,300
1,800

2,360
B 4 . J

4.67

18.36

TAURU55 STAR 37 1,400 450 1,060 A , B 1 . 4 2.8
TITAN II

TITAN IV

NUS

NUS
Centaur
rus
NUSI 21,645

I,ozor
6,350

4,540
2,380

1,905

1 4 , 1  1 0

1 8,600r

A

A,B
A,B
A,B
A,B

2.8

4.55

3.7.  5.2,
o . I

9.7'128
1 F  a

18 .9

ARIANE 40
(France)

42P
42L2
44P
44LP3
44L

ABIANE.5

H-10

H-10
H-10
H-10
H- l 0
H-10
t o

4,900

6,100
7,400
6,900
8,300
9,600

18,000

2,050

2,840
3,380
3,320
4,060
4,520
6,800

3,900

4,800
5,900
5,500
6,600
7,700

1 2,000

D

D 4.56

3.9 S
4.9 L
b . 5  A L

12.0
H-2 (Japan)
MV Numerous

10,500
1,800

4,000
1,215

2,200
4907

6,600
1,300

P
o

3.7,  4.6
2.2

3.5-5.0
J . C

LONG MARCH
(China)

CZlD
czSA
cz3B
wLl
czzE Star 63F

790
7,200

13,600
4,000
8,800

200
2,500
4,500
1 , 1 0 0
a q7 i

1 007
1,2307
2,250

550
1,5007

K
L
I

M

1 . 5 6
3.0
3.8
3.0

1 . 0
4.0
o.u
3.9
o.u

PROTON
(Russia)
PROTON K
PROTON M
ZENIT 2

D1
D 1 e
DM
BREEZE M

20,900

20,1 00
22,000
13,740

5,500
4 , O l C

5,1 00
5,1 80

2,200
2,1 00
2,500
1  E A E |  1,380

H
H
H
H
H

4 .1
4.O

3.4

15 .6

5.9-8.4
r With solid rocket motor upgrade
2 With two liquid rocket boosters
3 With wo liquid and two solid rocket boosters
4 Carrier aircraft can stage from various locations
s Under development
6 4.5 m diameter and 18.0 m length allowing

lor dynamic clearance
7 With perigee and apogee kick motors

NUS = No Upper Stage
IUS = Inertial Upper Srage
TOS = Transfer Orbit Stage
PAM = P3yl666 Assist Module
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af
t)

Launch
Site

Payload
Accommodations

Dla
(m)

Length
(m)

2OO t,mo 1O,OO0
Altitude (km)

4. Typical Launch-System Performance for Launches Due East from U.S. Launch
Sites. Curvbs show delivery mass into circular orbit at the altitude indicated. The curves
indicate development systerns. Figures courtesy Capt. Marty France, U.S. Air Force
Academy.

20O 1,OOO

Polar Circular Orbit Altitude (km)

i. Typical Launch-Systern Performance for Polar Launches from U.S. Laungh
Qi laa  Ea;  ^^ l ^ '  ^ 'h ; r^  +L^ .^  i ^  F^  r , ^ l ^^ i * ,  ^^^ i - . ^ -^^  t - ^ -  .L -

1 0
00

D
B
B

3.3
4.2

0.4
2.0
2.0

r50
r90

A , B
A , B

2.9
2.9

A q

8.5

45
Aircraft
launch4

1 e

1.3
4.4
4.4

o 4.5

4.67

18.36

60 A , B 1 .4 2.8
AA

1 0

)01

A

A,B
A,B
A,B
A,B

2.8

4.56

3.7.5.2,
6.7

9.7
12.8
15.8
18.9

)0

)0
)0
)0
)0
)0
)0

3.7

4.56

3.9 S
4.9 L
6.5 XL

12.O

)0
)0

P
o

3.7,4.6
2.2

3.5-5.0
3.5

K
L

fi
L

1.56
3.0
3.8
3.0

4.0
6:0
3.9
6.0

0

H
H
n
H
H

4.1
4.0

3.4

15 .6
7.5

5.H.4

No Upper Stage
Inertial Upper Stage
Transfer Orbit Stage
Payload Assist Module

so the launch vehicle has to fumish the additional -450 m/s, thus reducing delivery
mass.
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TABLE 18'5. Orbital Transfer Vehicles. A number of upper stages are avai lable to provide
additional -velocily beyond low-Earth orbit requirements. Both solid and liquid
systems are shown and compatible launch vehicles identified.

Launch Syr

The cunent version of the Delta laurrch system, Delta II, has two forms: the 6925
and 7925. The 6925 extended the earlier 3920's tanks to store more DroDellant and
added rhiokol solid-rocket boosters for better performance. lne lgis uses an
upgraded Rocketdyne RS-27A main engine and Hercules GEM solid rocket boosters.
The 6920 and 1920 are two-stage versions of the three-stage 6925 and J925, respec-
tively. Both core vehicles use liquid oxygen and RP-l propellant in rhe first stagJand
nitrogen tetroxide (NzO+) and Aerozine 50 (A50) in thesecond srage. They use inertial
guidance and provide control moments from gimballecl engines. Of the nine boosters,

six ignite at lift-off and stage at 57 se<
stage burn. The first and second stase
third stage uses a spin-stabilized Stir

Atlas/Centaur launch vehicles in
IIAS. The Atlas vehiclers core svsten
a stage-and-a-half form, with three r
engines jettison at 172 sec, and the t
The Atlas is inertially guided and co
Vernier engines on Atlas I control rol
hydrazine roll control system attache<
The Centaur uses liquid oxygen an
RL-I0A engines, which can siart se.l
engines control the Centaur durins t
when it coasts. On the IIAS verslor
capacity. Two motors ignite with the t
motors burn out they drop off, then th

The Tilan II is a refurbished ballist
essentially the core vehicle for the re
storable propellants: a nitrogen tetroxi
hydrazine and LIDMH). Adding two
Titan III vehicle increased lift capabili
available to modify, eleven of which
fully, as of late 1998. TheTitan IVveh
The solid rockets are the .,zero" stage
engines ignite when the solid-rocke-t
Titan IV zero stage burns 138 sec, thel
A strap-down inertial system provide
control the thrust vector in the zero sti
ond stages. Titan IV is compatible wit

The Space Shuttle delivers, service
solid-rocket boosters and three liquid<
sion. The solid-rocket boosters burn o
engines burn in parallel with the solid
flight, the Shuttle can ciury up to three

The Pegasus air-launched booster a
three stages powered by solid-rocket n
the booster. Aerodynamic fins control
the second and third stages. A cold_gr
while the spacecraft coasts and when tl
Lockheed L-1011 as a launch platform
and provides variable launch alimuths

Space Data Corporation, a subsidia
oped a standard, small launch vehicle,
MX missile first stage, and the upper
without the attached wing. Two Juice,
into low-Earth orbit.

Lockheed-Khrunichev-Enerqia lnt,
launches. The original Russianb-le ve
geostationary orbits. The first three stasr

Characteristics PAM-D PAM.DII TOS IUS Centaur H-10 D-M

Stage:
Manufacturer

Length (m)

Diameter (m)

Boeing

2.O4

1 .25

Boeing

2.00
't A9

Martin

3.44

Boeing

5.20

2.90

Lockheed
Martin

9.0

4.3

Ariane-
space

9 9

z . o

RSC
Energia

6 8

4 . 1

Ariane-
space

4.5

5.4
Engine:

Manufacturer

Type

Number

Fuel

Composition

Thiokol

(Star
48)

1

Solid

TP-H-
3340

Thiokol

ISTP

1

Solid

CSD

SBM.1

1

Solid

HTPB

CSD

SRM.1,  SRM-2

1 , 1

Solid

HTPB

PratG
Whitney

RL t0A-3-3A

LO2LH2

5.5:1

SNECMA

HMTB

1

L02LH2

4.77

rsayev

1 1 0 M 5 8

1

LOX
RP1

DASA

Aestus

1

Nzoy'
MMH

2.05

Total Thrust (N)

Specific |mpulse (s)

Burn Time (s)

66,440

292 6

54.8

78,300

28'1.7

121

200,000

294

150

200,000 8t,200

292.9 300.9

1 53.0 104.0

147,000

442

488

62,700

444 2

I Z )

84,000

361

680

29,000

324

1  100

Stage:
Pad Mass (kg)

lmpulse Propel
Mass (kg)

Bumoul Mass (kg)

2,1 80

2,000

.t 89

3,490

3,240

250

10,800

9 ,710

1,090

14,865

9,710 2,750

1 ,255  1 ,150

18,800

1 6,700

2,1 00

1 2,1 00

10,800

1,300

'18,400

15;0s0

2,140

10,900

9,700

't,200

Airborne Support
Equip Mass (kg)

1  , 140 1,600 1 ,450 4,3.10

lllustlation:

/-\
t_t

E
ntEl

E F w
tYJ
V

n
t l
l t
JrJx ffi

Schedule:
Start Date

Operational Date

1 975

1 982

1 980

1 985

1 983

1 986

1 978

1982

1 982

I 990

't 986 New

New

1 988

1 996

Type of
Development

Sponsor

Com-
mercial

Boeing

Com-
mercial

Boeing

Com-
mercial

osc

U.S. Gov't

USAF

U.S. Gov't

USAF

ESA

ESA

ILS

ILS

ESA

ESA

CSD-Chemical System Division, Uniled Technologies; ESA-European Space Agency; ILS-lnternational Launch
Services; OSC-orbital Sciences Corporation; FISC-Rocket Space Corporation; bASA-Daimler Chrysler
Aerospace; SNECMA-Socidtd Nationale d'Etudes et de Constructions de Moteurs d'Avion
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lper stages are available to providr
requirements. Both solid and liqui<
ehicles identified.

18.2 Launch System Selection Process 737

six ignite at lift-off and stage at 57 sec. The other three ignite at altitude during the fust
stage burn. The first and second stages are staged at 265 and,440 sec respectively. The
third stage uses a spin-stabilized Star 48 B rocket motor in the PAM-D upper stage.

Centaur H-10 D.M L-9 Atlas/Centaur launch vehicles include the Atlas I, Atlas tr, Atlas IIA, and Atlas
IIAS. The Atlas vehicle's core system uses liquid oxygen and hydrocarbons (RP-l) in
a stage-and-a-half form, with three engines ignited at lift-off. Two of these booster
engines jettison at I'72 sec, and the third sustainer engine burns for another 1 1 I sec.
The Atlas is inertially guided and controlled in pitch and yaw by gimballed engines.
Vernier engines on Atlas I control roll in the first stage. For Atlas I[, IIA, and IIAS, a
hydrazine roll control system attached to the interstage adapter conffols the roll angle.
The Centaur uses liquid oxygen and liquid hydrogen for propulsion. It'has two
RL-10A engines, which can start several times and burn 400 to 600 sec. Gimballed
engines control the Centaur during burn, and 12 reaction-control engines conhol it
when it coasts. On the IIAS version, four solid rocket motors improve the lifting
capacity. Two motors ignite with the three main engines for lift off. When the first two
motors burn out they drop off, then the other two burn until depleted and drop off.

T h e T i t n i  / / i c c r c f i r r h i c h e d h c l l i c t i c m i c s i l e n n n f i o r r e r l a s r l q r r n n h r r e h i n . l c  T f  r w o e

Lockheed
Martin

9.0

4.3

Ariane-
space

o a

2.6

BSC
Energia

o-o

4.1

Ariane-
space

4.5

5.4

Pratt-
Whitney

RL 10A.3.3A

2

LO2LH2

5.5:1

lsayev

110M 58

LOX
RP1

2.6

DASA

Aestus

1

Nzoy'
MMH

2.05

HMTB

1

LO2LH2

4.77

147,O@

442

488

62,700

444.2

T Z ?

84,000

J O I

o6u

29,000

324

1  100

edred Titan /// series. For fuel, the Titan II uses
dde oxidizer and Aerozine 50 (a 50/50 mixture of
) solid rocket boosters and.a third stage for the
lity significantly. Fifty-five Titan II missiles were
r completed modification and launched success-
rhicle adds solid rockets to the Titan core vehicle.
;e ignited for lift-off, whereas the core vehicle's
t motor's thrust tails off before separating. The
: fust stage 164 sec, and the second stage 223 sec.
les guidance using liquid injection (UDMII) to
rtage and gimballed engines for the first and sec-
ith two upperstages, IUS and Centaur.
:es, and recovers payloads. The Shuttle uses two
-oxygen and liquid-hydrogen engines for propul-
out at approximately 123 sec. At frst, the main
ids, then continue to burn for 522 sec. For each
:e PAM-D payloads, one ruS, or one TOS.
and is -)(L variant use wings to provide lift and
motors. A strapped-down inertial system guides
rl the first stage, and'vectorable nozzles control
.gas system for reaction control adjusts attitude
the payload deploys and separates. Employing a
m reduces fhe nronellanf needed to achieve orhit

18,800

1 6,700

2,1 00

12,100

10,800

1,300

18,400

1 E n 6 n

2,140

10,900

9,700

1,200

4 ,310

t ffi
ffi

1 982

1990

1 986 New

New

1 988

1 996

U.S. Gov't

USAF

trJA

ESA

ILS

ILS

EbA

ESA

Space Agenry; ILS-lnternational Launch
poration; DASA-D'aimler Chrysler
te Moteurs d'Avion

:lta II, has two forms: the 6925
s to store more propellant and
formance. T\e 7925 uses an
les GEM solid rocket boosters.
:-stage 6925 and 7925, respec-
propellant in the first stage and
: second stage. They use inertial
I engines. Ofthe nine boosters,

and provides variable launch azimuths and locations for different orbital inclinations.
Space Data Corporation, a subsidiary of .the Orbital Sciences Corporation, devel-

oped a standard, small launch vehicle called Taurus. The first stage is essentially an
MX missile first stage, and the upper stages are similar to those flown on Pegasus,
without the attached wing. Two successful launches in 1998 placed seven satellites
into low-Earth orbit.

Lockheed-Khrunichev-Energia International offers Proton forcommercial
launches. The original Russian D-le version has four stages and delivers payloads to
geostationary orbits. The first three stages use storable propellants (IIDMH and N2Oa),



Launch Systems

but the upper stage burns liquid oxygen and kerosene and has a multiple start capabil-
ity. It has supported planetary and lunar launches and placed communication satellites
in space. The 3-stage D-1 launches the MIR and other large payloads into low-Earth
orbits. The new commercial K and M versions use the same first three stages, but add
the DM and Breeze M upperstages, respectively.

China's Great Wall Industries builds, offers commercially, and operates the lnng
March vehicles. The Long March cZ3 is a three-stage vehicle, using storable propel-
lants in the first two stages and cryogenic liquid-oxygen and liquid-hydrogen in the
third stage. A new heavy-lift variant, the CZ3B, uses four liquid strap-ons and can
carry 13,600 kg into low-Earth orbit.

The current versions of the Ariane launch system are the Ariane 4 and 5 series.
Arianespace operates these vehicles commercially. Ariane 4 is a three-stage vehicle
capable ofusing from zero to four strap-on solid or liquid rocket boosters. The liquid
strap-ons and stages one and two use storable nitrogen tetroxide and UH-25 (a mixture
of 75Vo unsymmetrical dimethylhydrazine and 25Vo hydrazine hydrate). The third
stage burns liquid hydrogen and oxygen. Ariane 5 is a new, heavy-lift vehicle,
designed for reliability and cost effectiveness. It has a core stage that uses liquid
hydrogen and oxygen, an upper stage that burns nitrogen tetroxide and monomethyl
hydrazine, and two solid-rocket-motor strap-ons that are recoverable. Evenrually,
Arianespace will rate this vehicle for crewed launches. It has had two successful
launches after an initial launch failure. Ariane launch vehicles are efficient boosters
for low-inclination or geotransfer missions because of their Kourou launch site: just
5 deg north latitude. As a result of the location and launih successes, they have
captured more than half of the launch traffic for commercial communication satellites.

Japan's space agencies operate two launch systems and are designing a third. The
H-2 is a new heavyJift vehicle that can place 10,500 kg into low-Earth orbit. This rwo-
stage vehicle burns liquid hydrogen and oxygen in both stages and has two solid-
rocket-motor strap-ons. Launching from Tanegashima Space Center, it has six
successes in six attempts. The M-5 is a new three-stage vehicle, capable of launching
1,800 kg into low-Earth orbit. All stages use solid rocket motors, burning hydroxy-ter-
minated polybutadiene (HTPB). This vehicle operates from the Kagoshima Space
Center and has two successes in two attempts. A new design, J-1, uses the H-2 solid
rocket booster as stage one and the two upper stages from the M-3SII as its upper
stages. Because of these conmon parts, its design went quickly.

Table 18-6 lists the available launch sites for each launch system. once we have
identified the mission orbit and launch system, the appropriate launch site(s) become
apparent. The key U.S. launch sites are the Eastem Range atCape Canaveral Air Force
station, Florida, which serves the Kennedy space center next to it, and the westem
lange at vandenberg Air Force Base, california. The wallops Island facility in
Virginia can launch a number of smaller commercial launch vehicles and soundine
tTiji,;" 

I 8-6 shows rhe locarion of the world's launch sites. and rable I 8-6 io"otirr"l
their coordinates. We can get the best performance from a launch vehicle into a direct
orbit by locating the launch site at the equator to take advantage ofthe easterly velocity
from Earth's rotation. Theoretically, we can attain any orbit inclination from the equa-
tor, but we may select other sites for convenient access, security, or political reasons.
Launch sites at higher latitudes cannot directly access orbit inclinations much below
their latitude, and trajectory profiles that go to higher inclinations sacrifice velocity
and payload mass. An inclination change of one degree requires about 208 m/s of
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San Marco Launch Platform San Marco
Plesetsk Plesetsk
Kapustin Yar Kapustin Yar
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Thumba Equatorial Station Thumba
Sriharikota Sriharikota
Jiuguan Satellite Launch Ctr Jiuguan
Xichang Satellite Launch Ctr Xichang (Sich
Taiyuan Satellite Launch Ctr Taiyuan
Kagoshima Space Ctr Kagoshima
Tanegashima Space Ctr Tanegashima
Woomera Launch Site Woomera
lsraeli Launch Complex Yavne
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velocity in low-Earth orbit. As Eq. (6-38) shows, this number decreases as the altitude
of the change increases. We can calculate the propellant mass required to achieve the
plane change using Eq. (17-7).
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Fig' 18{. Launch Sites. These 17 sites have done or can do orbital launches. The location of
the launch site and range safety considerations determine the acceptable launch
azimuths.

TABLE 18{. Worldwide Launch Sites. The location of launch sites is useful when decidino on
launch azimuth.
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at

Launch Site
Map

Designation Country
Latilude

(deg min)
Longitude
(deg min)

Western Range Vandenberg AFB, CA United States 3 4 3 6 N 120 36 W
Eastern Range Cape Canaveral

AFS, Cape Kennedy
Space Center

United States 2 8 3 0 N 8 0 3 3 W

Walloos lsland Wallops, VA United States 3 7 5 1  N 7 5 2 8 W
Kourou Launch Ctr Kourou CNESiArianespace 5 3 2 N 5 2 4 6 W

San Marco Launch Platform San Marco Italy 2 5 6 s 4 0 1 2 E
Plesetsk Plesetsk Russia 6 2 4 8 N 4 0 2 4 E
Kapustin Yar Kapustin Yar Russia 4 8 2 4 N 4 5 4 8 E
Tyur.atam (Baikonur) Tyuratam Russia 4 5 5 4 N 63 18 E
Thumba Equatorial Station Thumba UN/lndia 8 3 5 N 7 6 5 2 E

Sriharikota Sriharikota lndia 1 3 4 7 N 8 0 1 5 E
Jiuguan Satellite Launch Ctr Jiuguan China 4 0 4 2 N 100 00 E
Xichang Satellite Launch Ctr Xichang (Sichuan) China 2 8 1 2 N 102 00 E
Taiyuan Satellite Launch Ctr Taiyuan China 3 7 4 6 N 112 30 E
Kagoshima Space Ctr Kagoshima Japan/ISAS 3 1  1 5 N 131 05 E
Tanegashima Space Ctr Tanegashima Japar/NASDA 3 0 2 4 N 130 58 E
Woomera Launch Site Woomera Australia/U.S. 3 1  0 7 S 136 32 E
lsraeli Launch Complex Yavne lsrael 3 1 3 1 N u 2 7 E
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Section 6.4 discussed the relationship between the desired orbital inclination and
the required direction of launch from a specif,rc launch site. The direction of launch, or
launch azimuth, depends on range safety considerations that prohibit flying over
certain land and ocean areas. Figure 18-7 shows the launch azimuths and inclina-
tions directly available from the U.S. Eastern and Western launch sites. The Japanese
have only two 45-day launch periods, one in the spring and one in the winter. At other
times, the launch would threaten fishing fleets by dropping booster parts into the
fishing area.

122 120 118
Longitude (deg W)

82 80 78
Longitude (deg W)
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Fig. 18-7. Orbit Inclinations and Launch Azimuths Available from the Eastern and Western
Ranges. In general, low-inclination orbits are possible from the East coast and high-
inclination orbits are possible from the West. Note that orbital inclinations available
from these launch sites depend on launch azimuth.

Given a choice of launch sites and launch dates, we must consider weather at the
launch location. Bad weather can severely restrict chances to launch, thus costing time
and money. The site's location and time of year determine surface weather and winds
aloft. For example, Florida and French Guiana have many thunderstorms and fre-
quent lightning during the spring and summer. Because the highly ionized gas in the
launcher's exhaust plume can attract lightning, we must launch carefully in these sea-
sons. During the winter, the winds aloft are severe because the jet stream moves to the' south and often passes over both the Eastern and western Ranges. As a result, we must
study weather information for all possible sites.

Although only a few launch-system vendors operate in the u.S., we can choose

launch vehicles contract services directly with users. Contractors obtain license
approvals to launch through the Department of Transportation, Office of Commercial
Space Transportation;

Vandenberg Air Force Base
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L8.3 Determining the Spacecraft Design
Envelope and Environments

Once we've identified several launch systems for our mission, we must deterrnine
the configuration of the ilterfaces between the launch system and payload and under-
stand the environments that the payload must withstand. We can use the parameters
for the launch system we select; however, a preferred approach is to match enyiron-
ments and interfaces to the combined parameters of several launch vehicles. We
should at least develop the information liited in Step 4 of Table 18-1. This process is
referred to as payload integration, which means doing the management, prctgram sup-
port, and analysis required to integrate the spacecraft (including upper stages) with ttre
launch vehicle. We must consider this step early in mission design. The payload design
must address launch environments and interfaces, whereas the launch system must
support the payload during ascent. If we don't integrate these tasks.carefully, problems
in designing and manufacturing the payload can scuttle or seriously delay the launch.
Payload integration must meet specific requiiements of the program review, including
interface control documents at both the Flight Feasibility Review and the Cargo Inte-
gration Review.

In the spacecraft design, we must consider the payload environment for *ie time the
payload leaves the vendor's facility until the spacecraft completes its mission. ln this
section, we will address the environment from the time we install the payload on top
of the launch vehicle until it's through the ascent. In many areas, the combination of
high accelerations and vibrations coupled with the thermal environment andrapidly
changing local pressures result in environmental conditions more severe than it would
experience on orbit. Carefully considering these environments is critical to spacecraft
design. Three areas require particular attention: usable payload volume offered by the
available fairings, structural and electrical interfaces, and payload environments, as
summarized in Table l8-7.

Fairings. Launch-vehicle vendors offer a wide range of payload fairings. They
define the usable payload volumes and dimensions within the fairings for the space-
craft. These values account for payload and fairing deflections due to static and
dynamic loads encountered during ascent. Table 184 provides approximate dimen-
sions for various systems, and Fig. 18-8 shows a typical payload fairing.

The mission designer must ensure that the spacecraft will fit within the allowable
envelope. The fairing protects the payload from aerodynamic loads and, in general,
provides a benign environment, as discussed below, to lessen the impact on the
payload. Generally the payload fairing is jettisoned late in the ascent when dynamic
pressure and the heating rate are below acceptable levels specified by the launch vehi-
cle vendor. Different times can be negotiated, if required. We do not need to analyze
payload and upper-stage combinations which are similar to previously flown payloads
as extensively as new or unique payloads, because analysis by similarity is acceptable.
If available fairings are unsuitable, launch vehicle vendors can develop fairings to
meet unique requirements.

The Space Shuttle's cargo bay is so large that it usually accommodates several pay-
loads. To help planning, the bay is partitioned into four sectors, allocating a speci-fied
amount of electrical power, cooling, telemetry, and so forth, to each--+omparable to
that ayailable from a Delta or Atlas vehicle. Larger payloads combhe resources from
several sectors to meet their requirernents. The cargo bay doors and the fuselage
provide protection equivalent to that of a shroud on an expendable launch vehicle.

Kennedy Space Center
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736 Launch Systerns

TABLE 18-7. Launch Vehicle Ascent Environments and Payload Fair ing Constraints Must
Be Factored into the Spacecraft Design Early in the Design Process. Incorn-
patibility found late in the design may require costly revisions or selection ol
another (less desirable).launch system.

Structural and Electrical Interfaces. We must identify interfaces between the
payload and the launch system early in the design process. For example, a payload
adapter attaches the payload to the launch vehicle, and we have to determine whether
the payload needs additional support. The adapters physically connect the payload and
any required kick motors, spin tables, separation systems, or electrical interfaces. The
launch-vehicle manufacturer usually provides them, if necessily, tailoring them to
individual requirements. Adapter mass reduces available payload mass, so it is some-
times an important part of selecting the launch vehicle. Examples of booster-adapter
masses are the 51-kg single-launch Type 16664' adapter for the Ariane 4, and, for
dual-launch systems, the 440-kg Long SPELDA,,also for Ariane. Section 11.6
provides a method to estimate booster-adapter weight, but actual weights are in the
launch vehicle users' guide.

Launch-vehicle manufacturers must provide physical, electrical, radio frequency,
and optical access to the payload while the fairing encloses it. Effective operations
demand the correct location of access doors and windows for radio frequencies and
optics. In many cases, manufacturers must wire the launcher to command and safe the
spacecraft. They also provide the mechanisms that separate the payload from the
launch vehicle in orbit, typically by using redundant logic and circuitry to trigger
redundant, ordnance-firing systems. High reliability in the payload separation mecha-
nism is important.

The launch system and payload must match the desired communications architec-
ture for launch operations. Communications requirements depend on the combined
demands of the entire space mission: ground stations, payload, launch vehicle, range
safety, and the user. We can adjust launch trajectories somewhat to provide redundant
ground-station coverage during launch if needed. when we cannot get ground
coverage, aircraft can cover critical events, We must check the entire communications

r8.3 Determining the Spacecrr

AlDospheric

Launch Site -l i tM#;;d: 
- 

i i
a n d ; P

Electrical - ; I
Interfaces

Access
Panels

Fig. 18-8. Typical Launch_System Fairin
ing the maximum dimensions a
separation plane between the sl

architecture before launch if we exp
succeed. Chapter l3 discusses commur

Payload Environments. We neec

Parameter Typical Value/Comment Reference

Payload Fairing Envelope

Payload to Launch Vehicle Inteiace

Environments

Thermal
Pad
Ascenl fairing radiant
Aerohealing

Electromagnetic

Contamination

Venting

Acceleration

Vibration

Acoustics

Shock

Consult user guide

Specified bolt pattern

1 0-35 'C

1 88 BTU . ftzl hr
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Fig. 18-8. Typical Launch-System Fairing. This figure shows a typical payload fairing, illustrat-
ing the maximum dimensions and shape of the spacecraft allowed, as well as the
separation plane between the spacecraft and launch vehicle.

architectue before launch if we expect the launch and early orbit operations to
succeed. Chapter 13 discusses communications networks in more detail.

Payload Enyironments. We need to pay attention to the predicted payload
envifonments so we can protect the payload during ground transportation, aircraft
take-off and landing, hoisting operations, launch, and ascent. Table l8-7 lists the
payload ehvironments that we should assess forpre-launch and launch. The supply of
conditioned air to the payload fairing controls the pre-launch thermal environment.
Conditioned air typically moves through ducts into the top of the fairing, while vents
near the fairing bottom maintain acceptable pressures and temperatures. Specifications
nomrally call for static pressures of about 79 millibars, a temperature range of 9 to
37 

'C, 
relative humidity of 30Vo to 50Vo, and air filtration to class 10,000.

Acoustic and
Vibration

Access
Panels



738 Launch Systems

, Contamination degrades the performance of solar panels, optical sensors, and
surfaces used for thermal control. Where necessary, we need to control the handling
of particles and molecules from the launcher's out-gassing materials. To model how
contaminants move from source to removal, we analyze the thermal characteristics,
comparftnent airflow, outgassing properties of materials, qualities and location of
materials, and spacecraft components. We have to consider these analyses from
ground processing through ascent.

Electrical signals must be compatible among the spacecraft bus, the payload, the
launch vehicle, and the launch site. Electrical signals of different frequencies and
polvers can corhbine to form spurious radio transmissions and electric fields that spoof
systems or fire ordnance devices. Shielding and design of ordnance circuits must
conform to safety regulations at the launch site. For after lift-off, the launch-vehicle
operator defines, documents, and integrates the flight electrical environment. The
payload developer's analysis ensures that the spacecraft is compatible with these
ascent conditions.

The following analyses of ascent environments concentrate on discrete events
where flight experience shows the envhonment may drive the design. These design
points include ignition and shutdown events, and periods of maximum dynamic pres-
sure, maximum acceleration, peak heating rates, and heat loading.

Several analyses help us deftne and control the thermal environment for payloads
during ascent. For expendable launch vehicles, we assess the thermal effects due to the
radiant heat from the payload fairing internal surfaces. Maximum temperatures on the
inner wall of a Delta-II vehicle range from 25 to 50' C. We also check radiated heat
from the payload fairing or doors and free-molecular heating from rarefied air hitting
the spacecraft after the payload fairing is jettisoned. When we use an upper stage, we
have to consider the thermal effects from being exposed to the space environment
during the parking and transfer-orbit phases. The Shuttle flights require similar analy-
ses. We must consider any extended time the payload is aboard the Orbiter and the
standard abort scenarios. We review results from these analyses to chart effects on
mission operations and to constrain the time that the payload is exposed to the Sun or
deep space while in the Orbiter bay.

Several static and dynamic loads affect the structures ofthe payload, adapters, and
launch vehicle. These loads are either aerodynamic or they depend on acceleration and
vibration. Aerodynamic loads are a function of the total pressure placed on the vehicle
moving through the atmosphere. They consist of a static (ambient) pressure and a
dynamic pressure (the pressure component experienced by a fluid when brought to
rest). The relationship between altitude and velocity on the ascent trajectory deter-
mines these pressures. Payload fairings protect against dynamic pressure up to stated
limits. (If strong winds on launch day result in excessive shear loads, the launch must
be postponed.) At some point in the ascent trajectory the dynamic pressure will drop
to levels which will not damage an unprotected payload; this results from the atmo-
spheric density decreasing with altitude. At this point the fairing may be jettisoned to
lighten the load on the booster. Typically payload fairings are notjettisoned until the
dynamic pressure drops to 0.5 N/m2.

During ascent a pressure differential occurs between the inside and outside of the
fairing because the ambient atmospheric pressure continuously drops with altitude
while the fairing contains higher-pressure air, Air trapped in compartments and crev-
ices within the fairing and the spacecraft is at a higher pressure until the fairing vents
to the outside. The venting rate depends on the pressure differential between internal
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r8.3740 Launch Systems

TABLE 18-8. Launch System Acceleration. Steady-state and dynamic components for sev-
eral critical ascent events are shown. We must design payloads to survive the sum
of steady state and dynamic accelerations in the axial and lateral directions. When
only dynamic load factors are given, they include steady-state load tactors. All
entries are in g's.

18.3 Determining the Spacecrr

TABLE 18-9. Fundamental Frequdnc
spacecraft structure shoul
or equal to those shown.

Launch
System

Atlas l l ,  l lA,
Ariane 4

Delta 692517925
.Long March 2E
Pegasus, XL
Proton

Space Shuttle
Titan ll

Fig. 18-1 1. Shock Environments for Li-'. Events.
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TABLE 18-9. Fundamentat Frequencies for spacecraft Design. The booster adapter andspacecraft structure should be designed for fundamental frequencies greater thanor equal to those shown.
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Fig. 18-12. Acoustic Environments of Typical Launch Configurations. These curves
represent the sound pressure level (SPL) of the acoustic energy at one-third octave
intervals for typical launch configurations. Customarily, the payload receives maxi-
mum energy at two points: at ignition before release of hold-downs and at transition
through maximum dynamic pressure (Max q). Delta provides both a 2.9 and 3.2 m
standard shroud for which the acoustics are different. Oflen shrouds are made to
provide the desired environmenl.

Injection accuracy is also important to launch systems. Traditionally, the launch
system and payload separate at a prescribed location and velocity. Launch-system
vendors usually state an orbirinjection aceuracy that depends primarily on the last
stage of the vehicle. Table I 8-10 gives injection accuracies for several systems launch-
ing a payload to geosynchronous transfer orbit.

TABLE 18-10. Inject ion Accuracy for Geosynchronous Transfer Orbits. These numbers
depend on the last stage of the vehicle and type of guidance used. We may need
more propellant on the spacecraft to correct errors in inclination and altitude at
apogee.

Launch
Systems

Injection Accuracies

Apogee (km) Perigee (km) Incl ination (deg)

Delta ll .l.l-f 0.25 o .12
Atlas/Centaur 82 t . t 0.01
Ariane 4 102 , 0 .91 0.03

Shuttle/lUS 1 9 3 0.25 0.02

Early in the design, we must consider payload processing and integration proce-
dures at the launch site. Commercial and government facilities _are available for
processing payloads at various launch sites. The actual flow depends on specific
processing requirements, configuration of propulsion, ordnance elements, and avail-
able facilities. Payload processing includes receiving inspections, checking payload
and ground-support equipment, installing hardware such as batteries and-avionics,
checking pressures and gas leaks, and testing functions and communications.
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Launch Vehicle User Guides

Potential integration functions at the launch site include mating the spacecraft with
a stage vehicle, spin tests, loading propellants, mating with the launch vehicle, and
prelaunch testing of all systems (integrated test). Two items to consider are the launch-
site layout and how to integrate the payload and launch vehicle. A launch site may
have several pads, so we can integrate several spacecraft at the same time. Others may
have one pad that restricts the flow to one payload at a time. If the launch site uses a
series approach, launch delays and failures in one spacecraft or launch system may
adversely impact the next program.

Various launch systems use vastly different approaches to physically integrate the
payload and the launch vehicle. The most common is vertical integration, which
means erecting the booster and hoisting the payload on top of it. With this method, we
must build platforms at various levels so we can get to the entire launch vehicle, stage
vehicle, and payload. This approach works, but it is fraught with restricted access and
safety problems. Another way is horizontal integration, which means securing the
launch vehicle in a horizontal position and attaching the spacecraft. This approach
eases access and lessens safety concerns. Actual payload processing varies according
to the complexity of the spacecraft, and should be examined case-by-case. The time
required at the launch site depends on its design, interface requirements, integrated test
requirements, amount of shared resources, and the launch-site operator's philosophy
and approach.

Following the process defined in this chapter, you should be able to identify several
acceptable launch systems for a particular mission and establish preliminary design
requirements for the spacecraft. The process is an iterative one, and you will probably
need to use it several times prior to converging on the spacecraft design and launch
vehicle.

Launch Vehicle User Guides

Ariane 4. Arianespace, Inc. 1747 Pennsylvania Avenue, N.W., Suite 875, Washing-
ton, DC 20006. Ariane Launch Vehicles, rue Soljenitsyns, 91000 Evry, France.

Atlas Launch System Mission Planners Guide. February 1995. Lockheed Martin
Commercial Launch Services, Inc., 101 West Broadway, Suite 2000, San Diego,
cA 92101.

Commercial Delta II User Manual. July 1989. McDonnell Douglas Commercial
Delta, Inc., 5301 Bolsa Avenue, Huntinglon Beach, CA92&7.

Delta II Payload Planners Guide. October 1995. Boeing McDormell Douglas, 53O1
Bolsa Avenue, Huntington B each, C A 92647 -2099.

H-I and H-II Rocket. NASDA External Relations Departrnent, World Trade Center
Building, 4-1 Hamamatsu-cho-2-chome, Minato-Ku, Tokyo 105, Japan.

Long March Family of Launch Vehicles. China Great Wall Industry Corporation,
No. 17, Wenchang Hutong Xidan, P.O. Box 847, Beijing, China.

Payload Users Guide Titan II Space Launch Vehicle. August 1986. Titan tr Space
Launch Vehicle Program, Space Launch Systems Division, Martin Marietta
Corporation; Denver Aerospace, P.O. Box 179, Denver, CO 80201.
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Pegasus Payload users Guide Initial Release. December 1988. Advanced projects
office, orbital sciences corporation, 12500 Fair Lakes circle, Fairfax, vA22033.

Proton Launch vehicle and Launch services users Guide LKE-(Lockheed
Krunichev Energia). December 1993 (available from Lockheed Martin commer-
cial Launch Services).

shuttle orbiter/cargo standard Interfaces, ICD 2-19001, NSTS Volume 14,
Attachment I, NASA L. B. Johnson Space Center, Houston, TX jjo\g.

Soviet Launcher Proton. Glavcosmos USSR, 103030, Moscow Krasnoproletarskaya
str., 9.

The Inertial upper stage users Guide. January 1984. Boeing Aerospace co., A
Diyision of Boeing Company, P.O. Box 3999, Seattle, WA 98124.

Titan IV users Handbook. June 1987. Titan [V space Launch systems, Martin
Marietta, Denver Aerospace, P.O. Box 179, Denver, CO 80201.
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19.1 Designing Space Systems for Manufacturability

Wade Motnau, Motorola Systems Solutions Group
Jean Oliviertt Motorola Advanced Systems Division

Chad Spalt Motorola Satellite Communicatinns Group

Historically, satellite manufacturing, integration, and test has been a crafted and
arduous process. Each spacecraft is essentially unique, and is manufactured and tested
appropriately. Commercial satellites, while alleviating some of the major impedances
to fast and efficient satellite manufacture, have fared only slightly better. The advent
of commercial constellations of satellites forces us to seek and develop completely
new strategies. We need to incorporate ideas and methods from other industries into
satellite supply-chains to meet the cost and cycle-time requirements needed to make
space systems compete effectively with their terrestrial counterparts.

This chapter describes a few of the vital changes that need to be addressed to man-
ufacture and test multiple satellites efficiently. These methods and strategies apply to
the whole satellite supply chain, and to piece-part, assembly, subsystem, and space-
craft levels. Chapter l2 deiailed methods used to manufacture and test single satellites.
This chapter augments Chap. 12 for multiple satellite systems.

Small satellite systems (< 10 spacecraft) may not fully benefit from the methods
presented here, but some points will be applicable. Designing manufacturable satel-
lites and associated production systems requires up-front investments in time, money,
and capital. Each program needs to trade the benefits of these methods with anticipated
investment costs. As the number of satellites grows, the benefits and the usefulness of
these methods increases.

19.1

19.2

745
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We begin with a short description of the goals and challenges of manufacturing,
material, test, and launch processing organizations. The majority of the chapter then
concentrates on four phases of the manufacturing and test of the spacecraft constella-
tion: (l) creating the manufacturing vision, (2) influencing the design, (3) developing
and verifying the process, and (4) producing the spacecraft.

19.1.1 Challenges for Manufacturing, Material, Test,
and Launch Processing Teams

The challenges presented to the manufacture of satellite constellations are
extremely different from those traditionally conceived for spacecraft. These chal-
lenges, however, are not much different from those for other commercial products.
Spacecraft are designed and built to cost and schedule goals-just like video recorders
or cars. Figure 19-l compares a few of the challenges facing the manufacture of a
constellation of satellites, while Fig. 19-2 shows manufacturing issues as they pertain
to key metrics--quality, time, and cost.

Fig. 19-1. Typical Constellation Manufacturing Challenges. Note the significant difference
between traditional space vehicle manufacture and the newer manufacture process.

t Six-Sigma Quali ty

- Satellites are not field serviceable!

a First to Market -+ Commercial
Leverage the Market -+ GovernmenVMilitary
- Reduce benchmarked cycle time trom225 days to 24 days

per satellite

t Fixed Budget, Commercial Pricing

- Continuous profit improvement

Fig. 19-2. Constellation Manufacturing lssues. The quality, cycle time, and cost issue relating
to the production of a constellation of satellites are different than those encountered
while producing single satellites. While quality requirements are ditferent-but still
stringent-cycle tirne and cost issues are now paramount.

For instance, time to market often is not only a goal, but a competitive requirement
for viability. Time becomes an overriding factor. This drives not only the overall time
to market, but the time to complete each system element. For manufacturing, this
translates to drastically reducing the cycle time required to produce a satellite.

Quality, as with all spacecraft, is still imperative. Satellites are not field serviceable,
and simple defects can render a satellite unusable. The traditional approach places
emphasis on high-cost and time-consuming quality assurance methods that check and
recheck, test and retest, and verify and reverify the hardware. Instead, we employ srx-
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19.1t9.7 Designing Space Systems for Manufacturability

for lean and agile manufacturing methods (see sidebar).

sigma methods to verify that the processes are perfonnllg.with high_quality results.
Robust designs using in-control processes will produce high-qualiry products_with_
out associated high costs and long cycle times. Six-sigma methods are a-comerstone

commercial part lines and even from commercial part batches.
' - : "  . :  ' .

, ,  ,  r_ :  - .  n6 t ( :  -

Our challenge is to use the ight parts for the mission-not the higbpst leve.lr,parts
available. We need to target commercial parts, replacing them only when rgquireil,We
need to discowage military grade or Slevel parts, but.allow them in situaliod3,Where
they must be used. A simple comparison of part costs, as shown in Fig:_19a3id-eplpts
the drastic difference for S-level, Mil-spec, and commercial parts. Sig4ificaut'cost
savings can result from selecting lower-cost parts when applicable. Aq diScqs,qqd in
Sec. 12.2, significant time savings also can result from selecting lower gr4$erparts.
This yields a significant advantage of using Mil-spec parts over S-level parts. Fur,ther-
ing this comparison, we can receive commercial parts typicaily even quicker-pften
in less than a week. .:

Parts selection needs to consider producibility, radiation, out-gassing, and.other
requirements. We need to consider strongly parts that support efficient manufac0uing
methods. We should target parts that use the standard process flows-for instance,
automated placement and mass reflow for electronic assemblies. * :

Finally, parts selection needs to be a value-added concurr.ent engineering rytivity.
Success in the material area heavily influences overall progrirm cost and schedule
performance.

--.t,-"d -
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Fig' 19'3. Representative Parts Price Comparison. Commercial parts represent a significant
cost savings over Mil-spec and S-level parts.

Test Challenges

The test function drives the overall cycle time of spacecraft delivery. This holds
true not only for traditional satellites, but for constellations as well. The key is to
design test as a process-this includes minimizing cycle tiine, maximizing throughput,
and achieving high-quality results.

The pulpose ofthe overall test program is to verify the adequacy ofthe design and
assembly processes. The requirements to verify these two elements-design and pro-
cesses-are inherently different.

Design veification, more corrmonly called qualification testing, requires detailed
and thorough analysis of performance capabilities. This still is a time-consuming
process that includes functional test, vibration and shock, thermal vacuum, electro-
magnetic compatibility, and other tests. This may include multiple iterations, and
essentially involves testing the satellite to greater than expected levels. We should cut
back and ultimately eliminatti these qualification tests after we understand and proof
the design. we can achieve significant savings in time and money by relinquishing the
need for full-up testing on every unit.

conversely, process verification continues throughout the production of the
spacecraft. These tests only verify the perforrnance of the production system and
include only simple performance checks. The control of the individual processes
throughout the production cycle ensures the high-quality results. complete testing of
the spacecraft would be redundant and non-value added-and not consistent with the
principles of lean production. Figure 19-4 shows some key differences between hadi-
tional spacecraft production and lean production.

In regards to components, subassemblies, and subsystems, it is critical that they
achieve their qualification testing and product testing as early as possible. We need to
detect quickly issues with design or process. we can integrate high quality and well-
understood components, subassemblies, and subsystems with no additional integra-
tion level testing-with high confidence. At integration, we need to verify only
incremental processing-usually only shipping and connection.

l9.l Designing Space
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TRADITIONAL
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o Aerospace Practices

'r Performance Only
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MULTI-SATELLITE

Lean Satellite Production

o Optimize Supply Chain
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r Commercial Ingenuity

o Process Driven Design

e Assembly Line

o Same Product

Fig. 19-4. Lean Satellite Production Principles Compared to Traditional Craft Production.
Lean production methods originated in. the automobile industry. These methods can
be applied to the production of satellites as well. See Womack et al. [1990] for in depth
discussion of lean manufacturing.

In summary, test provides possibly the greatest opportunity for signifrcant cost and
cycle-time improvemen6. Intelligent selection of reduced testing, clear distinction
between design and process verification, and performance of lowest-level testing
greatly enhances the cost-effective, high quality, low cycle-time production of space-
craft without significantly increasing risk.

Launch Pro c e s sing Challeng e s
' 

After finishing integration and test, we package and ship the satellites to the launch
site for processing and preparation for launch, Traditionally, this has been a complex
and time-consuming segment of the satellite delivery process. The requirements for
building a rnulti-satellite constellation include quick and efficient processing of satel-
lites forlaunch. These requirements may also force the use of multiple launch sites and
launch-preparation areas, further driving the need for standardized and simplified
launch processing.

We need to consider launch-site processing from the start of the program. We
should target decisions and trades that support simplified processing. Changes and
processiag are much easier to handle while at the integration factory. This is where the
facilities and skill levels are the most available. Launch-site processing typically takes
place at a remote location----often not owned or operated by the satellite manu-
facturer-that makes processing more diffrcult.

The spacecraft are transported to the launch-site processing area via protected
environment or container. The container environment must provide for temperature,
humidity, vibration, and shock protection during the shipping process. In order to
support the streamlined processing of ttre satellites upon their arrival, the shipping
process is subject to basic'procesS conffol. We deem the process to be successful as
long as the required parameters-temperature limits, humidity limits, vibration levels,
and shock levels-are not exceeded. If these parameters exceed their limits, we need
to pe_rform in-deptir analysis or additional testing at the launch-site. But, if none of the
parameters are exceeded, the satellite can continue with the streamlined process flow
that contains little, or preferably no, testing.

the
and
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Fig' 19-5. Streamlined Launch-Site Process Flow. Traditional launch-site processing can
take several weeks. Streamlined processing can reduce the overall cycle time (irans-
port to launch) to less than two weeks.

19.1.2 Creating the Manufacturing Vision

uate progress and make necessary changes to achieve the stated goals. changes may
occur in the design or in the production and test processes. changing the design ani
processes to meet the manufacturing goals is an iterative process. tt iJ a give utid tuk"
scenario where the sum of the changes equals achieving the manufacturing goals.
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Establish Goak

We must establish goals in the areas of cycle time, quality and cost.
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market share. Missing the time to market goals will cost a company
revenue and brand equity. Therefore we need to know up front when our
be ready for our customer and then determine our cycle time goals io
overall schedule.

As stated previously, one of the unfortunate aspects of building
are usually not field serviceable. Ifthere is a quality problem after we
uct into space, we have to live with the degraded performance or, in an
accept rh;r the product does not meet ouimission requirements q;-;9p]l;i![U'il#
quality goals so that we can design our product accordingly. when we ctrog!i,].c.g*gipo-
nents for our product and select processes to build and test our_product,.wti-,{6t9nnine
our resulting quality levels. As we choose components and processes frj:nbed to
calculate our cumulative quality predictions and ffack them to our goals..Vf.bwilt,then

defect rates result in products with fewer defects which leads to less tesi.tirne, less
rework and lower costs.

Most customers desire low-cost solutions. Morsand more of ,rr.'fiii-Uffi :tor,
plus" projects are being proposed as fixed price contracts. The day,s,;iqf- cosi-pfus
contracts and cost overruns being absorbed by the customer are quickiy d.isappparing.
Today the contractor carries the burden ofperforming to an agreed-upon'fixed,price.
Because of this, the contractor must know the cost goals and understand how tley are
going to perform to these cost goals. Performance to cost goals dirEc{y,relates to
perfonnance to cycle time goals and quality goals. The addition of unpXanned cycle
time and of effort required to correct quality problems result in increased cost. In
general any unplanned work results in additional cycle time and in additioqal costs.

I nv olv e Manufacturing Early

Manufacturing early involvement may not always be the accepted way of doing
business-. Early manufacturing involvement allows the design team,to,be informed
regarding the effects of their choices on downstream manufacturing and test opera-
tions. It empowers the design team to make informed decisions and predetermine the
expected cycle time, quality and cost perfoflnance of the assembly and test operations.
It allows management to be aware of what to expect when the product reaches assem-

r  i : l ' r .  : .  l
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TABLE 19-1. ParUProcess Cost Relatir

Part Package
Part
Cost

Processes
Used

Part
X

84CQFP $25.001. Lead form/tr
2. Lead tin
3. Pick & place

-tray
4. Oven reflow

Part 84QFP $17.50 1. Pick & place
-tape

2. Oven reflow

ensure acceptable levels in all of the
our cost goals are for the parts being
our product design and how the supp
can work with us to determine the a1
part is interchangeable and reliable.
duction schedule and our material me
their parts are available to us when w

Part cost directly impacts product
ment and process execution. Process
designed with additional controls ar
stress levels for the people doing the
ment for process verification. Use o
more rework rather than scrap hardwi

Part interchangeability is critical i
quantity. The ability to remove and r
non-value-added time. Interchangeab
all parts. The supplier of interchanger
the parts coming into the assembly ar,
interchangeable, assemblers will hal
characteristics of the part to make it
varying performance of the part.

Part simplicity directly relates to
reliability. Typically rhe more simple
will have less variables associated wi
the component reliability and interch,
duction set up time and have fewer v
should be more available for use.

Part availability is critical to main
never want to stop the assembly proc
risk of part unavailability is controll
there can be a great deal of cost asso
we must allocate valuable factorv floc
An alternative to storing materiai on tl
move the material to the assembly linr
in material being stocked at the aiseml
quantities of parts that may become
design change. The best alternative to

19.1

this vision. They must show the other members of the design team that their par-ticipa-
tion is value-added and that early team involvement will 

-save 
the program time ind

money.in the long run..Everyone ol the project team must share the iranufacturing
vision in order for it to become reality.

Select Parts and Processes Effectively

Parts have many attributes that influence the effectiveness of manufacturing
processes' Some of these attributes fall into the categories of cost, interchangeability]
availability, reliability and simplicity. Early part-supplier involvement is critical to

.1 
'  ' :

t :  l :  ,



Reliability

the design team that their participa-
will save the program time and

must share the manufacturins

s individual process cycle times
the overall cycle time goals and the
design. We predeterrnine the cycle
choose parts and processes for a
design phase we must give appro-

Overall the design team
processes. Often the choice of a
process. This relationship is what

. Often design engineers choose
the design engineer is searching.

impacts that these part choices

and test representatives involved in
to show how certain parts may

process yields leading to more

is is shown in Table 19-1. We
Part X and part Y are

we would assume that the
when we address associated

an 84lead ceramic quadflat pack
. The oart must then be loaded

ick and place) equipment. Form,
We must perform these

process time for that part type. The
processes drive this part to con-',

to increased cycle time and costs \
Y is an 84Jead plastic quadflat
loaded on tape and reel to be
only preferred processes which

uni,t and lower rework costs. All
Part Y. Therefore when selectins
impact of their part selection and

icn hadeoffs.
the expected time to manufacture
the overall cost, Once we make

to see if other part/process combi-
and cost goals more realistic. We

so we can include many design

effectiveness of manufacturins
of cost, interchangeability,

lier involvement is critical to
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TABLE 19-1 . ParUProcess Cost Relationship

Part Package
Part
Cost

Processes
Used

Process
DPU

Process
Time
(Hr)

Assembly
Gost

Rework
Cost

Total
Cost

Part
X

84CQFP $25.001. Lead form/trim
2. Lead tin
3. Pick & place

-tray
4. Oven reflow

0.273 0.05 $3.20 $40.95 $69.15

Part 84QFP $17.50 1. Pick & place
-tape

2. Oven reflow

0.00306 0.002 $0.128 $0.4s9 $18.00

ensure acceptable levEls in all of these categories. The suppliers need to know what
our cost goals are for the parts being supplied. The supplier also needs to understand
our product design and how the supplier part interacts with our design. The supplier
can work with us to determine the appropriate variables to control to ensure that the
part is interchangeable and reliable. The supplier also needs to understand otu prc-
duction schedule and our material management philosophy in order to make sure that
their parts are available to us when we need them.

Part cost directly impacts product cost. It also has an impact on process develop-
ment and process execution. Processes used to assemble high-cost parts are u'sually
designed with additional controls and verifications. Typically this leads to hiiher
shess levels for qhe people doing the assembly work and more engineering invblve-
ment for process verification. Use of higher cost parts drives the desire to perform
more rework rather than scrap hardware in the event of unwanted process variations.

Part interchangeability is critical in a product design regardless of the production

the-cornponent reliabilily and interchangeability. A simple parl will require less pro-

duction iet up time and have fewer variables to cause scrap. Therefore a simple part

should-bemcre available for use;
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suppliers. Working with Just In Time suppliers requires less stocking activities and
hence less chance ofhaving vast amounts ofproducl that has to be reriorked or retro-
fitted when there is a design change, but can add risk. The supply chain information-
especially deliveries, cycle times, and quality-must be weli understood to make Just
In Time plausible. If not well understood and reliable, Just In Time is very risky.

Once material is ready for production it is time to use our manufacturing p.oi"rr"s.
In the typical aerospace manufacturing environment, processes were develbped after
the design, so the product could be manufactured and tested to meet the cuitomer's

19.l Designing Space S.

manufacturing line can support mult
also can adapt and respond to produ
customer wants and needs.

One of the guiding principles bel
elimination. We must evaluate all of
in terms of value-added activities r
development and implementation, we
the non-value-added activities shou
added process steps will drive waste

Reduction in the number of inspr
ination. Typically satellite productio
inspection points. Inspection points ;
the past multiple inspection points we
highly variable and uncontrolled.
processes are now designed into the z
Because the output of these process
inspection points. Therefore we elir
inspection steps.

Another non-value-added recurri
added, we need to be minimize it
required, we should minimize redun
trolled and repeatable processes is thl
Therefore we don't have to test some
the processes used after the initial tes
good example of this principle is the
site processing. We test the spacecraf
test it at the launch site unless shippi
shipping process limit.

Test is just another process. Durin
assembly and test efforts as processel
to satellite manufacturing processes, \
These goals should relate to cycle tit
should question any non-value-adde<
continually exhibits a l00%o yield
necessary.

Reality is that test yields are not a
of integration can negatively impact c
is to find the defect at the lowest possi

* Pull Production Systems
Traditional satellite manufacture and

In other words, the material and work-ir
system. The emphasis is on processing I
possible. Unfortunately, this can create
limiters). These problems require exces
and can create excessive defects and cv

Lean production utilizes a pull prodr
not processed until upstream stations at
inventory, because the production syster
The system is tuned for a continuous pr
Just In Time in small quantities.
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manufacturing line can support multiple product lines on the same assembly line. It
also can adapt and respond to product changes which may be directed by changing
customer wants and needs.

One of the guiding principles behind "lean" and "agile" manufacturing is waste
elimination. We must evaluate all of the processes associated with assembly and test
in terms of value-added activities and non-value-added activities. During process
development and implementation, we shottld maximize the value-added processes and
the non-value-added activities should be minimized. Reduction of the non-value-
added process steps will drive waste elimination.

Reduction in the number of inspection points is a good example of waste elim-
ination. Typically satellite production programs have had a high content of quality
inspection points. Inspection points are examples of non-value-added operations. In
the past multiple inspection points were required because the assembly processes were
highly variable.and uncontrolled. By institutionalizing concurrent engineering,
processes are now designed into the assembly flow that are controlled and repeatable.
Because the output of these processes are predictable, we no longer need multiple
inspection points. Therefore we eliminate waste by removing the non-value-added
inspection steps.

Another non-value-added recurring process is test. Because test is non-value-
added, we need to be minimize it to eliminate waste. Although some testing is
required, we should minimize redundant testing. One of the benefits gf using con-
trolled and repeatable processes is that the outpui from these processes is predictable.
Therefore we don't have to test something that has been tested earlier if we know that
the processes used after the initial test have not injected variability into the product. A
good example of this principle is the previously-mentioned minimization of launch-
site processing. We test the spacecraft prior to shipping it to ttre launch site, and don't
test it at the launch site unless shipping indicators or sensors show that it exceeded a
shipping process limit.

Test is just another process. During the early phases of design, we should view the
assembly and test efforts as processes that must be controlled and repeatable. Similar
to satellite manufacturing processes, we should be establish goals for all test processes.
These goals should relate to cycle time, qualiry (predicted test yields), and cost. We
should question any non-value-added steps and, if possible, eliminate them. If a test
continually exhibits a l00%o yield rate then we need to determine if the test is
necessary.

Reality is that test yields are not always l00%o and finding defects at higher levels
of integration can negatively impact cycle time and cost. The goal of performiag a test
is to find the defect at the lowest oossible level of intecration. This reduces the amount

' PulI Production Systems
Traditional satellite manufacture and mass production in general is based on a push system.

In other words, the material and work-in-process is generally pushed or processed through the
system. The emphasis is on processing the hardware through the production line as quickly as
possible. Unfortunately, this can create pockets of ineffrciency and bottlenecks (throughput
limiters). These problems require excess factory space for inventory of material and product,
and can create excessive defects and cycle times.

Lean production utilizes a pull production methodology. Material and work-in-process is
not processed until upstream stations are ready. Downstream processes do not create excess
inventory, because the production system will not allow production to continue unnecessmily.
The system is tuned for a continuous process flow, with necessary materials being delivered
Just In Tirne in small quantities.

Iess stocking activities and
that has to be reworked or reko-
The supply chain information-
be well understood to make Just

Just In Time is very riskY.
use our manufacturing processes.

processes were developed after
tested to meet the customer's
ing this meant that the design

manufacturing did "what ever it
. Typically this meant that

y skilled wotkers, lacked good
adv ent of c onc urrent en gine e r-
ufacturing processes from the
ictable.

of afitude regarding manu-
do we perform processes just

'High-quality processes are char-
processes have been,borrowed
reflow of electronic assemblies

soldering ofparts on printed
developed to efficiently

. Although slow in gaining
are and other high reliabilirY

never be afraid to ask "why" we
of this is to look at the

certain deployables have always
tion. This was done to minimize
deployable mechanisms. Chang-
Vertical position and back to the

isms in the horizontal posi-
risks are determined to be low

to vertical can be eliminated.
handling risk.

process. Currently many
, ftese multi-satellite projects

assembling and testing satellites.
uction ]ines has roots in the
ion lines take mass production

many of the "lean" manu-
industry. Some of these "lean"

iers, supplier partnering, concur-
processes.

" manufacturing philosoPhY to
acturing incorporates all ofthe
ition of flexibility. An "agile"

tooling and creates a lot of riskr,
rodern analysis tools much of the \,
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of time and effort required to get to the problem area and fix it. Even after tests have

19.1.3 Influencing the Design

To influence the design, the program team must first establish a common vision for
the enteqprise. This common vision serves to create a working platform that allows the
supply chain to collectively communicate. It provides the cenlral theme to which the
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Fig. 19$:

DEVELOPMENT PHASE

Project Phase/Cost Assignment. Adapted from Wade and Welch [1996]. The ulti-
mate costs of a system are greatly influenced by decisions made early in the product
life cycle. Based on model fit to empirical data.

. 
Concept Ereadboard Engineerhg Flight

DEVELOPMENT PHASE

Fig. 19.7. The Relative Cost of Modification / Corrective Action. Adapted from Wade and
Welch [1996]. The relative cost of fixing a design problem escalates rapidly as the
design matures.

The feasible design shquld already be largely configured to the goals and, therefore,
iterating to the production level should be relatively smooth. ThJiteration process is
smoother because the team knows what is expected through the long-term goals.

:eDtion of the Program. lmPleme
,r" th"v are most effective' Stud

the syitem is fixed bY the end of

and, in turn, Producible
of design at the

a feasible design. The cost to

ase increases bY an order of

change during the concePtual
100x during engrneenng



Space Manufacturing and Reliability 19.1 19.1 Designing Space Sys
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. Knowing the expectations initially not only assists the product to mature into pro-
duction, and assists the product team to develop. Having tirese goals gives the team a
purpose to commonly focus their attention. Successful teamwork resolves issues
seemingly otherwise unresolvable. Communication becomes clearer and less conflict-

Hayine the data equates to having the knowledge to influence design. The only way
we achieve key goalp in areas such as quality, minufacturability, ani profit is ii trrey
are designed in.

Influencing the design is an enterprise challenge. Awareness of our up and down
stream product map helps us make smart decisions for the overall progrim. Locally

* The Pareto Principle
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maximizing cycle time, quality, assembly ease and other areas of importance, does not
always provide the same benefit to the overall program. Standardization of analysis
tools, metrics, goals, and guidelines help to relate design impacts to the supply chain.

19.1.4 Process Development and Verification

Quality, and the resulting efficiency of manufacturing, is never an accident. It is the
result of good design practices and sound process development methods-with the
addition of management and execution diligence. Significant process development
and verification activities must take place to manufacture high quality products. For
satellite manufacturing, we need to apply these methods at all levels-suppliers, sub-
tier suppliers, payload assembly and test, space vehicle integration, and launch
operations.

ln the manufacturing context, we define a process as any activity that changes or
touches the product or requires resources. The objective is to use simple, uncom-
plicated processes that yield high quality results with short cycle times. Very few
processes meet these general criteria without development. Therefore, sound develop-
ment methods are key. The end goal is to have controlled and repeatable high-qualiry
processes during the production phase ofthe program.

Development Methods

We can apply structured development methods to process and product develop-
ment. Many methods exist, and most have merit. Here, we use a four-phase process
development, a.k.a. process characterization,model. We should first apply this model
to critical processes and then extend it to other processes as necessary.

The process characterization model consists of four phases.

Phase l: Process Definition-Map the process to understand the variables
and characteristics involved

Phase 2: Process Capability-Establish curetrt level of performance of the

, process. Does the process perform as needed?

Phase 3: Process Optimization-hvestigate the variables to determine
which variables drive the process output. Deterrnine the best levels
for these variables to provide optimal process output.

Phase 4: Process Control-Monitor the process and its important variables
to determine when its performance has changed or is out of control.

We iterate the cycle to further improve the process as necessary. (See Fig. 19-8.)
We characterize the process to identify and remove sources of variation.

Ultimately, variation is the cause for product qualiry problems. We use statistical tools,
such as Design of Expeiments'atd Statistical Process Control, to reduce the variation,
which improves quality-and subsequently reduces cost and cycle time. See Mont-
gomery I19961 for detailed discussions about statistical tools.

Cycles of Learning

ln addition to the iterations caused by characterizing the production process, we
may need additional cycles oflearning when developing satellite constellation produc-
tion systems. Varying techniques are available, depending on the subject matter.

For instance, we use simulation techniques to model and predict performance.
Discrete event simulation packages can model processes, factories, and whole supply
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Fig. 19-8' Process Characterization Four Phase Model. We iterate this cycle to continually
improve the product or process.

chains. We can use these models,to determine resource requirements, facility size,
inventory schemes, and delivery schedules. we can explore proposed .hung., to pre-
established baselines without risk.

examples of prototypes.

product can.have significant payback, if enacted. These activities are important tools
to gain significant process and product knowledge.

19.1.5 Production

Executing the overall plans and goals established in the earlier phases is paramount.
While many production issues are similar for building on" rut"ilit" or oni hundred,
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some areas are significantly different. These areas include supply-chain management
and production floor management.

S upply -c hain M anag e m e nt

A supply-chain focus is key to the successfully executing the production phase of
a multiple satellite progrum. The supply-chain is defined as all of the suppliers and
activities involved with producing a satellite. This involves the major suppliers-bus,
payload, and antennas-and the minor suppliers.

Communicating and coordinating across the supply-chain is critical. Fundament-
ally, all the suppliers need to have a common vision and sense of direction. In effec!
the major suppliers become parmers. Openly communicating goals, expectati-ons, and
problem solving is essential. To facilitate communication, we need to seek a common
language and culture through common faining and team building. The resulting pro-
gram culture program can be built on the stengths ofeach partner.

Concurrent engineering across company lines must occur. All company sections
must share the key design rules or characteristics early in the process and maintain
them throughout the program. We must carefully define and fully understand the
_interfaces and handoffs. We should develop and use common tooling and processes.
For instance, shipping containers carrying,subassemblies to final integration should
support integration activities without a tooling transfer. They should searrlessly
integrate into the factory. Finally, conrmon metrics across the supply-chain allow for
meaningful summation of data, so managers can judge the overall system health.
Thgse metrics should center around quality, cycle time, and critical parameter
performance.

Pro duction F I.o o r M anag em ent

Performance and executing the production phase uses principles similar to any
production environment. In addition to supply-chain management, consistent perfor-
mance takes lean manufacturing principles of production floor management, includilg
good processes, qualified workers, and timely information.

Short-cycle, well understood processes and overall processing is fundamental to
lean manufacturing. Simulation or other flow design tools help to determine optimum
production flows that reduce the risks of production delays. The flows and processing
should include Just In Time conceps to minimize Work In Process inventory and
improve'quality and cycle time. Just In Time hinges on delivering material items when
the flow needs them in a pull fashion. We don't move items until they are ready for
processing. Less hardware is in process, thereby reducing the potential for damage and
reducing overall floor space requirements.

Qualified workers 
'that 

understand the processing of space hardware are still
required for satellite production. Whiie still required, their roles and specific skills are
very different than traditional programs. Highly specialized and narrowly skilled
positions now become broader and more generalized. The design attributes resulting
from a successful multi-satellite design team will require less intensive processing.
While less difficult, the processing needs to be more repeatable. We can train or certify
workers for each repeatable operation, so the can typically monitor their own work.
We minimize quality inspections. Instead, the individual or the team is responsible for
performing each operation correctly and safely.

The capture and use of timely production data is a third production floor manage-
ment challenge. Producing multiple satellites with short cycle times requires us to
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collect, use, and archive data differently from traditional methods. Paper. the tradi-
tional documentation medium, is too cumbersome, untimely, and not available to
multiple disciplines. Constellations based on a large number of satellites require
volumes of data be available to multiple users. we need factory systems for work
instruction and process planning; transmittal of product data between suppliers, inte-
grators, and users; and for factory data collection. Factory data collection includes
calibration, as-built, work-in-progress tracking, and quality data and/or information.
An added advantage is using common tools for these functions across the supply-
chain.

19.1.6 Summary

These methods apply exactly to multiple satellite constellations with communica-
tions payloads. These methods were lpplied to the Iridium@ program, with outstanding
cost and schedule resuhs. Constellation reliability and performance data is startirrg to
be collected at time of this publication.

Smaller constellations, non-coinmunication payloads, and high-value missions
may use subsets of these practices. In all cases, thoughtful selection of parts and
proresses andskillful application ofconcurrent engineering practices are paramount

More detailed information regarding the application of these methodJand subse-
quent tradeoffs will become available as more constellations complete deployment.
Currently, competitive issues restrict information flow as much data is viewed as
proprietary.
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The Iridium@ Satellite Assembly Process
The hidium@* Satellite Assembly Factory comprises 15 process stations. These stations

cornplete.specific functions. The satellites flow from station to station throughout the factory
until Station 15. At Station 15, workers pack and send the satellites to the lainch-site. During
steady-state production, the total lime to proceed from Station I to station 15 is 24 days.

Station 0: Material Receipt

. All,material and subsystems are received into the satellite factory. Major systems received
into the factory include:

. Gateway antennas (4)

. Crosslink antennds, fixed (2) and moving (2)

. Panels (communications and gaieway)

. Main mission antennas (3)

. Solar arrays (2)

. Satellite bus assembly

The satellite bus assembly, complete with propulsion and guidance systems, is received
already mounted on a wheel-mounted dolly. Thii dolly, colliboratively- developed for use
throughout the satellite delivery is used for satellite assembly, shipment, and launch-

access to all sides of the satellite via rotation. and can

uuougnout tne satelllte oelrvery process, ls used tor satellite assembly, shipment, and launch-
site processing. The dolly also allows for access to all sides of the sateilite via rotation. and can
be easily maneuvered through the factory.

* Iridium@ is a registered trademark and service mark of Iridium Ip LLC.
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STATION NUMBERS

06 07 08

Commincations
Electronics

Gateway Panel

Space Vehicle
Bus
Cross Link
Antennas

EMI Tenl

Shear Panels

Main Mission
Antennas

Solar Arrays

'.Station 1: Heat-pipe Bonding
i The heat-pipe is thermally bonded to the comrnunication panel. This is the only process that
does not occur within the integration factory.

Note: Stations 24 operate in parallel

Station 2: NADIR Panel Assembly
I The four crosslink antennas--two moving and two frxed--and the radiator plate are installed to
the nadir bulkhead end of the bus.

Station 3: Gateway Panel Assembly
' Gateway antennas (4), waveguides, antennapositioning equipmen! cable harnesses, and other
components are installed to the gateway panel. During this process, a trunion dolly holds and
'rotates 

the panel.

'stutioo 
4: Comm'nications Panel Assembly

- 
Motorola supplied units are installed on the communications panel. A rotaring trunion dolly

designed for the communications panel holds it.

Station 5: Communications Panel Test

The completed communications panel is tested.

Station 6: Communications Equipment Subsystem (CES) Test

The CES consists of equipment on the communications panel and the gateway panel. Cables
are installed to temporarily link the two panels. This station initially verifies the functionality
and perforrrance of the CES hardware over temperature cycles, prior to being inte$ated in the
spacecraft.

Droduct data between supPliers, i

ibn. Factory data collection inch

and qualitY data and/or info
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Station 7: Gatervay Panel Assembly Integration

_ The completed gateway panel is installed onto the bus assembly. First, the panel is rotated to
the vertical position, aligned to the spacecraft bus, and then mated to the bus. Cables and
harnesses are then attached.

Station 8: Communicafions Panel Assembly Integration

The completed communications panel is installed onto the bus assembly. The panel is fust
rotated 180 degrees while in the trunion dolly. A strongback fixture is then aftached to the panel
for support and alignment. The panel is lifted over the spacecraft, aligned, and finally installed.
The panel is securely fastened in place and all cables and harnesses me attached.

Station 9: Space Yehicle Test

(Or Integrated,Communication Equipment Subsystem (CES) Test)
Testing- is performed on the newly integrated communication panel, gateway panel, and

spacecraft bus. This test verifies the CES functionality and performance.

Station 10: EMI Tent and Shear Panel Installation

An EMI tent is installed over the communications panel. Shear panels are then installed on the
remaining two open sides of the bus structure.

Station lt: Main Mission Antenna Integration

The satellite is rotated horizontally on the dolly to attach the'main mission antennas (MMA),
one at a time. First, an attachment fixture is mounted on to the MMA. This fixture coniains the
lift points for using the lifting crane. The MMA is held vertically over the spacecraft and low-
ered to connect one end. RF, power, and signal cables are attached. The free end of the MMA
is then lowered until flat againit the spacecrift. The MMA deployment mechanisms are adjusted
and set. Finally, thib process is repeated for each of the three MMAs required.

Station 12: Space Vehicle (Integration) Test

Full-firnctional testing of the MMAs, communications payload, and bus is conducted. The
testing includes seven complete hot-cold thermal cycle tests.

Station 13: Solar Array Integration

Two solar array wing assemblies are integrated onto the spacecraft in a manner similar to
MMA installation. First, an attachment fixture is mounted onto the solar arrav. This fixture
contains -the lifl points for using the lifting crane. The solar array is held vertically over the
spacecraft and lowered to connect one end. The cables are attached. The free end ol the solar
array is then lowered until flat against the spacecraft. The deployment mechanisms are adusted
and set. Finally, this process is repeated for the second solararray.

Station 14: Launch Conlidence Test

Flight software is loaded and verified and solar array operation is tested. Finally, the vehicle
is powered down and prepared to flight.ready condition.

Station 15: Space Vehicle Pack and Ship

The completed satellite is prepared for shipment to one of three launch-sites. Consenrto-ship
authorizations and checkout procedures are completed. The satellite, still mounted on the dolly,
is loaded into-thc shipping container. The shipplng container provides for an environmentaliy
controlled and shock protected delivery to the launch-site.
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Herbert Hecht,* SoHaR Incorporated

When a bulb in our desk lamp burns out, it is easily replaced. When the switch that

conrrols the bulb fails, the replacement is not quite as simple but still within the capa-

bilities of most mechanically inclined teenagers and even some adults. We expect a

higher reliability of the switch than of the lamp because it requires more effort to repair

a failure. When a spacecraft command receiver fails on orbit, it takes an extra-

ordinarily long screwdriver to fix it. You get the general idea: the command receiver

has to be much more reliable than the light bulb or the switch on the desk lamp. This

need for very high reliability in all parts and subsystems ofa spacecraft is the basis for

including a reliability program in most space projects.
Before describing the details of the reliability program, let us briefly discuss the

meaning and metrics of reliability in the context of space missions. A common defi-

nition of reliability is '"The probability that a device will function without failure over

a specified time period or amount of usage." [EEE, 1984] If the phrase "without fail-

ure" is taken to mean "without failure of any kind" it defines basic reliabil,t]; if it is

interpreted as "without failure that impairs the mission" it defines mission reliabiliry.

In spacecraft that employ extensive redundancy there can be a.significant difference
between these fwo reliability metrics. Mission reliability is the more important
concept, and when we use "reliability" without a qualifier, it always means mission
reliability.

The elementary expression for the reliability of a single item, not subject to wearout
failures. is

R= rfu (1e-1)

where.l is thefailure rate and t is the time. Here, R, is the probability that the item will
operate without failure for time t (success probability). At this point we recognize only
two outcomes: success and failure, and therefore the probability of failwe, F, is given
by:

F=  l -R  ( I 9 -2 )

More refined and practical methods of assessing mission success will be described
later.

For a spacecraft made up of n nonredundant elements, all equally essential for
spacecraft operation, the system (or series) reliability, R", or success probability, is
comuuted as

n =fln ="-L)'it
I

where R; (i = | . . .n) is the reliability and ,t; the failure rate of the individual elements.
For failure probabilities (/.1) less than 0.1 or reliability greater than 0.9, the following

'Much 
valuable help in the formaning of this chapter was received from Emery I. Reeves of

the U.S. Air Force Academv who also contributed the material for Table 19-6.
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approximation is frequently used

e-Lt= | - ),t (re-4)
Most reliability computations, particularly prior to detailed design, use failure prob-
abilities (which can be sumrned) rather than reliability values (that must be multiplied)

Where a system consists of n elements in parallel, and each of these elements can
by itself satisfy the requirements, the parallel (or redundant) reliabiliry, R-, is given by

no =r- l lo-&l (1e-s)
I

where the reliability of the parallel elements is equal, say Rd, the above simplifies to

R p = l - ( 1 - n o ) n

Examples of series and parallel structures are shown in Fig. 19-9 .

Rs= BsBsB6

CASE 1
Series Reliabi l i ty

Bs = Rc [1 -(1-,9a)(1- Bs)l

CASE 3
Partial Redundancy

Fs = 1 -(1- FA)(l- 8B)(1- Fd

CASE 2
Parallel Reliability = Full Redundancy

Fs = 1-(1- r9ar9sxl- Fd

CASE 4
Non-identical, Full Redundancy
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Fig. 19-9. Series and Parallel Reliability Models. F" is the system reliability. 84, Rs, and 86
denote the reliability of the A, B, and C components, respectively.

In terrestrial applications it is customary to distinguish between active'and quies-
cent (dormant) failure rates, the latter being about one-tenth of the active rates. This
reduction accounts for the absence of electrical stress when a component is not
energized. However the high reliability requirements of the space environment cause
components to be derated so that the failure probability due to electrical stresses even
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in the active mode is quite small. The distinction between active and quiescent failure
:rates is therefore much less important for spacecraft applications.

When the spacecraft does not have any redwrdant elements, a plot of reliability vs.
mission time will be concave toward the origin, but when redundancy is provided the
initiat part of the reliability plot tends to be convex to the origin. This accounts for the
shape of the mission reliability curve in Fig. 19-10.
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Design
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Frequently Used Reliabillty Concepts. Design life is govemed by wear-out and
expendable stores. Mean mission duration is less than design life because failures
can terminate a mission before end-of-life conditions are reached.

lift, the intended operational time on orbit (see Section 19.2.1), is an
parameter for the reliability progfilm. It determines the amount of con-
(control gas, etc.) that must be provided and establishes quality and test

for items subject to wearout, such as bearings and batteries. The mission
rreliability calculated at the design life is the mission saccess probability. Since this

Quantity is less than 1.0, the expected //e is less than the design life. The custolnary
measure of the expected life is the mean mission duration or MMD, given by:

MMD =JTdR (re-7)
rwhere Zrepresents a horizontal (time) line in the shaded area of Fig. 19-10 and dR is
the associated (vertical) increment in reliability. MMD is a frequently used figure of
merit for spacecraft reliability improvement progfiuns.

Most satellites perform multiple functions (e.g., weather observation and tacking
ocean traffic), and performance of any of these functions may still be useful even

iwhen it is degraded. Under such circumstances the success criteria are no longer ob-
vious. Should failure be defined as the event when the spacecraft fails to furnish any
useful data, or should it be the point at which its performance deviates from any part

,of the specification? This problem can be addressed by establishing multiple reliabil-
iity requirements. Assume that the spbcified weather observations are intended to use
three frequency bands but that observations on even a single band are still useful. The
success probability (SP) requirement may be formulated as shown in Table 19-2.

Rs = I -(1- FA)(1- Fd(1- Fd
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A reliability program plan adds'li'
smallest spacecraft program. It speci
for achieving them, and establishes m

Hypothetical Reliability Requirement for a Weather Satellite.

Condition sP'
At least 1 band operational 0:96

At least 2 bands operational 0.92

All 3 bands operational 0.85
'Success Probability

During the development of the satellite it may be found that it will be difficult to
obtain a success probability for all three bands operational greater than 0.80 but that
the single band mission reliability can be raised to 0.99. If the requirements shown in
Table l9-2 are part of a contractual document it may take lengthy negotiations to agree
on the change, even though it may be technically quite acceptable. To avoid such
situations, mission effectiveness rather than reliability may be specified. There are
several definitions of mission effectiveness [MIL-HDBK-338B]; but all aim at a single
metric that represents reliability weighted by the operational capability level to which
the reliability is applicable. In the above example assume that the I,2, and 3 band
capabilities are assigned weights bf 0.25, 0.35, and 0.4, respectively (it is desirable that
the weights add up tg 1.0). A simple mission effectiveness requirement may then be
stated as 0.25x0.96 + 0.35 x 0.92 + 0.4 x 0.85 = 0.902. A similar calculation shows
that raising the single band reliability to 0.99 will not compensate for reducing the
3 band reliability to 0.80, but that this reduction could be tolerated if the 2 band reli-
ability is raised to 0.95 at the same time. Where there is a sound technical basis for
specifying mission effectiveness it will generally reduce both cost and development
time compared to specifying multiple reliability values. As indicated in Fig. 19-10, the
effectiveness curve will lie above the reliability curve when the latter is constructed
for an "all up'l satellite.

19.2.1 Design for Reliability

The process for designing a reliable system is shown in Table 19-3. Evidence that
simplicity makes for reliability can be seen in Table 19-4, which is excerpted from an
earlier publication by the author of this section lHecht and Hecht, 1985]. complex
functions had higher failure rates. In each case shown in the last columns of the table,
there were probably compelling reasons for using the more complex implementation,
but the reliability consequences ofthese decisions must also be recognized.

To make sure that the process leading to a reliable system is being carried out as
intended, there must be an explicit assignment of responsibility for its implementation.
Several alternatives for the assignment are listed in Table 19-5 in order ofincreasing
direbt cost. For very small satellites the low cost advantage of (A) or (B) will usually
outweigh the benefits of the last two alternatives. when subsystems get more numer-
ous and larger, alternatives (c) and (D) may result in overall savings, in spite of their
tttffi:'#iil"ttt'Jjioii"T'0","* 

are suitable for alternatives (B) or (c). where altemarive
(A) is adopted, at least a Reliability Program Plan should be prepared and a Failure
Reporting System should be established. Alternative (D) implies that the program will
be managed by reliability specialists who will generate their own process require-,
ments.
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TABLE 19-3. Typical Steps for Achieving a Reliable System.

TABLE 19-4. Relationship Betvveen Failure Fate and Complexity.

,'per orbit-year

TABLE 19-5. Alternative Assignments of Responsibility

, Reliability Pro gram PIan
A reliability program plan adds little to the cost and is recommended even for the

smallest spacecraft program. It specifies reliability objectives, assigns responsibility
for achieving them, and establishes milestones for evaluating the achievements. It also

n [Hecht ald Hecht, 1985]' Co:
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Process Steps Details Found

Keep it simple (every additional function increases the failure
probabilitY)

See Table 19-4

Assure adequate strength (mechanical and electrical) of all parts,

including allowance for unusual loads that may be imposed due
to environmental extremes or failures in related components

Sec. 19.2.2

Provide alternative means of accomplishing the most essential
functioni where design for excess strength is not suitable (this
includes most electronics)

Sec. 19.2.3

Plan a test program to assure that the above objectives have
been achieved

Sec. 19.2.4

Collect and analyze of test and on-orbit failure data to guide
future designs and mission Plans

Sec. 19.2.1

System

Simple Complex

Type Fail Rate' Type Fail Rate'

felemeW Hardwired 0.034 Programmable 0.190

Stabilization Gravity
Spin

0.038
0.216

3-axis active 0.610

Thermal Passive 0.084 Active 0.320

Alternative Benefits Disadvantages

(A) Designers responsible for
reliability

No additional staff
Familiarity with items
Clear responsibility

Difficult to achieve unitormity; also
limitations in (B)

(B) Designers responsible
with policy guidance from
management

All of the above olus
some uniformity

No responsibility for subsystem
interactions, opportunity for analytic
redundancy may be overlooked, little
awareness of reliability tools

(C) Designers responsible
with guidance from
re I i ab i I ity o rg a n i zation

Uniform procedures,
above disadvantages
largely overcome

Requires dedicated reliability f unction,
possible confusion over responsibility

(D) Responsibility in reliability
organization

Responsibility clearly
defined. interactions
likely to be identified

Lower motivation for designers,
expense of reliability organization.
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serves as an agreement with other spacecraft functions regarding their responsibilities
in support of reliability. The most significant interfaces usually are with quality assur-
ance, test, configuration management, and thermal control.

Failure Modes Analysis

Failure Modes, Effects, and criticality Analysis (FMECA) can provide valuable
insights into how design decisions affect reliability. Typical benefits are

' Exposing single point failure modes in a subsystem assumed to be redundant
. Identifying opportunities for functional redundancy (see Sec. 19.2.3)
' Permitting components to assume a safe mode in the absence of required sig-

Faiture H::: ffiaily recorded at rhe parr level, e.g., for a capaciror the failure
modes are open and short (sometimes a change in capacitance may also be recorded).

means of failure alleviation. In our example, the detection may be by an output moni-
tor included in the demodulator, and the failure alleviation may be use of an altemate
voice channel.

A probability is associated with each failure mode, and the probabilities of all fail-
ure modes that cause a given effect are added in a summary section of the FMECA.
Loss of modulator output cited in the example may be caused by several failure modes
of the demodulator components, and loss of the voice channel may be caused by fail-
ure modes other than those in the demodulator. Although there may be considerable
error in the estimate of a given failure mode, these tend to be evened out when arriving
at estimates of failure effects at the subsystem and higher levels.

In digital microcircuits it is usually not possible to conduct FMECA at the level of
primitive elements (gates or transistors) because there are too many of them and
because causes of failure may affect multiple elements (e.g., voids in the oxide layer).
The FMECA may then be conducted at the function level, where functions are timers,
counters, and shift registers. Failure modes at the function level are generally not as
well known as those at the part level, and a single cause of failure may affect multiple
fulctions. In assessing the effects of failure at the higher level it may therefore-be
advisable to be conservative.

of FMECA. This analysis
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a

Sneak circuit analysis is usuallv considered a part
establishes that explosive or other one-shot devices will
and that they will always be actuated when intended.
MIL-STD-1629.

Failure Reporting

A good guide to FMECA is

Failure Reporting and Corrective Action (FRACAS) is a key element in
ability program because:

a. It informs concerned parties that a failure has been observed

b. It furnishes a record through which trends and correlations can be evaluated
at a future time (an example of a trend is that the probability of failure in-
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creases after x hours of use; an example of a correlation is that part y fails
during a particular step in the test sequence).

c. It permits reassessment of the predicted failure rates and is the basis for
consequent modifications of the fault avoidance or fault tolerance provisions.

To establish a FRACAS the following must be identifred:
. Scope of the activities (e.g., system test, field test, normal usage)
. Responsibility for cost and for report initiation

' Method and frequency of reporting (e.g., paper or eleckonic, each incident or
by time interval)

The format used for reporting of failures and corrective actions is not standard2ed.
The following are the most essential data:

l. Incident identification (e. g., report serial number)
2. Date, time and locale of the incident
3. Part no., name of the failed component, and its serial number.
4. Higher level part or system identifiers (subsystem or major component)
5. .Lower level part or system identifiers (usually available only after diagnosis)
6. operation in progress and environmental conditions when failure was

detected

7. Immediate and higher level effects of failure
8. Names of individuals responsible for detection, verification and analysis
9. Diagnosis of immediate, contributory and root causes of the failure

10. Dates and nature of repair and results of retest.

Low Cost Methods of Reliability Assessment

.. Reliability prediction (usually by using a faihue rate handbook) or estimation
(bas-9f on experience with the component population) are routinely required for major
satellite Programs. Representative failure rates for reliability estimation are shown in
Table 19-6.

These failure rates are abstracted ftom MIL-HDBK-2|7F and can be used for
reliability predictions based on parts type and count. Lower reliability parts such as
commercial parts have failure rates that are much higher (between 12 nd333 times).
values shown.in the table are expected failures inl09 hours, they correspond to l,
in  Eq.  (19-1) .
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Fig. 1911 . Fault Tree. Fault trees show which functions may be disabled due fo a single failure.

Double failures are required to halt execution of programs and deployment of the
solar aray, because both of these have backup mechanisms. Faulry antenna orienta-
tion can be caused in two ways, and there is currently no backup provision for this
hazard. Once this deficiency is recognized, alternatives for mitigation will be investi-
gated. Re-orienting the spacecraft by ground comrnand may be a worst case backup,
provided that ground commands will be received regardless of initial antenna position.

Redundancy management is also frequently a very critical software function han-
dled by the spacecraft computer.
'' A study of the space shuttle avionics-software showed that causes of high severity
failures were overwhelmingly associated with rare events, such as handling of
bxception conditions, management of hardware failures, and response to unusual or
incorrect crew commands [Hecht and Crane, 1994], These data, as well as others cited

,in the reference, indicate that testing of spacecraft software should demonstrate that
unusual events in the environment (including hardware and software failures) are cor-
rectly handled.

19.2.2 Design for Fault Avoidance

Fault avoidance is most effective when there are only a very small number of
significant failure modes. Common fault avoidance techniques are shown in
Table l9-7, and application guidance is provided below.

Process Control

Control of the manufacturing process can only be exercised where parts are specif-
ically manufactured for the spacecraft. In most cases this includes the structure,
propulsion components, and segments of the environmental conditioning system.
Control over the assembly process can usually be exercised for the entire spacecraft,



Technique Most Suitable for Limitations

Process Control Current deficiencies exist User must be able to influence orocess

Design Margins, etc. Known failure risk Adds weight and cost

Coding Techniques Memory upset Digital components only

Part Selection
and Screening

Modest improvement
required

Critical measurements must be known
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TABLE 19-7. Representative Methods for Fault Avoidance.

and this is where major emphasis for fault avoidance through tighter process control
should be placed.

A good starting point for investigating the feasibility and effectiveness of tighter
process controls for fault avoidance is to investigate past failures in test and operation,
and, particularly for new components or processes, difficulties that have been experi-
enced during. engineering evaluations. These constitute the "current deficiencies"
listed in Table 19-7, and for each the underlying cause of failure must be identified.
Where dispersions in material or process characteristics are implicated, tighter process
control can be expected to make a significant contribution to fault avoidance.

Design Margins, Derating and Environmental Protection

Design margins and derating accomplish the same goal: prevention of component
failure due to higher than expected external stresses or other deviations from the
nominal conditions. The term desigtt margin is mostly used in structure and thermal
subsystems and means that a component is designed to carry more than the expected
load. Propellant margins in propulsion systems are an equivalent concept. The term
derating is primarily applied to electrical and electronic components and involves the
specification of a component that carries a higher rating than is needed for the
application.

The reliability improvement by these practices is most significant if a part is
initially used near its design strength or electrical rating. As an example (from
MIL-HDBK-znnrthe predicted base failure rate for a fixed film resistor at 40o C and
used at 0.9 of rated power is 0.0022 x 10-6/trour. Selecting a higher rated resistor, for
which the dissipated power constitutes only 0.3 of rated power reduces this to 0.0011
x 10-6Arour. But furtherreductions are hard to achieve. A resistor for which the dissi-
pated power is 0.1 of the rating still has a failure rate 0.0009 x 10-6Arour. Derated parts
not only cost more, but are frequently larger and heavier than the ones that they
replace. Derating only reduces the failure probability with respect to the stress that is
being derated. In the example of the fixed film resistor, derating reduces the probabil-
ity of failure due to power surges but it does not offer any protection against failures
due to lead breakage or corroded connections.

Environmental protecrton can take -the form of shock mounting, cooling or heatin$
provisions, and shielding against radiation effects, Where derating reduces the failure
probability by increasing the strength of the components, environmental protection
reduces the failure probability by reducing the stress levels. In many cases, environ-
mental protection adds considerable weight, and this, rather than cost, limits the
amount of protection that can be provided.
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Techniques

Coding provides robustness by permitting continued operation in the presence of a
defrned spectrum of errors, primarily in memory and data transmission. Coding tech-
niques are also available for detection or toleration oferrors in arithmetic processors
but are seldom used in this capacity in spacecraft computers.

The important coding techniques are error detecting code and error correcting
. The former is intended primarily for fault isolation (i. e., preventing an incorrect

result from being used in subsequent operations). The latter is a fault tolerance mech-
anism that corrects a class of errors and permits operations to continue normally. All
codes require the addition of check bits to the bit pattern that represents the basic
information. If there is agreement between the check and information bits, the data is
accepted. If there is no agreement, the data is rejected (for error detecting code) or
corrected (for error correcting code).

The cost effectiveness of error correcting codes is shown in the following hypother
ical example for a commercial earth observation satellite. The payload computer's 4
megabit dynamic random access memory has a mass of 400 gr. This memory (which

does not incorporate error.correction or detection) is expected to sustain two "upsets"
per orbit-year. Upon detection of an upset by ground monitoring, the memory is
reloaded, an operation that typically loses data from fwo orbits. The expected mission
income is $1,000 per orbit. In the absence of error correction, the cost of memory
upsets will therefore be $4,000 per year. The extra memory and coding/decoding chips
will add 100 gr. to the mass of the memory and will cost $1,000. The cost/mass ratio
for this satellite is $5,000 per kg, and thus the extra 100 gr will be equivalent to $500.
In this example the cost of the error correction will be paid for in less than one-half
orbit-year. As discussed in Sec. 8.1, the number of upsets to be expected depends on
the size and type of memory, the orbit, and the amount of shielding provided by the
spacecraft structure and the memory enclosure. In most cases coding is found to be
Yery cost effective.

Part Selection and Screening

Screening (selection of paru by test) is a process that eliminates units that have a
higher likelihood of failing in service than the other units in the lot [Chan,1994].
Whereas derating reduces the probability of failure by moving the average sfrength of
the components higher, screening reduces *re probabiliry of failure by rejecting the
lower tail of the distribution as shown in Fig. 19-12. A typical screening procedure for
semiconductors is to measure the leakage current at elevated temperature.

The cost of screening is made up of two elements: the cost of the rejected product,
and the cost of test. The cost effectiveness is high (1) for parts with an initially high
failure rate, (2) for modest reliabiliry improvements (generally those ir which not
more than 20Vo of the product is rejected), and (3) where the cost of test is small
compared to the unit cost of the product under test (not over 107o)

Screening does not involve an increase in the size of the components and it is there-
fore preferred to derating for bulky or heavy parts. Screening is not very effective for
reducing the fuilure probability in a mode for which components have been derated
because the failure probability due to external stresses in that mode is already very
low. Screening can be applied to assemblies, e.g., by subjecting them to combined
temperature and vibration environments and is thus more versatile than derating.
Screening at the assembly level is also likely to result in a lower ratio of test cost to
product cost and thus produces a higher figure of merit.

I
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Fig. 19-12. . Attribute Control by Scriening. Screening rejects parts likely to fail in service.

Screening is really a crutch that permits the use of products that do not, as delivered,
meet all of the requirements of an given application. A more desirable reliability mea-
sure is to tighten the control of the process so that it can be relied on not to produce the
outliers that must be screened out. This is not only a philosophical argument, but one
with significant practical consequences as shown by the attribute distribution curyes
in Fig.  19-13.

Fig. 19-13. Attribute Control by Process Control. In a controlled population fewer parts are
near the acceptance limit than in a screened population.

Both the screened population and the controlled population meet the acceptance
criteria in that no parts fail below the lower limit, denoted as L in the figure, However,
in the screened population a much larger fraction of the total population is near the
lower limit than in the controlled population. Environmental effects and aging cause a
dispersion of the attributes, and therefore will cause a larger fraction of the screened
population to fall below the lower limit than in the controlled population. This effect
can be compensated for by selecting an initial acceptance limit that is higher than the
Iowest value that can be tolerated in service. Where articles are procured specifically
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for space applications, costs will be reduced if the process can be improved so that
only a small portion of the product will be rejected in screening.

19.2.3 Fault Tolerance

Fault tolerance protects against a wider spectrum offailure modes than fault avoid-
ance. In most cases it also requires much more resources. A summary of the suitability
srd limitations of representative fault tolerance techniques is shown in Table 19-8.

TABLE 19-8. Representative Fault Tolerance Techniques.

Technique Protection Against Limitations

Same Design Redundancy Random failures High production cost, weight

Dive rse Des ign R edunda ncy Random and design failures Same, plus design and logistic cost

k-out-of-n Hedundancy Random failures Applicable only where multiple
copies of an article are present

Functional Redundancy Random and design failures Diverse methods to accomplish a
function must be available

Temporal Redundancy Transient, intermittent
failures

Time required for recovery

By scope of redundancy, we mean the size and importance of the entity that is being
made redundant. Paralleling two relay contacts is a redundancy provision of very small
scope, and dual telemetry systems represent redundancy of large scope. In Fig. 19-14
the single system line shows the reliability of a single element wi0r MTBF of one time
unit. The system redundancy curve shows the resulting reliability if rwo of these ele-
ments are operated in parallel. The partitioned redundancy curve refers to the original
(single) system being divided into quarters, and then each quarter made redundant.
The redundant and the quarter-partitioned curve involve (at least superficially) the
same resources (in each case twice those of the single system), and yet the quarter
configuration has a pronounced reliabiliry advantage, particularly at the longertime
intervals. It would therefore seem that redundancy of small scope is to be preferred
over that oflarge scope.

In practice, the switching or voting provisions that are required for each partition
can add considerably to the cost'of the implementation, and since they are not likely
to be 1007o reliable they may also reduce the reliability benefits. System test can also
be adversely impacted by redundancy of small scope. The system redundancy (middle
curve in the figure) requires only two tests. The quarter redundancy requires 16 tests
if all combinations are to be covered. Selecting the scope of redundancy must consider
the means of failure detection, the ease of output switching or combining, the reliabil-
ity gains that can be achieved, and the cost of implementation and test.

Same D e sig n Re d.undan c y

Same design redundancy involves installation of two or more identical components
together with switching to make one of them active. In a few instances, particularly for
power supplies, the outputs can be combined so that switching is not necessary. Voting
can also be used for combining outputs ofredundant units but this carries a high cost
because at least three identical units have to be installed to make it practicable. Same
design redundancy offers very high protection against random failures, and the
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Fig' 19-14. Effect of Partitioning on Retiability. tis the time from the start of the mission, Ris
the mission reliability or the probability that at least essentiat mission elements will
survive (see Sec. 19.2.1), N is the number of individual blocks (4 in the figure), and
,1. is the failure rate of an individual block. For the elementary distributions considered
here, )'=1/MTBF, where MTBFis the mean time between failure for each block. For
the system as a whole, Fs = exp (-,1.r), where ),"is llMTBFtor the whole system.

benefits do not depend on knowledge offailure modes. It is not very effective against
failures due to design deficiencies: if one component fails due to insufficient radiation
hardness, the redundant one is very likely to fail soon thereafter. Because of the high
cost, same design redundancy is used only sparingly in low cost satellites.

scheme can be used for multi-cell batteries, solar panels, and other elements of the
electric power supply.

Diverse Design Redundancy
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providing
provisions

dancy is economical primarily where the back-up unit comes from a previous satellite
design, or where there is experience with it from another source. Where there is con-
cern about the design integrity of a primary component, diverse design redundancy

,slay 
have to be employed regardless of cost.

F unctional and T emp oral Re dundancy

Functional redundancy (sometimes called analytic redundancy) involves furnish-
ing a service by diverse means. An example is the determination of attitude rate from
a ftte gyrc assembly (direct), and from observation of celestial bodies (indirect). It is
particularly advantageous when the alternate is already installed for another sewice,
e.g., if. a star sensor is provided for navigation. ln these cases the only cost incurred is
for the switching provisions and for data conversion. Both of these can frequently be
achieved in an existing onboard computer, thus further mininizngthe cost.

Functional redundancy can also take the form of a ground back-up for functions
greferably performed autonomously, e.g., navigation, thermal control, or furnishing
commands for sensor operation. In the communication subsystem there are frequently
ornnidirectional and directional antenna systems. For some satellite missions these
may also be considered a form of functional redundancy.

The chief benefits of analytic redundancy are: (1) it avoids the cost and weight
penalties of physical redundancy, and (2) it is inherently diverse, thus
protection against design faults. The major limitation is that the back-up
usually entail lower performance.

Temporal redundancy involves repetition of an unsuccessfirl operation. A common
example is a retry after a failure within the computing process. The same technique is
applicable to acquisition of a star, fuing of a pyrotechnic device, or communication
with the ground. This is obviously a low cost technique. It is most effective when the
design incolporates an analysis of the optimum retry interval and of changes that may
improve the success of later operations, e.g., switching a power supply, reducing loads
on the power supply, or re-orientation of the satellite. The most important step is to
plan ahead for retry of operations and to incorporate "hooks" that perrrit automatic or
ground-initiated retry.

19.2.4 Test fsghniques

The least expensive reliability test is one that is not run at all as a reliabiliry test, but
rather as a part of a qualification test, lot acceptance test for purchased parts, or iNi an
acceptance test on the spacecraft as a whole or on a major subsystem. To use these
activities for reliability assessment may require some additional instrumentation and
sometimes an extension of the test time, but these are very small resource expenditures
"ompared to those required for even a modest separately run reliability test.

Other alternatives to obtaining reliability data by test are:

Using test data obtained by others (including vendors) on the same component

Using test or experience data on similar components

Stress:strength analysis (particularly for mechanical components)

Reliability prediction by MIL-HDBK-2I7 ot similar sources

One of the greatest problems with reliability tests is that the results are usually
obtained after many months or even years of test. once it has been decided that a
reliability test is necessary, a suitable scope and test environment must be selected.
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The scope designates the assembly level; parts and circuit boards usually being desig-
nated as small scope, while subsystem and system level tests represent a large scope.
Advantages of small scope tests are:

' Low cost and small size of individual test articles permit testing of multiple
items

. Inputs and outputs are easily accessible

The test environment can be tailored to the requirements of the unit under test

The test can be conducted early becarise it does not require integration.

Advantages oflarge scope tests are:
. Interactions between components can be observed

. 
. Test results are easily translated to effects on the mission.

The test environment canbe quiescent (room ambient) or stressed. Advantages of
testing in a quiescent environment are:

. Low cost (no or only simple environmental charnbers rgquired)

. Articles under test are easily accessible

. No induction of failures due to unusually high stress

.A,dvantages of a stressed enviromnent are:
. Increased probability offailure (less test time required)
. Can identify environmental vulnerability of the unit under test.

The attributes of the approaches lead to the test recommendations shown in
Table 19-9.

TABLE 19-9. Typical Uses of Rellability Testing.

Small Scope Large Scope

Quiescent
Environment

Suitability test
Critical components-failure inducing stress unknown

High r isk
subsystems

Slressed Critical components-failure inducing stress known

Reliability testing at large scope and in a stressed environment is very expensive
and is rarely warranted.

The time required for any reliability test can be significantly reduced if testing by
variables is employed. This means that the value of significant attributes is numer-
ically recorded (as contrasted with the commonly used pass/fail procedure). From
these data, the distribution of parameters can be plotted, and the probability of drop-
ping below an acceptance criterion can be assessed. The general technique is similar
to the one described in the Screening Techniques section. For reliability assessment
the parameter distributions are of interest, whereas in screening the attributes of
individual units are the chief criterion.

The small component populations that are typical of space procurements preclude
the use of conventional reliability demonstration methods. Even a modest subsystem
requirement, such as reliability of 0.95 for 17,000 hours (approximately 2 years),
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conesponds to an MTBF of over 330,000 hours and will require over I million
component-hours of test to arrive at a statistically meaningful assessment by con-
ventional methods. Yet, experimental verification of the claimed reliability of a
component or subsystem is frequently desirable and sometimes required. The follow=
ing paragraphs explore low cost methods of accomplishing this.

The major causes of failures are workmanship and design. The fust of these can be
controlled by quality assurance. Design failures occurprirnarily because the strength
of a component is not adequate for the environment in which it is used, or because the
manufacturing process permits too much variability in component characteristics. This
is most easily seen in mechanical spacecraft components where reliability depends'on
(a) the margin between the nominal (mean) strength of the component and the
maximum service load and (b) the variability of strength about the mean in the
delivered product. Since test can characterize the strength of mechanical 

-components

fairly easily, strengthJoad margins (design margins) have always played a major role
in their reliability assessment. For electrical and electronic components the same rela-
tionship holds in principle, but it is usually much harder to define a single failure
inducing stress or load. Nevertheless, test data can give valuable insights into potential
reliability problems. Important requirements are (a) recording of test results in numer-
ical form (not pass/fail), and (b) statistical evaluation of the probability of failure
derived from the numerical test results, e.g. by applying the 6o criterion (the mean
value of a parameter is at least'six standard deviations above the specified minimum
or below the specified maximum) [Harry, 1997]. The tests from which the required
data are obtained need not be specific reliability tests. Typically they are the quaiifica-
tion test and acceptance tests.
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20.1 Introduction to Cost Analysis
Elements of Analysis; Cost Estimnting Methods;
Cost Model Development Proces$ Types of Dollars

20.2 T\e Parametric Cost Estimation Prcicess
FireSat Cost Element

20.3 CostEstimating Relationships
Space Segment Costs; Software Costs; Growtd
Segment and Operatiow Costs; Launch Costs

20.4 Other Topics
Cost Modeling Enors and, Cost-Risk Arulysis; Titne
Spread,ing of Costs: Rough Order-of-Magnitude Cost
Es timat e s; Le arnin g C urv e

20.5 FiieSat Example

Cost is an engineering parameter that varies with physical parameters,
, and manxgement methods. A system's cost depends on its size, com-

, technological innovation, design life, schedule, and other characteristics. It's
a function of risk tolerance, methods for reducing risk, rnanagement style, docu-

ion requirements, and project-management controls, as well as the size of the
g organizations. Analyzing and predicting program cost is becoming

ingly important, often critical, to determining whether a program proceeds. At
same time, sponsors, responding to budget reductions, and contractors, realizing
allowing technical performance alone to drive the design usually leads to a more

ive system, are systematically redefining the business of space, making it more
to accurately predict cost.

These trends dictate a changing role for cost estimation. In traditional, perfor-
mance-only driven programs, cost modeling was primarily used to validate contractor
cost estimates or give funding organizations an independent estimate of probable cost.
Cost estimation was, to some extent, a self-fulfilling prophecy. Often, a space system
would actually cost as much or more than what the budget allowed. However, this role
is giving way'to the more complex tasks of design -to-cost and co.rt as an independent
variable, where performance is maxjmized subject to cost constraints. ffi5 snteils a
more proactive and interactive role for the cost estimator with involvement from the
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beginning of the process so that we may identify cost-effective solutions that meet a
program's requirements. We can no longer just apply a general-purpose cost model to
decide which programs to fund. Instead, we must develop a deeper understanding of
cost-modeling methods, programmatic factors, and technological risks. As fiscal pres-
sures continue to drive space budgets lower, cqst estimates are being used at virtually
all stages of space system procurement. Early in conceptual design, cost estimates help
us assess whether development will succeed and identify key design decisions that will
influence future costs. Project costs are monitored throughout the development cycle,
and if they move much above budgeted amounts, we often must rescope or even cancel
the program. Cost models must be flexible enough to evolve, from preliminary design
to much later in the integration and test process, when we're deciding how to reallocate
limited or diminishing resources.

In this chapter, we will
. Describe how to obtain cost estimates for space system elements

Provide cost-estimating relationships useful for advanced system planning

Describe how to assess the uncertainty (risk) in the cost estimates

Show how cost and design may be integrated.

20.1 Introduction to Cost Analvsis

20.1..1 Elements of Analysis

Figure 20-l shows the relationships among key elements of cost analysis. The first
step is to develop preliminary cost analysis requirements descriptions which identify
the technical and operational parameters (cost drivers). These become "inputs" to cost
models. We will develop just such a description in this chapter for FireSat. Each alter-
native concept specifies the configuration, number of units, orbits, equipment lists,
hardware and software, and operational staffing needed for costing the system. The
next step in the process is definition of aWork Breakdown Structure (I4IBS), an orga-
nizational table used to categorize and nonnalize costs. The WBS should cover all
phases of the program. For example, the operations period follows Initial Operating
Capability (IOC) and includes software maintenance costs and spare satellites.

Ground rules and assumptions should be laid out at the outsei. These assumptions
establish the foundation for understanding the costs and comparing them with those of
other programs. Example assumptions include:

. Costs listed in constant-year dollars (fiscal funding information records costs
in then-year dollars)

. Inflation rate forecasts (see Sec 20.I.4)

. Exclusion of contractor fee and costs of the government project office

. Inclusion of government-furnished equipment

. Learning curve percentage (See Sec.20.4.4)

Once input parameters have been specified and assumptions delineated, cost
models support the preparation of estimates for each design alternative. The models
combine cost data and cost-estimating relationships as described in Sec. 20.3. The cost
estimates are organized by each segment's work breakdown structure, life-cycle
phase, and schedule. Estimates prepared with cost models are not "end products"
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themselves but, rather, means to an end. That end, typically, is a recommendation for
lhe most cost effective design or the most affordable approach that meets mission
.requirements. Cost and schedule risk analysis is performed to capture uncertainties
inherent in the analysis process and include effects of unusual-requirements and
beyond state-of-the-art technology. We distribute costs over the operational period
according to a schedule ofevents and milestones. This schedule may not be necessarv
for gglf quickJook cost assessments and trade studies, but it is desirable for funding
profile planning. Cost model outputs include:

' The major cost drivers---rlements contributing most to total cost or mission
. requirements most affecting life-cycle costs

. A cost comparison of alternative systems or subsystems for trade studies

. The sensitivity of life-cycle costs to key assumptions and requirements
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Figure 20-2 presents a more detailed WBS for a space mission which corresponds
to the mission architecture elements of Chaps. I and 2, focusing on cost-relaied
elements. It is very important because it helps us organize data, identify significant
costs, and consistently compare one system to another.
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is an important tool for organizing cost information and ensuring consi$tency in corn-
paring alternatives.

Lift-Cycle Costs of a space mission architecture (i.e., the total mission cost from
planning through end-of-life) are broken down into three main phases. The Research,
Development, Test, and Evaluation (RDT&E) phase includes design, analysis, and test
of breadboards, brassboards, prototypes and qualification units. Commonly referred to
asthe nonrecurring phase, RDT&E conventionally includes protoflight units and one-
time ground station costs. This phase does not include technology development for
system components. T"be Productlon phase incorporates the cost ofproducing flight
units and launching them. A definition used to model costs is the Theoretical First
Unit (TFU), which represents the first flighrqualified satellite off the line (for single-
satellite missions the TFU is the flight article). For multiple units, production cost is
estimated using a learning curve factor applied to the TFU cost as discussed in
Sec. 20.4.4. Replacement satellites and launches after the space system final
operating capability (FOC = full complement of on-orbit satellites) has been estab-
lished are not considered as production units. Tlte Operations and Maintenance
(O&M) phase consists of ongoing operations and maintenance costs, including spaee.
craft unit replacements and software maintenance. Although the space, launch, and
ground segments are usually the most important elements, O&M can sometimes be the
system's most costly one (especially for constellations and reusable systems). For
most space programs the primary ongoing operations and support costs are ground
station, operations and satellite spares; for reusable systems such as the Shuttle, this
category consists of the ground crew and operations to support them.

3 .
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20,7.2 Cost Estimating Methods

The work breakdown structure and system concept provide guidance for determin-
ing which cost methods apply. Three basic methods are used to develop cost estimates:

L In detailed bottom-up estimating we identify and specify at a low Ievel elements
that make up the system. We then estimate the cost of materials and labor to

. develgq -d produce each element. This method has trre advantage of being
explicitly tailored to a specific progam and cont'actor, but is basis of validity ii
the credibility of the experts called upon to estimate inputs, such as hours, labor
rates, material costs, and indirect costs. Because this method is time_consuming
and because detailed design data is usually not available, this method is least
appropriate for preliminary system studies. Bottom-up estimates are most' 
commonly used during the production phase of a program, after dbsign details
are well known and a majority of technical uncertainties have been resolved
during development-

2. In analogy-based estimating we use the cost of a similar item and adjust it for
differences in size or complexity. we can apply this method at any level of
detail in the system, but it is lower fidelity than a bottom-up estimate. This
method also presumes that a sufficiently similar item exists and that we have
detailed cost and technical data on which to base our estimate.

3. In parametic estimatinS we use a series of mathematical relationships that
relate cost to physical, technical, and performance parameters that are known
to strongly influence costs. An equation called the Cost Estimating Relation-
ship, or CER, expresses the cost as a function of parameters. Cost drivers and
function forms are selected based on a combination of engineering judgment
and the statistical quality of the regression results. We may also apply complex-
ity factors to the pararneters to account for technology changes.

All three methods have advantages and disadvantages, depending on scope ofthe
estimating effort and the amount of design and performance ir,rforrnation (e.g. relevant
historical data for analogy) available to estimators. Until recentl], parametric models
were avoided as the primary tool for developing a proposal bid and used only as back-
up to validate another estimate. That situation is beginning to change, mainly due to
the progress of the Parametrics Estimating Initiative led by several cost-estimating
professional societies and endorsed by the DoD.*

The primary advantage of parametric models lies in their top-down approach.
System requirements and topJevel design specifications are all that are required to
complete a cost estimate with a parametric model. Detailed hardware designs and
development schedules do not have to be drafted to estimate costs of candidatesystem
architectures. Incorporation of CERs within a system design/cost-engineering tool
allows concept evaluation and technology studies to be conducted. Parametric cost
models are therefore well suited for use in cost/perfonnhnce hade studies that estimate
how cost varies as a function ofsystem requirernents, in developrnental planning and
architecture studies, and in specific program assessments of cost vs. capability and
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* Due to recent downsizing of estimating staffs in government and industry and general matur-
ing of the parametric estimating process, the DoD has publicly advotated application of
parametric estimating models as the preferred method of proposal estimating. See the DoD
[998] for guidance and examples.
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individual parameter sensitivity. Since parameteric cost models are the most appropri-
ate for trade studies, they are the focus of the remainder of this chapter.

Use of a parametric model implies several assumptions. First, because parametric
models characterize historical cost trends as mathematical relationships, it is assumed
that future costs will reflect these historical trends to some degree. Parametric models
are applicable only to the range of historical data. In cases when major technology
advancements are expected, or when fundamental paradigms in system architecture
are shifted, parametric cost models based on old systems may very well not apply. One
example of this problem is encountered when large-satellite-based cost models are
used to estimate costs of today's smallsats. Such a paradigm shift, and perhaps a tech-
nology shift, requires a specialized model. Lacking new technology factors, CERs
must be adjusted when applied to systems using beyond state-of-the-art technology.
We derive the CERs from historical data, so their technologies may not reflect the
advances usually considered in futuristic studies.

A second implicit assumption made when using parametric cost models is that
program costs are random variables that cannot be predicted with 1007o accuracy.
Many more parameters influence costs than can be incorporated into a set of CERs,
such as skill level of contractor engineers and technicians, occurrence of unforeseen
technical problems, business base of all contractors involved, requirements changes,
and test failures. Parametric cost models use a combination of parameters that explain
historical cost trends while maintaining statistical integrity. Influence of all other vari-
ables manifests itself in estimating error, which is often quantified by using underlying
data to calculate the standard error, SE.

There are three general sources for parametric cost estimating models:

Publicly available special purpose models, such as the Unmanned Space
Vehicle Cost Model (USCM), the SmaII Satellite Cost Model (SSCM), and the
Communications Payload and Spaceborne Electronics Cost Model (CPCM).
Such models are typically developed by the Federal Government and are
usually available to the general public*. See the references at the end of this
chapter for source information.

Publicly available general purpose models, offered privately by commercial
organizations such as PRICE Systems and SEER Systems. These general
purpose models typically must be calibrated to the user's specific products and
processes before they can be used for estimating space hardware and software
components.

Private specific purpose models, usually developed by a single organization
from proprietary information, to estimate company-specific systems and com-
ponents only.

In Sec. 20.3 we present CERs for computing the cost of,space systems based on
publicly available models. If these models do not apply to a specific concept, we may
need to derive new relationships. The following section summarizes this process.
Fisher [1970] provides a comprehensive discussion.

* Although we refer primarily to government programs and data, the models may be applied to
commercial programs. The recommended cost models are appropriate for both iarge and small
missions. (See Sec. 20.3.)
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Introduction to Cost Analysis

20.1.3 Cost Model Development
Figure 20-3 shows the procedure for developing a CER that represents how the cost

properties of a system or subsystem vary with characteristic parameters. The first
ingredient in defining a set of CERs is a historical database. Extensive research and
data collection based on actual cost and technical data is needed. It's important to find
out as much as possible about the origin of the data and the reference for measuring
the characteristic physical parameters. We must also separate the cost elements into
comparable physical subsystems or components, which become the costing elements
we use to establish the entire system cost. Programs either already completed or await-
ing launch within a year should be targeted as opposed to programs that-are still in
eady stages of development. Most costs in the database should be actual program costs
at completion. In cases where satellites are nearly complete but have not yet been
launehed, contractor estimates-at-completion costs may be used.
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Fig.20-3. Deriving CERs from Actuals. The key to a credible CER is an accurate database of
relevant historical intormation from actual programs.

It is also important to normalize the historical data so it is consistent-correctly
categorized between nonrecurring and recurring costs and in the same constant-year
dollars. Then, we would compensate for economic differences in production quanti-
ties. The design or performance parameters to which costs will be related must be in
the same units. These include progranrmatic, weight-based, and performance parame-
ters for the satellite in general and each of the major subsystems. We typically exclude
the prime contractor's fee but include all other direct, indirect, and general and admin-
istrative costs. Award fees and incentives are usually not included, nor are goyernmeut
costs (i.e., costs associated wittr the govemment procurement agency if one exists).*

A-fter cost data are properly categoized mtnormatizerd, trerasffiCER devetop-
ment begins. To allow credible subsystem-level cost analysis of potential missions
without requiring a detailed design we need to relate cost to technical characteristics.
Other factors, named wraps, model nonphysical factors not included in the CER, such
as system engineering, management! and product assluance, as well as the cost of in-
tegrating and testing the space system. Wraps fypically account for about 30Vo of the
development cost for space systems. Choosing cost drivers involves a combination of

A fee should be added if we *ant to determine the purchase price. This fee is normally a
negotiated value, but 107o is typical for a cost analysis. In addition, be aware of the need to
include subcontractor fees according to the planned contactor tier arrangements.
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Cost iVlodeling

statistics, engineering judgment, and often, common sense. We would hypothesize a
relationship between costs and the explanatory parameters. For conceptual stud-
ies-the primary focus of this book-we would limit the parameters to one or two per
subsystem.

For space systems, cost drivers would be primarily weight, power, and performance
requirements, the parameters most likely to be available during an advanced system
study. For example, in the derivation of the CER for *re electrical power subsystem,
wq might consider the following: mass, beginning-of-life power, solar aray area, on-
orbit average power, design life, battery capacity, solar cell type, battery type, and
payload power. As another example, if the attitude control subsystem is of interest, we
would examine parameters such as pointing accuracy, knowledge, and required slew
rate. We prefer to use a power law for relationships (see Fig. 20-3) because it allows
for expected nonlinearities, and can be easily accommodated by standard regression
packages. Also, since weight is often a key parameter for cost-estimating relation-
ships, the power function with an exponent of less than one models the expected
diminishing effects of increasing waight on costs. This highlights a danger not to
forget: that all CERs are simplifications of the relationship they are emulating.
Weight-driven CERs, for example, imply that lighter structures cost less. In fact, the
opposite may be true. We need to recognize that when designers deliberately reduce
weight, they may increase complexity, trade away ease of manufacturing an integra'
tion, or use inherently more expensive materials.

When deriving CERs we thke note of statistical outliers and follow up to ascertain
whether or not apparent discrepancies are attributable to numerical errors or nontradi-
tional ways of accounting for certain costs. We evaluate the "goodness" of the
relationship by evaluating the costs against their corresponding parameters using
regression software. For further information on statistics and regression techniques,
see, for example, Book and Young tl995l. The regression results in an equation be-
tween cost and the parameter or parameters, as well as statistics that indicate how well
the relationship fits the data. Measures of the goodness of fit include the cofficient of
determination, R2, andthe standard error, SE. R2, is dimensionless between 0 and l.
SE is in units of cost or a percentage of the estimated cost depending on whether an
additive or multiplicative eror regression approach is used. A strong correlation is
represented by R2 near I and .SE near 0. SE is important in evaluating the uncertainty
in estimates as discr.rssed in Sec. 20.4.

For additional information on space cost model development and space costing,
see, for example, Apgar [990], DISA U991), Greenberg and Hertzfeld [1994], and
Hamaker [989]. For a discussion of cost modeling for low-cost missions see Wertz
and Larson [ 1996] and Sarsfield [998].

20.1.4 Types of Dollars

For consistency in refening to costs and to avoid confusion in the review of cost
analysis results, constant-year dollars should be used. For examples in this chapter,
Fiscal Year 2000 dollars (FY00$) are assumed. This simplifies the computations and
interpretation of results, especially in making comparisons of alternatives. If project
funding by year is required, then the costs should be spread first by year in constant
dollars and convertedro real or tlrcn-year dollars by multiplying each year's funding
by an appropriate inflation factor. Table 20-l provides a table of inflation factors for
1980-2020 relative to FY2000 as provided by the office of rhe Secrerary of Defense.

Z0.Z The Parametric

TABLE 20-1, Inflation Factors Felative
Office of the Secretary of I

Fiscal Year
(FY)

Inflation Facto
to Base Year 2O

1 980 0.456

1 981 0.510
1982 0.559
1 983 0.610
1 984 0.658
I  YOC 0.681

1 986 0.700
1 987 0.719

1 988 0.740
1 989 0.771

1 990 U

1 991 0.837
1 992 0.860
1 993 0.883
1 994 0.901
1 995 0.918

1 996 0.937
1 997 0.958
1 998 0.970
1 999 0.984

2000 1.000

To convert costs from any year to fi
inflation factor in the table. To convert
the factor for that year. For conversion
inflation factor as the ratio of the factor
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The Parametric Cost Estimation Process

20-1. Inflation Factors Relative to the year 2000 Based on proiections by the
office oi the secretary of Defense (January 199g). see text for discussion.

To convert costs from any year to fiscal year 2000 dollars (Fy00$), divide by the
inflation factor in the table. To convert from FY00$ to other year dollars multiply by
the factor for that year. For conversion to years other than 2000, we calculatei new
inflation factor as the ratio of the factors for the years ofinterest.

20.2 The Parametric Cost Estimation Process

year 2000 (FY00) costs. The TFU is the basis for computing the cost of multiple units
in production as described in Sec. 2\.4.4.Factors for program level costs and heritage
are shown in Tables 20-7 and20-8.
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TABLE 20-3. Space Mission Characteri

Characteristic

No. of spacecraft in constellation

Orbit altitude

2. External Communications Resource

TDRS

DomSat

3. Space Segment

Payload
Type
Weight (Communications)
Aperture (lR, Visible)

Spacecrafl bus
Dry weight bY subsystem
Volume
Pointing accuracy
Pointing knowledge
Stabilization type
Flight software lines of code
Average power
BOL power
EOL Power
Solar array area
Battery capacity
Data storage capacity
Number of thrusters

Space segment design life

4. Launch Segment

Launch vehicle

Upper stage

Launch site

No. of spacecraft Per launch

5. Ground Segment

No. of tixed and mobile sites

Software language

Lines ol code

New or existing equipment and facil

Communications operating frequen<

6. Mission Operations and SuPPort

Mission duration from IOC'

No. of personnel

No. of spare spacecraft

No. ol Shuttle supPort llights

TABLE 2O-2. Parametric Cost Estimation Process. This process provides an estimate of the
total lite-cycle cost.

Step Reference
1, Develop Work Breakdown Slructure

- ldentify all cost elements
Fig.2O-2

z. Lrsr Space System L;naracteristics
- ldentify advanced technology parameters

Table 20-3
Table 20-B

3. Compute Space Segment Cost
- RDT&E cost
- Software cost
- Theoretical first unit cost
- Subseouent unit costs

Tables 20-4, 20-6, 20-9
Table 20-10

Tables 20-5, 20-6,2O-9
Sec. 20.4

4. Compute Launch Segment Cost Table 20-14
5. Compute Ground Segment Cost

- First ground station
- Software cost
- Additional ground stations
- Earth terminals

Table20-
Table 20-
Table 20-
Table 20-

1
0
1
J

6. Compute Operations and Maintenance Cost
- Space segment spares
- Launch costs for sDares
- Ground system operations and support

Sec. 20.5
Table 20-14
Table 2O-12

7. LIFE.CYCLE COST Sum of items 3-6 above

20.2.1 FireSat Cost Element Definitions

We include these items in each of the subsystems to be estimated:
. Payload: this includes communication systems and sensors (visible and IR).

Sdme assumptions were made regarding electronic weights as tnese parame-
ters were not available from the conceptual design.

. Spacecrafi Bus.' this is the spacecraft less the payload. Primary cost driver is
mass.

. Structure: spacecraft structure items including enclosures, deployable compo-
nents, supporting structure and launch vehicle interface. The spacecraft
structure carries and protects the spacecraft and payload equipment through
launch and deployment. Mass is the key metric that determines cost.

' Thermal: structure and devices for the purpose of maintaining all elements of
a satellite system within required temperature limits. Thermal control systems
may be classified as passive or active. An example of a passive system is
paints, coatings and blankets, and a space radiator coupled to heat sources by
conductive paths such as base plates. Active thermal-control subsystems
include pumpedJoop systems, heaters conholled by thermostats, mechanical
devices (e.g. louvers) and refrigerators. In general, passive systems cost less
than active systems.

. Electical,Power Subsystem (EPS): solar arrays, batteries, harness, and power
management electronics. EPS mass, used in the cost model, is largely
influenced by space radiation, which degrades performance of s.olar cells over
time (FireSat has a 5-year design life). choices for off-the-shelf solar-array
cells include silicon or gallium arsenide. Battery choices include Nicd and
NiH2.

iri I

.lOC = Initial Operating Capability = time of I

r ",::l
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This process providei an estimate of

to be estimated:

systems and sensors (visible and
electronic weights as these

design.

less the payload. kimary cost driver

uding enclosures, deployable
vehicle interface. The

and payload equipment
metric that determines cost.

purpose of maintaining all elements
limits. Thermal control

An example of a passive system
radiator coupled to heat sources

Active thermal-control subs
conholled by thermostats. mechani

ln general, passive systems cost

ilTays, batteries, harness, and
used in the cost model, is

performance of solar cells
). Choices for off-the-shelf

Battery choices include NiCd

Tables 20-4, 20-6, 20-9
Table 20-10

Tables 20-5, 20-6,2O-g
Sec.20.4

Table20-11
Table 20-10
Table 20-1 1
Table 20-13

TABLE 20-3. space Mission characteristics Required for Parametric cost Modeling.

Characteristic Reference FireSat Example

1. Constellation

No. of spacecraft in constellation

Orbit altitude
Secs. 7.1, 7.6

Secs. 3.3, 7.4
2

700 km
2. Extemal Communications Resources

TDRS

DomSat
Secs. 13.1 , 13.2

Secs.  13.1,13.2
No

No

3. Space Segment

Payload
Type
Weight (Communications)
Aperture (lR, Visible)

Spacecraft bus
Dry weight by subsystern
Volume
Pointing accuracy
Pointing knowledge
Stabilization type
Flight software lines of code
Average power
BOL oower
EOL Power
Solar array area
Battery capacity
Data storage capacity
Number of thrusters

Space segment design life

Sec. 9.1
Sec. 13.4
Sec. 9.3

Secs. 10.2, 10.3
Sec. 10.5.1
Sec.  11 .1
Sec.  11 .1

Sec. 10.4.2
Sec. 16.2
Sec. 10.6
Sec. 10.6

Sec. 10.4.2
Sec. 10.6

Sec. 11.4.2
Sec.  11 .3

Sec.  11 .1  .4

Sec. 10.4

I R
N/A

0.26 m

Table 10-30
1.7  m3
0.1 deg

< 0.1 deg
3-axis
2 6 K

1 1 0  W
NA
NA

8.5 m2
17.5 A-hr

4

5 yrs.

4. Launch Segment

Launch vehicle

Upper stage

Launch site

No. of spacecraft per launch

S e c s . 1 8 . 1 , 1 8 . 2

Secs. 18.1 , 18.2

S e c s . 1 8 . 1 , 1 8 . 2

S e c s . 1 8 . 1 , 1 8 . 2

Pegasus

None

N/A

1

5. Ground Segment

No. of fixed and mobile sites

Software language

Lines of code

New or existing equipment and facilities

Communications operating f requency

S e c s . 1 3 . 1 , 1 5 . 6

Sec. 16.3

Sec.16 .3

Sec. 15.2

Sec. 13.3.5

1 fixed

Ada

100 K

New

S-band

6. Mission Operations and Support

Mission duration from IOC'

No. of personnel

No. of spare spacecraft

No. of Shuttle support flights

Sec. 1.4

Sec.14 .3

Sec. 19.1

S e c . 1 9 . 1

1 0 yrs.

1 0

0

0
'lOC = Initial Operating Capability = time of launch of first satellite to provide operational data.
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. Tracking, Telemetry, and Command and Data Handling (TT&C/DH): com-
mand/telemetry electronics, onboard computers,'transponderg transmitters,
receivers, data storage, antennas, and associated avionics. Primary cost drivers
of the TT&C/DH subsystem are subsystem mass, frequency of the uplink and
downlink, and data rate. In some cases, this is further divided into TT&C (the
communications system) and C&DH (the spacecraft computer plus other data
storage and handling equipment).

. Attitude Determination and Control Subsystem (ADCS): stabilizes and orients
FireSat during its mission using sensors and actuators. ADCS is tightly
coupled to other subsystems, especially the propulsion subsystem. The prima-
ry drivers are requirements for pointing knowledge, control stability, and.
maneuvering (such as slewing or payload repointing). The FireSat mission
requires a 3-axis control system to point in'a specific direction to within 0.25
deg; knowledge ofspacecraft attitude is 0.10 deg.

. Propulsion' Provides thrust for attitude control and orbit correction. FireSat
uses a liquid system for on-orbit attitude correction and maneuvering (Table
7-3). The relevant cost drivers are the propulsion subsystem bus dry mass of
8.4 kg (Table l0-31) and the spacecraft dry mass of 112 kg (Sec. 10.6). If orbit
insertion requires an apogee kick motor, additional costs should be assessed.

. Integration, Assembly, and Test (IA&T): labor and material costs (primarily
testing) for integrating spacecraft and payload subsystems into an operational
space vehicle. Does not include costs for integrating components into a
subsystem (these costs are included in the subsystem CERs) or for integrating
the space vehicle with the launch vehicle. The total cost of IA&T for a satellite
includes research/requirements specification, design and scheduling analysis
of IA&T procedures, systems test and evaluation, and test data analysis.

. Program Level: contractor costs for systems engineering, program manage-
ment, reliability, planning, requirements flowdown, quality assurance, project
control, data preparation, and other costs which cannot be assigned to individ-
ual hardware or software components. Program management includes efforts
associated with planning and directing prime and subcontractor efforts and
interactions. System engineering includes activities required to ensure that all
satellite subsystems and payloads function properly to achieve system goals
and requirements. Data and report generation is a program-level function that
includes efforts required to produce internal and deliverable documentation.

. Ground Support Equipment (GSE): test and support equipment needed for
assembly, development and acceptance testing and integration of satellite
subsystems and satellite to the launch vehicle. This equipment is required to
support the satellite and provide physical, electrical, and data interfaces with
the satellite during IA&T. It is therefore classified as a nonrecurring cost.

. Launch and Orbital Operations Support (LOOS): planning and operations
related to launch and orbital checkout of the space system. These costs are
those costs typically incuned by the spacecraft prime contractor involving
prelaunch planning, trajectory analysis, launch site support, launch-vehicle
integration (spacecraft portion), and initial on-orbit operations before owner-
ship of the satellite is turned over to the operational user (typically 30 days).
They are generally categorized as recurring costs.

20.3 Cost Estim.

20.3 Cost Esti
This section presents the sPecific

analysis and design.

20.3.1 Space Segment Costs

The CERs of Tables 20-4,20-5, at
sands of fiscal year 2000 constant do
(See Sec. 20.1.4 for conversion to othe
data and, therefore, their validity is lir
present the range-of application; to pre
used further than 25Vo beyond the pa
using different satellite data, statistica
CERs provide total subsystem cost wh
Differences between the RDT&E and
For some subsystems, an alternate CE
driver. Generally, TFU CERs show hi

TABLE 20-4. CERS for Estimating Subs
a good estimate is 257o abot
tor cost without fee.

Cost
Component

Paran
x (u

1. Payload

1.1 lR Sensor apenure

1.2 Visible Light Sensor apenure

1.3 Communications comm. subsyr

2. Spacecraft spacecraft

2.1 Structure structur€

2.2 Thermal Xt = therm

X2 = spac€
payload

2.3 Electrical Power System
/ E O e l

xl = EPS
o = B O L t

2.4 Telemetry, Tracking &'-- Command (TT&CYDH+
TT&C/DI

2.5 Attitude Determination &
Control Sys. (ADCS)

ADCS

2.6 Apogee Kick Molor (AKM) AK
wt. I

3. Integration, Assembly & Tesl
(rA&T)

spacecraft bl
total RDT&E C

4. Program Level spacecraft bl
total BDT&E c

5. Ground Support EquiPment
(GsE)

spacecraft bt
Iota| RDT&E C

6. Launch & Orbital OPerations
Support (LOOS)

Nr

Taken troin USCM, Trh edition (1994) using minin
Absolute error (in FY00$K), not percentage error.
Includes spacecraft computer. lf separate CERs f
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20.3 Cost Estimating Relationships
This section presents the specific cERs recommended for preliminary mission

analysis and design.

20.3.1 Space Segment Costs
The cERs of rables 204,20-5; and,20-6 may be used to estimate costs in thou-

cERs provide total subsystem cost while others estimate RDT&E and rFU separately.
Differences between the RDT&E and TFU cER ranges are due to availabiliry of data.
For some subsystems; an alternate CER is presented to accommodate a different cost
driver. Generally, TFU CERs show higher variability.

TABLE 20-4. cERs for Estimating Subsystem RDT&E cost (FyoO$K). Appticable range for
a good estimate is 257o above and below this data range. CER represents contrac-
tor cost without fee.

Taken from USCM, 7th edition ( l994) using minimum, unbiased percentage error CERs.
Absolute enor (in FY00$K), not percentage error.
Includes spacecrafl computer. lt separate CEHS for TT&C and C&DH are desired, use a 0.45/0.55 solit.
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Cost
Component

Parameter,
X (Unit)

lnput Data
Range

FDT&E CEF'
(FY00$K)

SE
(%)

.1. Payload

1.1 lR Sensor aperture dia. (m) o.2-1.2 356,85.1 X0.s62 53,5591
1.2 Visible Light Sensor aperture dia. (m) 128,827 Xo.562 19,gs6f
1.3 Communicailons comm. subsystem wt. (kg) 65--395 353.3 X 3 l

2. Spacecraft spacecraft dry wt. (kg) 235-1,153 101  X
2.1 Structure structure wt. (kg) 54-392 157 X0.83 38
2.2 Thermal Xr = thermal wt. (kg)

X2 = spacecraft wt. +
payload wt. (kg)

H8

210-4,04

394 X1o'535

1.1 X10.610 X20.s,$

45

JZ

2.3 Electricai Power System
(EPs)

Xr = EPS vvt. (kg)
X2 = BOL power (W)

31-491
100-2,400

62.7 X1
2.63 (X1 Xro.712 oo

2.4 Telemetry, Tracking &
Command (TT&CyDH+

TT&C/DH wl. (kg) rz{c 545 X0.761 J T

2.5 Attitude Determination &
Conhol Sys. (ADCS)

ADCS wt. (kg) 20-l 60 464 X0.867 48

2.6 Apogee Kick Motor (AKM) AKM
wt. (kg)

81-966 17.9 X0.7s

3. Integration, Assembly & Test
(rA&T)

spacecraft bus + payload
toral RDT&E cost (FY00$K)

2,703 -
395,529

989 + 0.215 X 46

4. Program Level spacecraft bus + payload
total BDT&E cost (FY00$K)

4,607 -
523,757

1.963 X0.841 JO

5. Ground Support Equipment
(GsE)

spacecraft bus + payload
total RDT&E cost (FY00$K)

24,465 -
581,637

9.262 X0.642 a ^

6. Launch & Orbital Operations
Support (LOOS)

N/A



TABLE 20-5. CERs for Estimating Subsystem Theoretical First Unit (TFU) Cost.

Cost
Component

Parameter,
X (Unit)

lnput Data
Range

TFU CER'
(FYoo$K)

SE
(v")

1. Payload

1.1 lR Sensor aperture dia. (m) 0.2-1.2 142,742Xo562 21,424t

1.2 Visible Light Sensor aperture dia. (m) S1,469 X0.562 7,734r

1.3 Communications comm. subsyslem
wt.(ks)

OC-JYJ 140 X 43

2. Spacecraft spacecraft dry wt. (kg) 1 54-1 ,389 4 3 X JO

2.1 Structure structure wt. (kg) 54-560 1 3 . 1  X eo

2.2 Thermal thermal !vt. (kg) . H / 50.6 X0.707 o l

2.3 Electrical Power System
(EPs)

EPS wt. (ks) 31-573 1 1 2 X0.763 44

2.4 Telemetry, Tracking &
Command (TT&CYDH+

TT&C/DH wt. (kg) 1 3-79 635 X 0.s68 4 l

2.5 Attitude Determination &
Control Sys. (ADCS)

ADCS wt. (kg) 2o-192 293 X0777 34

2.6 Apogee Kick Motor (AKM) AKM wt. (kg) d |  -Yoo 4.97 X0.823 20

3. Integration, Assembly & Test
(rA&T)

spacecraft bus wt.
payload wt. (kg)

1 55-1 ,390 10.4  X 44

4. Program Level spacecraft + payload total
recurring cost (FY00$K)

15,929 -
|  ,1 48,084

0.341 X 39

5. Ground Support Equipment
(GsE)

NiA

6. Launch & Orbital Operations
Support (LOOS)

spacecraft bus + payload
wt, (kg)

348-1,537 4.9 X 42

Cost lVlodeling

' Taken from USCM, 7th edition (199a) using minimum, unbiased percentage error CERS.
f Absoluie error (FY00$K), nol percentage error.
+ Includes spacecraft computer. lf separate CERs lor TT&C and C&DH are desired, use a 0.45/0.55 split.

The CERs for the payload and spacecraft bus subsystems are primarily based on
parameters available during the concept and mission design phase. The models cover
both the subsystem and system levels with the user choosing the appropriate level. The
models used here are publicly-available, special-purpose models, developed by the
U.S. Air Force and NASA. These CERs were obtained from the (Jnmanned Space
Veldcle Cost Model, Seventh Edition [SMC, 1994], the Communications Payload and
Spaceborne Electronics Cost Model [MCR Federal, 1997], and'a derivative of the
Small Satellite Cost Model [Bearden et al., 1996]. Other models rhat could be used in
lieu of those given in the tables are given by Burgess, Lao, and Bearden [1995], and
Management Consulting and Research, Inc. [1986].

The primary categories of costs are hardware, software and program level (or wrap-
arounds) used to indicate that the estimates for these functions are based upon percent-
ages of hardware iost. Wraps ate costs associated with labor-intensive activities where
a level of manpower is allocated over some period of performance. The functions in
this category are management, systems engineering, product assurance, and system
tests. The CERs of Tables 20-4,20-5, and 20-6 provide the overall program level costs
and Table 20-7 provides an allocation ofprogram level costs to the wrap components.

20.3 Cost Estir

TABLE 20-6. Cost-Estimating Relatior
RDT&E and Theoretical I
tion of the independent val

CERS based on the Small Satellite Cost
intlation as shown in Table 20-1, and broken
Aluminum materials primarily with selected ut

? Thermal CER appropriate for passlve systen
frtrFl anntiei ro IJHFA/HF and S-band LEO s-' CER applies to UHFITr'HF and S-band LEO s

ttHydrazine monopropellant and cold-gas sta!
or dual-mode systems. Costs of AKM are nol

*+lnput data range for ilems 3-6 calculaled us
cost CER in item 2.

Cost
Componenl

Parametl
X (Unit:

1. Payload Spacecraft Tot€
(FYoo$K)

2. Spacecraft satellite bus dr)

2.1 Structurei Structures Wt. (l

2.2 Thermal+ Thermal control

Average power

2.3 Electrical Power
System (EPS)

Power system r

S"l'"r.*r.f"t",

B"lt"ry."p*t'q

BOL Power (W;

EOL P"-"ru
2.4a Telemetry Tracking

& Command (fi&C)"
TT&C/DH wt. 0

D"*"|'rk d"fi
(Kbps)

2.4b Command & Data
Handling (C&DH)

TT&C + DH wt

D"t'" St"rtSe C
(MB)

2.5 Attitude Determination
& Control Sys. (ADCS)

ADCS dry wt. (l

P"i"t'tS 
"*U"

P"i.trc k."-1.
(des)

2.6 Propulsionff Satellite Bus dr

s"t"llit" 
""lr*

ilrb"t 
"f 

Th"
3.- lntegration, Assembly

& Test (lA&T)
Spacecraft lota
(FY00$K)

4. Program Level Spacecratt tota
(FY00$K)

5. Ground Support
Equipment (GSE)

Spacecraft tota
(FYo0$K)

6. Launch & Orbital
Operations Support
(LOOS)

Spacecraft tota
(FY00$K)
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TABLE 20-6. Cost-Estimating Relationships for Earth-orbiting Small Satellites Including
RDT&E and Theoretical First Unit. Total subsystem cost in FY00$M as a func-
tion of the independent variable, X.

' CERs based on the Small Satellite Cost Model [Bearden, Boudreault, and WerE, 1996], adjusted for
inflation as shown in Table 20-1, and broken into subsystem cost using the percentages from Table 2G9.

f Aluminum materials primarily with selected use of advanced malerials (e.g. composites, magnesium).
t Thermal CER appropriate for passive systems only.
" CER applies to UHF/VHF and S-band LEO systems
tTHydrazine monopropellant and cold-gas stationkeeping systems only. CER not appropriate tor bipropellant

or dual-mode systems. Costs ot AKM are not included.
+tlnput data range icr items 3-€ calculated using min and max values of input data range for spacecraft bus

cost CER in item 2.

112 Xo.763

15,929 -
't 
,148,084

Cost
Component

Parameter,
x (Unlt)

Input Data
Fange

Subsystem Cost
cEF'(FY00$K)

SE
(FY00$K)

1. Payload Spacecraft Total Cost
(FY00$K)

1,922-50,651 0.4 x 0.4 xSEbus

2. Spacecraft Satellite bus dry wt. (kg) 20-400 781 +26.1 X1261 3,696

2.1 Structuret Structures u^. (kg) 5-1 00 299+14.2X|n(X) 1,097
2.2 Thermal* Thermal control wt. (kg) 5-12 246 + 4.2X2 l l o

Average power (VV) 5-41 0 -183 + 191 X0.22 127
2.3 Electrical Power

Syslem (EPS)
Power system wt. (kg) 7-70 -€26 + 396 X0.72 910

Solar anay area (rnz) 0.3-11 -210;631 +
21 3,527X0.0066

l , o + /

Battery capacity (A-hr) 5-32 375 + 494 Xo.754 1,554

BOL Power (W) 20-480 -5,850 + 4,629
x0.15

1,585

EOL Power (W) wo 131 + 401 X0.4s2 1,603
2.4a Telemetry Tracking

& Command (TT&C)--
TT&CiDH wt. (kg) 3-30 357 + 40.6 Xt.ss 629

Downlink data rate
(Kbps)

1-1,000 3,6i:]6 - 3,057
x-{23

1,246

2.4b Command & Data
Handling (C&DH)

TT&C + DH wt. (kg) 3-30 484 + 55 X1.35 854

Data Storage Capacity
(MB)

0.02-100 -27,235 +
29,388X0.007e

| ,ouo

2.5 Attitude Determination
& Control Sys. (ADCS)

ADCS dry wt. (kg) 1-25 1,358 + 8.58 Xz 1 , 1  1 3

Pointing accurary (deg) o.25-12 341 + 2651x-{.5 1,505

Pointing knowledge
(des)

0.1-3 2,6zKl - 1,364 In(X) 1,795

2.6 Prooulsiontt Satellite Bus dry wt. (kg) 20-400 65.6 + 2.19 X1261 310
Satellite volume (m3) 0.03-t.3 1539 + ut34 In(X) 398

Number of Thrusters 1-8 4,303-3,903X-o.5 834

3. Integration, Assembly
& Test (lA&T)

Spacecratt total cost
(FY00$K)

1,922-
50,651t+

0.139 X 0.139 xSE6r"

4. Program Lev€l Spacecraft total cosl
(FY00$K)

1 ,9 /2 :
50,65 1 +t

0.229 X 0.229 xSEbus

5. Ground Support
Equipment (GSE)

Spacecraft total cost
(F/00$K)

1,922-
50,651 ++

0.066 x 0.066xSE6u"

6. Launbh & Orbital
Operations Support
(LOOS)

Spacecrafl total cost
(FY00$K)

1,522 -
3U,OC | ++

0.061 x 0.061 xSE6u"
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TABLE 20-7. Allocation of Program-Level Cost. We allocate the program level or wrap cosls
in Tables 20-4,20-5, and 20-6 to their components as shown.

Program Level
Gomponent RDT&E

Theoretical
First Unit

Program Management 2O"/o 30Yo

Systems Engineering 40% 20%

Product Assurance 2Ol" 30%

System Evaluation 20% 20%

TABLE 2O-8, Heritage Cost Factors. We apply these factors to the CERs and their standard
errors from Tables 20-4, 20-5, and 20-6 as described in the text. Data from
Hamaker [1987].

to RDT&E Costs Only)
>  1 .

Nominal new design-some heritage 1.0
Major modification to existing design 0.7 - 0.9
Moderate modifications 0.4 - 0.6
Basically existing design 0.1 - 0.3

Recurring and Nonrecurring Factors
Nonrecurring cosfs include all efforts associated with design, drafting, engineering

unit IA&T, ground support equipment, and a portion of program management and sys-
tem engineering costs. This includes all costs associated with_design verification and
interface requirements (e.g. drawings, schematics, mockups, boilerplates, breadboards
and brassboards). Recurring costs cover all efforts associated with flight hardware
manufacture, IA&T, and a portion of program m-anagement and system engineering
costs. The CERs in Tables 20-4 and20-5 are already separated between RDT&E (non-
recurring) and TFU (recuning) costs. Since the CERs in Table 20-6 provide estimates
of total subsystem cost, factors for the split betrveen RDT&E and TFU are needed. To
rneet this need, we present'a list ofrecurring and nonrecurring factors in Table 20-9.
These factors can be applied to estimated total subsystem costs from CERs to obtain
estimates of the recurring and nonrecurring portions. Total production costs for all
flight units are computed by multiplying the TFU cost by the leaming curve factor L
described in Sec. 20.4.4.

Prototype vs. Protoflight Approach
A protoflight approach is one in which the qualification test unit is refurbished for

flight. The CERs in Table 20-4 assume a prototype approach, i.e., include the cost of
one qualification unit. The small-satellite cERs in Table 20-6 assume a protoflight
approach. The protoflight approach saves on costs since no "dead end" hardware will
result. For refurbishment of the qualification unit to become the protofligh t unit, 30Vo
of the TFU should be added to the RDT&E cost. The RDT&E estimate will then
include the first flight article.

Heritage Factors
Table 20-8 presents factors for development heritage. These are multiplicative fac-

tors to be applied to the RDT&E CER for design maturity of a given subsystem. The
difficulty in incorporating heritage information in cost estimation has been, and con-
tinues to be, the quantification of heritage; part of this problem stems from a lack of a

20.3 Cost Est

TABLE 20-9. Breakdown of Small Sr
small soacecraft costs t(
RDT&E vs, TFU costs. lr
excluding payload and vr
Microcosm; derived from
rable factors can be foun'
ring vs. Nonrecurring esti
final row reDresents the k

Subsystem/Activity

Frac
Spacer

Cor
1.0 Payload

Bus Total 1 0
2.1 Structure 1

2.2 Thermal

2.3 EPS a

2.4a TT&C I

2.4b c&DH '|

2.5 ADCS i

2.6 Propulsion'

Wraps
3.0 t4&T '|

4.0 Program Level 2

5.0 GSE

6.0 LOOS

Total '18

' Propulsion costs may be excluded if, as is tt
propulsion system.

standard definition for heritage. We
that is identical to one or more pre\
being a measurable quantity, but hr
mass may be a reasonable measure
appropriate for the TT&C subsysten
(no heritage) to l00%o (all heritage),
by subsystem design experts. For e
design withll%o heritage, the devel<
face and drawing modifications so tl

Commercial Missions
The CERs presented here were d,

We should apply a RDT&E factor of
cial satellite costs. This is an averal
communication satellites with gover
Stucker and Simmons [1985] have p
l9%o cost growth for military satellit
rationale for the difference is the hi1
as more changes typically occur on
indicate little difference in unit recur
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TABLE 2O-9. Breakdqwn of Small Satellite Costs. These factors can be applied to overall
small spacecraft costs to estimate the cost of constituent subsystems and the
RDT&E vs. TFU costs. In the first column, 1O0%;Total spacecraft hardware cost,
excluding payload and wraps. Data on cost breakdown by subsystem courtesy
Microcosm; derived from Wertz and Larson [1996] and Sarsfield [199g]. Compa-
rable factors can be found in Bearden [1 999] and Sadin and Davis [1 993]. Recur-
ring vs. Nonrecurring estimates are from Bearden, Burgess, and Lao [19g5j. The
final row represents the total system cost exclusive of launch cost and operations.

' Propu.lsion costs may be excluded if, as is the case wilh many small sateliites, the spacecraft doesn't have a
propulsion system.

standard definition for heritage. We define heritage as the percentage of a subsystem
that is identical to one or more previous spacecraft, by mass. This has the appeal of
being a measurable quantity, but has some obvious drawbacks. For instance, while
mass may be a reasonable measure of design heritage for stmctures, it may not be
appropriate for the TI&C subsystem. With this in mind, heritage is a value, from\Vo
(no heritage) to L}OVo (all heritage), which varies by subsystem and is best evaluated
by subsystem design experts. For example, if the subsystem represents an existing
design with 70Vo heitage, the developments costs will primarily be engineering inter-
face and drawing modifications so that only 307o of the RDT&E cost is needed.

Commercial Missions
The CERs presented here were derived primarily from government procurements.

We should apply a RDT&E factor of 0.8 when the CERs are used to estimate commer-
cial satellite costs. This is an average factor based upon comparison of commercial
communication satellites with government-procured communication satellites. Smith,
Stucker and Simmons [1985] have performed a comprehensive study that indicates a
79Vo cost $owth for military satellite contracts compared to 2Vo for commercial. The
rationale for the difference is the higher level of uncertainty in mission requirements
as more changes typically occur on the military prograrns. However, their findings
indicate little difference in unit recurrins costs.
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20.3.2 Software Costs

Cost Modeling

Table 20- 10 presents software costing relationships for flight and ground software.
It also provides factors for various programming languages. Section 16.3.3 discusses
software development costs furthei. Flight software is assumed to cost more (per
KLOC) because there is more testing required to meet mission criticality. If software
reuse is employed, the heritage factors in Table 20-8 apply.

TABLE 20-10. Software Development Costs. RDT&E costs only (in FY00gK). See
Sec. 16.2.2 lor estimates of the lines of code.

Flight Software €S X KLOC

Ground Sottware 220 X KLOC

KLOC = Thousand of Lines of Code: cost without fee

FACTORS FOR OTHER LANGUAGES

Language Factor

Ada 1.00

uNlx-c 1.67

PASCAL 1.25

FORTRAN 0.91

20.3.3 Ground Segment and Operations Costs

Ground segment costs vary significantly depending upon the puqposes of the
ground stations. For most ground station cost estimates, we must state requirements
for square footage of facilities, and an equipment list of specific items (computers, RF
equipment, and so forth) which are typically not determined during'the concept devel-
opment stage of a program.

For this model, the costs for various elements of a ground station will be based
upon typical distribution of costs between software, equipment, facilities and wraps,
as Table 20-ll indicates. The distribution is fairly representative of a number of
space projects. For preliminary mission design, this may be translated into estimated
costs as follows. First, compute the software costs from Table 20-10. Then estimate
other ground segment costs as a percent of software costs using the representative
distributions of Table 20-ll. A column to simplify this calculation has been added
to the table.

The operations and suppoit costs during the operational phase of the ground
segment consist primarily of contractor and government personnel costs as well as
maintenance costs of the equipment, software, and facilities. Table 20-12 presents
expressions for these costs. The labor rates include overhead costs and other typical
expenses associated with personnel. For smaller Earth terminals, Table 20-13 provides
some typical costs of communications equipment for commonly used fiequency
bands.

20.3 Cost Estir

TABLE 20-11. Ground Segment Devel
this should be used in
Table 20-10.

Ground Station Element

Facilities (FAC)

Equipment (EQ)

Software (SW)

Logistics

Systems Level

Management

Systems Engineering

Product Assurance

Integration and Test

TABLE 20-12. Operations and Suppol

Maintenance

Contractor Labor

Government Labor

TABLE 20-13. Earth Terminals, Anten
hardware onlY, and assu

20.3.4 Launch Costs

The launch cost model includes '

location (Table 20-14). For most
portion of the costs and thus the mi
constrained by launch mass. For
operations represent the predominan
launch cost with the excePtion of t
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D = antenna diameter in m
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20-11. Ground Segment Development Cost Model.
this should be used in conjunction with the
Table 20-10.
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435 x KLOC

220 x KLOC

without tee

Factor

1 .00

1.67

1.25

0.91

Development,Cost as
Percent of Software Cost (o/.)

Logistics

Systems Level

Management

Systems'Engineering

Product Assurance

Integration and Test

o

27

33

5

6

1 0

5

8

20-12. Operations and Support Cost in FY00$. See text for details.

Maintenance 10.1 x (SW + Ee + FAC)/year

Contractor Labor | $160K/Staff Year

Govemment Labor | $1 1OK/Statf Year

TTABLE 20-13. Earth Terminals, Antennas, and Communlcatlon Electronics. Costs are for
I nardware only, and assume attachment to existing facilities [DCA, 1996].

Frequency Cost (FY00$K)

SHF

K, C Band

Ku Band

( 5 o x D ) + ( 4 0 0 x P ) + 1 , 8 0 0

640

750

D = antenna diameter in m P = RF power in kW

20.3.4 Launch Costs

The launch cost model includes vehicle costs and operations-costs at thelaunch
location (Table 20-14). For most missions, the launch represents a significant
portion of the costs and thus the mission designer must consider concepts that are
constrained by launch rnass. For reusable vehicles such as the Space Shuttle,
operations repr€sent the predominant costs. The costs are presented in terms of a unit
lauuch cost with the exception of the Shuttle, where usage cost is based upon a
formula using either weight or length in the Shutfle bay, whichever results in larger
costs. The chart also indicates the costs/kg of payload to LEO. This indicates the
range of cost and payload size and provides guidance in extrapolating to costs for
new Iaunch vehicles to be competitive.
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TABLE20-14. Launch Vehicle Costs ln FY00$M. The data assumes launch from the
country's main site. Exceptwhere noted, LEO altitude is 185 km and inclination
is 28.5 deg (5.2 deg for Ariane). Data from lsakowitz [1 995].

20.4

20.4.1 Cost Modeling Errors and ,
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costs. Evaluating the statistical uncr
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1 .

2 .

Launch Vehicles

Maximunl Payload-to-Orbit (kg)
Unit Cost
(FYoo$M)

Cost per kg
to LEO

(FY00$lfts)LEO GTO GEO

USA

Atlas ll

Atlas ll A

Atlas ll AS

Athena 1

Athena 2

Athena 3

Delta ll (7920, 7925)

Pegasus XL

Saturn V

Shuttle' (lUS or TOS)

Titan ll

Titan lV

Taurus

6,580

7,280

8,640

800

1,950

3,650

5,089

460

127,000

24,400

1,905

21 ,640

1,400

2,810

3,039

3,606

1,840

5,900

8,620

450

2,360

5,760
(Centaur)

80-90

85-95

100-110

1 8

26

31

50-55

1 3

820

400

37

214
(27o)

20-22

12.2-13.7

1 1 .7-13.0

11.O-12.7

22.5

13.3

8.5

9.8-10.8

283

6.5

16.4

19.4

9.9

14.3-'t5.7

ESA

Ariane 4 (AR40)

Ariane 4 (AR42P)

Ariane 4 (AR44L)

Ariane 5 (550 km)

4,900

6,100

9,600

18,000

2,050

2,840

4,520

6,800

5H5

6F80

95-1 20

130

10.2-1 3.3

10.7-13.1

9.9-12.5

7.2

CHINA

Long March C23B 13,600 4,500 2,250 75 5.5

HUSSTA

Proton SL-13

Kosmos C-1

Soyuz

Tsyklon

Zenit2

20,900

1,400

7,000

3,600

13,740

55-75

1 1

13-27

1 1 - 1 6

38-50

2.6-3.6

7.9

1.9-3.9

3.14.4

2.8-3.6

JAPAN

H-2

J-1

10,500

900

4,000 2,200 1 60-205

5ffi0

15.2-19.5

61.1-66.7

GTO = Geosynchronous Transfer Orbit; GEO = Geostationary Orbit; LEO = Low-Earlh Orbit
' There is no official price for a Space Shuftle launch. Following the Challenger loss, only government payloads

have been allowed. The GAO has assigned a price of $400 million per flight, but the actual cost depends
strongly on the flight rate



The data assumes launch
LEO altitude is 185 km and

from lsakowitz [1995].

the Challenger loss, only government payloads
million per flight, but the actual cost depends
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20.4 Other Topics

20.4.1 Cost Modeling Errors and Cost-Risk Analysis

Parametric cost modeling relies on a statistical analysis of past data to project future
costs. Evaluating the statistical uncertainty associated with this projection is called
cost-risk analysis because it represents the probabilistic risk that the prognm cannot
be completed within a specified cost limit. This limit is usually set as the Fojected cost
plus a cost margin or rnanagement reserne, typically on the order of ZOVo for major
programs.

The basic tenet of parametric cost modeling is to base estimates of what satellites
will cost'next time on what they cost lag! time. If you're developing a space system
under exactly the same circumstances as before (the same design, organizations, peo-
ple, technology, requirements, and procedures) you'd expect it to cost the same. But
this scenario never exists. The RDT&E cost models of Sec. 20.3 assume a relatively
new design but proven technology. The more new technology is considered, the more
tire risk that added time and effort will be required to complete the development.
Program cost is a nebulous quantity, heavily impacted by technological matr:rity, pro-
grammatic considerations, "normal" schedule slips, and other unforeseen events. Cost
estimates derived from the CERs should therefore be accompanied by a cost-risk
assessment to estimate potential effects of a level of complexity below or beyond
average.

Cost-Risk Analysis provides an assessment of the ability of projected funding
profile to assure that a program can be completed and meet its stated objectives.
Although technical risks are often one of the biggest cost drivers for space systems,
many cost-engineering processes and models ignore effects of cost risk in the interest
of quick-turnaround estimates. Cosrrisk analysis is important because single-point
cost estimates, while meeting the top-level needs of budgetary planners, often do not
meet the needs of those who want to perform more detailed trade-offs between cost
and performance (see Book [1993]). The purpose ofcost-risk analysis is threefold:

1. Translate qualitative risk assessments into quantitative cost impacts

2. Assist program managers in managing risk

3. Establish an empirical basis for estimating future programs with confidence

This section describes a method of assessing the uncertainty in cost estimates. This
includes identifying the sources of uncertainty, combining them to arrive at a program
level cost uncertainty, and interpreting the results. Cost-risk analysis views each cost
element as an uncertain quantity that has a probability distribution and attempts to
evaluate technical, programmatic, and schedule risks in quantitative terms. Qualitative
measures of risks are then translated into cost-estimate adjustments. A key to making
quick, consistent, and defensible assessments is reducing subjectivity by making
assumptions about sources and magnitude of cost risk. The major sourQes of cost
uncertainty we consider here are:

. Cost-estimating uncertainty as quantified by the standard error, SE

. Cost growth due to unforeseen technical difficulties

Examples of risk drivers include beyond state-of-ttre-art technology (e.g. cooling,
processing, survivability, power, laser communications), unusual production require-

2,360

5,760
(Centaur)

80-90

85-95

100-110

1 8

26

31

50-55

1 3

824

400

37

214
(270)

2o-22

12.2-13.7

11.7-13 .0  1

11.6-12.7

225

8.5  l

9.8-10.8

28.3

o.c

16.4

19.4

9.9

14.3-15.7

10.2-13.3

10.7-13.1

9.9-12.5

7.2

15.2-19.5

61.1-€6.7
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ments (e.g. large quantities, toxic materials), tight schedules (e.g. undeveloped
technology, software development, supplier viability), system integration (e.g. multi-
contractor teams, system testing), and unforeseen events (e.g. Iaunch slip, need for
redesign)

The objective is to quantify the sum of the contribution of these uncertainties to the
overall system or program costs. We will use the most likely estimates (MLE), the sum
obtained from the cost models and derive probability distributions that contain the
impact of technology uncertainty and the uncertainty of the cost estimates. Cost-
estimating uncertainty is quantified by computing the standard error (^SE"). For
development of space-system hardware, CERs usually have SE between 30Vo and
507o. Cost-estimating uncertainty is therefore quantified by a distribution that has a
mean (the estimate, C), and a variance (square of the S4. *

Cost risk due to technical difficulties is estimated using the technology readiness
Ievel (TRI-), shown in Table 20-15, a NASA classification scheme for the level of
technology development (the inherent development risk). A TRL of I or 2 represents
a situation of relatively high risk. TRLs of 3, 4 and 5 represent moderate risks, and 6
through 8 are low-risk categories. Based upon related experience, the suggested cost
uncertainties are also presented in Table 20-15. Thus, a low developmental risk sub-
system would have a one standard deviation uncertainty of less than IlVo, about the
most likely estimate.

TABLE20-15. Technology Classilication and Relative Cost Risk. Definitions are from
NASA.

20.4

Other adjustment factors colrect
specific technology. The technologi
depends on how we use the technolo
an item has already flown in space, it'
risk to the user.

To the technologY-based risk, we

uncertainty in a probabilistic fashion
estimating uncertainties are independ
the standard square root ofthe sum of
example, suppose a subsYstem TFU Il
a207o standard deviation in uncertai
sumed to be l1%o. The standard error
the root sum square

(6? + 6c\1t'

where o, is the cost standard deviat'
uncertainty. Thus the uncertainty sti
system. The input to the above equat
and from Tables 20-4, 20-5, and20-6
for a subsystem.

For an entire sYstem, the Probabil
the root sum square since there are c
lationships exist between the develol
tionships requires more advanced me
to computing the system uncertainty

1. Sum the uncertaintY standarr
system uncertaintY assuming

2. Take the root sum square ol
This provides a comPletelY u

3. Take the average of the two r
mediate solution which is a
analyses.

An example of this Process fqr
Fig.20-4 in that section shows the a
on the assumption of Gaussian statis
given cost estimate value X6 on the
actual system cost will lie at or belo
the Gaussian distribution:

x:
P(xil= lrt

:

-+(t-
e (

l l r t = - :
42n

Here, C is the estimated cost and o i

Technology
Readiness

Level Deflnitlon
Relative

Risk Level

Standard
Deviation

about MLE
(7"1

1

2

3

7

I

4

Basic principles observed

Conceptual design formulated

Conceptual design tested analytically or
experimentally

Critical f unction/characteristic demonstrated

Component or breadboard tested in relevant
environment

Prototype/engineering model tested in relevanl
environment

Engineering model tested in space

Full operational capability

High

Moderate

Moderate

Moderate

Low

Low

Low

High > 2 5

. >  2 5

20-25

1 5-20

10-15

< 1 0

<  1 0

< 1 0
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Other adjustment factors correct for uncertainty in the development status of a
specific technology. The technological risk related to developing a space system
depends on how we use the technology and on its degree of "flight qualifrcation." If
an item has already flown in space, it's more likely to work again, so it repiesents less
risk to the user.

To the technology-based risk, we need to add the contribution of cost estimating
uncertainty in a probabilistic fashion. Since the technology uncertainty and the cost
estimating uncertainties are independent (uncorrelated), these may be combined using
the standard square root of the sum of the squares. (See standard probability texts.) For
example, suppose a subsystem TFU MLE is $5 million. The risk level is mgderate with
a2OVo standard deviation in uncertainty and the cost estimating standard error is as-
sumed to be l5%o. The standard error for the surn of the two sources of uncertainry is
the root sum square

tight schedules (e.g.
ity), system integration (e.g. mu
events (e.g. launch slip, need

of these uncertainties to
Iikely estimates (MLE), the

iry distributions that confain
intv bf the cost estimates.

the standard enor (SE).
usually have SE between 307o
antified by a distribution that has
the SE). *

using the technology
scheme for the level

nt risk). A TRL of 1 or 2
5 represent moderate risks, and
9d experience, the suggested cc

a low developmental risk
of less than 107o, about

Cost Risk. Definitions are

lels use the terms most likely estilnate,i,.
data in the CERs is not truly Gaussian.'

is often convenient for analyzing errors.l
l,E from the CERs interchangeably with

with the standard deviation, o, even
onlv if the statistical data has a Gaussian

1.oJ + o"\rn = (0.22 + 0.L5\rn = 0.25 (20-l)

where o, is the cost standard deviation in technology and o. is the cost estimating
uncertainty. Thus the uncertainty standard deviation is 25Vo of the MLE for the sub-
system. The input to the above equation will be obtained from Table 20-15 for the o,
and from Tables 204, 2O-5, and20-6 for the o". This provides the uncertainty measure
for a subsystem.

For an entire system, the probability sum is more complex. We cannot simply use
the root sum square since there are correlations between subsystems. That is, interre-
lationships exist between the development of subsystems. To capture these interrela-
tionships requires more advanced methods than will betreatedhere. Al approximation
to computiag the system uncertainty measure is:

l. Sum the uncertainty standard deviations for each subsystem: This provides a
system uncertainty assuming perfect correlation among subsystems.

2. Take the root sum square of the subsystem uncertainty standard deviations.
This provides a completely uncorrelated solution.

3. Take the average of the two values in steps (1) and (2). This provides an inter-
mediate solution which is a reasonable approximation for most conceptual
analyses.

An example of this process for FireSat is shown in Table 20-22 in Sec. 20.5.
Fig.20-4 in that section shows the actual shape of the probability distribution, based
on the assumption of Gaussian statistics. The integrated area under the curve up to a
given cost estimate value XE on the horizontal axis yields the probability, P, that the
actual system cost will lie at or below the X5'estimated value. The cwve is given by
the Gaussian distribution :

P(XE)= 0 < P ( x E ) < l

XE

I F(x)dx,

, (x-c)'

"-r--vt 
'T

F(x)= #, I  F(x)dx=l
al'Lno 

: (zo-z)
Here. C is the estimated cost and ois the standard deviation of the estimate.

High

High

Moderate

Moderate

Moderate

Low

Low

Low
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The above analysis assumes normal distributions for the uncertainties. This is not
usually the case, but does provide simple analytical solutions. A comprehensive
method using Monte Carlo simulation is treated by Wong and Sheldon [1986] and
Dienemann [1966]. The treatment,of cost/reliability relationships (that is, the risk
associated with the failure of flight units) is discussed in Sec. 79.2 and by Gupta and
Altshuler t19891. A more comprehensive treatment of analytical methods and the
method of moments to address cost risk, as well as Monte Carlo simulation methods
mentioned earlier, are given by Wilder [1978], Abramson and Young [1990], Book
[1993], Burgess and Gobrieal [1996], and Young |9921. The end product of cost-
risk assessment in this framework is a total spacecraft cost-probability distribution,
from which the mean, standard deviation, percentiles, and other descriptive statistics
can be determined. (See Fig. 2A-4 for an example cost estimate probability density
evaluation.)

20.4.2 Time Spreading of Costs

Prior sections have focused upon developing total cost estimates. We now address
how costs will be spread over time. The following analytical cost spreading method
was developed by Wynholds and Skratt [1977] and approximates the experience of
actual programs.

The spreading of the costs to determine funding profiles can be approximated by a
function of the form:

F(S) =4 [10 + S ((ls - 4S)s -2q]52 + B[10 + S (65 - 15)]s3
+ [1 - (A + B)](s - 4DS4 (20-3)

where F(S) is the fraction of cost consumed in time S, S is the fraction of the total time
elapsed, andA and B are empirical coefficients.

The values for the coefficients A and,B depend on the expected loading of costs
over time. For instance, a typical period for RDT&E and two production units is
5 years. The costs are usually heavier during the first 2 years when design, develop-
ment and testing occur. Typically,60Vo of the costs will be incurred by the midpoint
of the schedule. The coefficients for various spending splits are:

7o Expenditure
at schedule midpoint

Coefficients in Eq. (20-3)

20.4

To illustrate the present value con
Both projects have satisfied all tecl
development, consisting of funding
$l million in constant 2000 dollars.
$5 million, and $10 million in 2000
However, the buyer of this project, 1
project on an economic basis since it
than the near term. The buyer of Proj
the first year and have additional funr
of handling a comparison is to com
discount rate. The discount rate is th,
rate is controversial. If possible, trea
at what point, if any, there is a crossc
be preferred over another. A 1.0Vo rct

The present value, PV, is obtainec
factor:

D \ / = -

( l r

where n is the year ofproject (relativt
rate.

For project A, the present value at

PVo= 19 / (1 + 0.1)o + 5/ (

For project B, the present value is

PVt= 1111+ 0.1)0 + 5 l ( l  '

Thus, project B is less expensive thi
present value terms.

20.4.3 Rough Order-of-Magnitude

As concepts are developed, it is he
By making "sanity" estimates, we ca
concepts. Table 20-16 gives estimater
used to give rough order of magnitud

For example, we can estimate the
class), two in each of two orbit pli
Western Test Ranges using two Titan
magnitude cost of:

Satellites: 4 x $126W

and Table 20-14 provides an order of

Launches: 2 x $333M

Total

80
60
50
40
20

A
0.96
0.32
0
0
0

B
0.04
0.68
1.00
0.68
0.04

A 607o distribution is suggested for the RDT&E and production of the first several
satellites. If more than two satellites are included, the 60Vo decreases toward a limit of
50%. A specif,rc example is provided in Sec. 20.5.

Another schedule-related issue that we may address is present value, which is based
upon the consideration of the time value of money. One dollar in 2000 is worth more
than a dollar in 2005, since the 2000 dollar could be invested and earn a return so that
its value in 2005 is more than one dollar (in constant 2000 dollars). This value increase
would occur even without inflation.
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the 60Vo decreases toward a limit

is present valze, which is
. One dollar in 2000 is worth

be invested and earn a return so
2000 dollars). This value i

Launches:2 x $333M

Total

:However, the buyer of this project, government or otherwise, will prefer the second
project on an economic basis since it will expend most of the funds in the future rather
than the near term. The buyer of koject B could invest the $9 million excess funds in
rthe first year and have additional funds at the end of the project. The conventional way
,of handling a comparison is to compute the presenf value for both projects using i
discount rate. The discount rate is the time value of money. The appropriate discount
,rate is controversial. If possible, treat the discount rate as a parameter and detelmine
at what point, if any, there is a crossover in the discount rate where one project would
be preferred over another. A lQVo rate is a standard value for study purposes.

The present value, PV, is obtained by multiplying the funding for each year bythe
factor:

(204)

where z is the year ofproject (relative to the constant dollar year), and dis the discount
tale.

ForprojectA, the present value at a 10% discount rate is

PVo = 19 (1 + 0. t)o + 5l(l + 0.t;t * ll(l + 0.\z = 15.4 in $ Millions

For project B, the present value is

PVs= 1111+ 0.1)o + 5i(l + 0.1;t * 10(1 + 0.t;z - 13.8 in $ Miltions

rThus, project B is less expensive than project A by $1.6 million or roughly lOVo n
.present value terms.

20.4.3 Rough Order-of-Magnitude Cost Estimates
As concepts are developed, it is helpful to have an es"mate of the anticipated costs.

;By making "sanity" estimates, we can develop some idea of cost bounds for various
concepts. Table 20-16 gives estimated costs in constant 2000 dollars. These should be
used to give rough order of magnitude costs for missions under consideration.

For example, we can estimate the cost of fonr communication satellites (TDRS-
class), two in each of t'wo orbit planes with launches from both the Eastern and
western Test Ranges using two Titan ry/centaurs. Table 20-16 provides an order-of-
magnitude cost of:

Satellites: 4 x $126lvt $504 million

and Table 20-14 provides an order of magnitude cost of:

$666 million

$1,170 million



Manned Space Programs

Apollo

Orbiter

Gemini

Skylab

Mercury

Space Observatories

Space Telescope

GRO

HETE

Sampex

Communication Satellites

lntelsat Vlll (commercial)

TDRSS (NASA)

DSCS l l lB (DoD)

Westar (commercial)

ORBCOMM

Surveillance/Navigalion Satellites

DSP

GPS-2

Meteorological Satellites

GOES

DMSP

Interplanetary Spacecraft

Pioneer (S/C bus only)

Mars Observer

Clementine

Experimental Small Satellites

RADCAL

PoSAT-1

AMSAT AO-13

Freja

Orsted

Total Program Costs(gM)

152,000

45,000

4,400

3 , 1 0 0

1 ' ' too

Total Program Costs

2,270

640

75

Dry Weight Average
(kS) Unit Costs ($M)

1,200 133

1,550 126

806 114

500 78

,33  11

3 1 4

57

$lvkS

1 1 1

81

141
-156

333

143

68

2,200

839

500

5 1 4

231

1 ,018

232

92

49

84

214

60

84 168

88 171

38 165

77 76

57 246

5

1 . 2

1

1 9

l c

54

24

1 2

89

243
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TABLE20-16. Space Systems Costs. This table can be used to obtain quick order-of-
magnitude estimates. All values are in FY00$M.
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Production cost = ZFU x L

L =NB

B  = l - ln((007o)/ S)
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can be used to obtain quick
in FY00$M.

20.4.4 Learning Curve

Historically, the majority of satellites built and flown have been one-of-a-kind sys-
tems. However with the proliferation of constellations where recurring cos-ts and learn-
ing rates dominate the cost equation, a breakout of developmental and theoretical fust
unit costs is necessary.

TJne learning curve is a mathematical technique to account for productivity
improvements as a larger number of units are produced. It includes all cost reductions
between the first production unit and subsequent units. This includes cost reductions
due to economies of scale, set up time, 41d lrrman'learning as the number of units'
increase. The total production cost for N units is modeled as:

(20-s)

laz
' TFU is the theoretical fust unit cos! Z is the learning curve factor, and S is the learn-
ing curve slope in percent. This formofthe learning Jurve was chosen because ofits
fit to empirical data, based on the theory of T.p. Wright [1936];

The learning curve slope S represents ttre percentage reduction in cumulative
lverage cost when the number of production units is doubled. The learning curve slope
s sets the value of B. For example: if s = 95vo and the first uuit costs $1 miltion, thin
doubling the number to 2 units reduces the average cost of both to 95Vo of the fust unit.
Thus, the two units cost $1.9 million. The second unit cost is $0-9 million. The learn-
ing curve exponent B is 0.926 for S = 95Vo.

For less than 10 units, we recomrnend a 95vo lear:ning curve slope be applied.
Between 10 and 50 units, a90Vo learnins curve andSSVo foiover 50 unlts is apiropri-
ate. These will vary with the application and how the manufacturing and asiem-uty
activities are set up. The cost models presented earlier provide first unit costs so thit
total production costs are determined by multiplying TFU costs by the leaning curve
factor.
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The follorving example table illustrates the impact of a 95Vo leaming curve on unit
costs. The unit or marginal cosr is the difference in production cost between N units
and N - 1 units. For example, the cost of the fifth unit is the difference in production
cost between the fourth and fifth units, that is,4.44 - 3.61 = 0.83.

Unit
Number

1
I

2
J

4
5

Effect of a 957o Learning Curve

Production Average
Cost (TFU xZ) Cost

1.00 1.00
1.90 0.95
2.77 092
3.61 0.90
4.44 0.89

Unit
Cost
1.00
0.90
0.87
0.84
0.83

20.5 FireSat Example

John T. Collins, Microcosm,Inc.

We will apply the above cost models to the FireSat example to compute life-cycle
cost estimates for the entire mission. We assume that two satellites are needed initially
and that both are launched into a 150-km orbit by a Pegasus XL launch vehicle. The
WBS consists of the space, launch, and ground segments. The space element consists
of two satellites with infrared sensor payloads. The launch segment is two vehicles.
The ground segment will consist of a single ground control station. All of the neces-
sary data is given in Table 20-3.

To illustrate the use of the CERs in Tables 2O-4,20-5, and20-6, the cost estimates
will be developed to the spacecraft subsystem level. The weight, beginning of life
power, sensor aperture diameter, and other technical characteristics are the key pa-
rameters for the estimate. The specific values are in Tables 20-17 and 20-18. The
hardware RDT&E cost is based upon the CERs of Table 20"4 and 20-6 (nonrecur-
ring portion) modified by the design status factors listed at the bottom of Table 20-8.
The production costs are the result of the TFU CERs of Table 20-5 and 20-6 (recur-
ring portion) multiplied by a learning curve factor L = 7.9 for two units. The com-
putation of L is described in Sec. 20.4.4. The subsequent or second unit cost is then
the difference between the production cost of two units and the TFU. The results for
the large satellite cost model (based largely on USCM 7.0) indicate the iR payload
contributes most to overall system cost. Thus, the payload sensor should dominate
attempts to reduce cost.

Program-level costs are added based on the CERs in Tables 20-4,20-5, and 20-6.
Ground support equipment costs are then computed from Tables 20-4 and 20-6 based
on RDT&E and first unit hardware costs. The launch operations and orbital support
costs are obtained from Table 20-5 and 20-6. Finally, the satellite software costs are
based upon Table 20-10 using Ada. This yields a total space segment cost of $549M
using the USCM 7.0 model and $44M using the smallsat model. The large discrepancy
in total space segment cost is due largely to the vast difference in cost between the pay-
load cost estimates for each model. The large satellite cost model yields an estimate of

Fi

TABLE 20-17. FireSat Space and Lar
on data in Table 20-3 Tr
data from Tables 10-31

' Spacecraft bus subsystem masses shown in
t Firesat propulsion system is taken into acr

includes propulsion system hardware mass.
tAssumes a heritage cost factor of 0.5 (i e.,

using flight software CER in Table 20-10.

$296M for RDT&E, first unit, and s
small satellite model yields a total c'
cost estimates illustrates the difficu
tionship for some classes of spacecrr
tion is in many cases best achieved
rather than parametrics. The differe
differences in the database of proi
prototype vs. protoflight approach.

Cost
Component

Parameter, Vall
Source

1.  Payload

1.1 lR Sensor aperture dia. =

2. Spacecraft bus

2.1 Structure' wt. = 32.0
2.2 Thermal. wt. = 6.8

2.3 Electrical Power
System (EPS)'

ry1. = 45,7

2 4 Telemetry Tracking
& Command and Data
Handling (fi&C/DHf

wt. = 6.8

2.5 Attitude Determination
& Control Sys.
(ADcs).

wt.  = 18.3

2.6 Propulsion NA

Soacecraft Bus Total Cosl

3. Integration, Assembly
& Test (lA&T)

Spacecratt t
payload RDT&l

$183,s5

4. Program Level Same as pre

5. Ground Support
Equipment (GSE)

Same as pre

6. Launch & Orbital
Ops Support (LOOS)

Spaceciaft + p
wt. = 140

7. Flight Software 26 KLO(

Total Space Segment
Cost to Conttactor

10% Contractor Fee

Total Space Segmenl
Cost to Government

8. Launch Segment 2 Pegasus
Launche

Total Cost of Deploymenl
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TABLE 20'1 7. FireSat Space and Launch Segment Costs in FYO0$K. Cost estimates based
on data in Table 20-3 Tables 20-4 and 20-5 for traditional satellite designs. Input
data from Tables 10-31 and 20-3.

' Spacecraft bus subsystem masses shown include a fraction of the spacecraft mass margin of 1 1.2 kg.
tFiresat propulsion system ia taken into account in ADCS CER (2.5). The 18.3 kg value for ADCS mass

includes propulsion system hardware mass.
+Assumes a heritage cost hctor of 0.5 (i.e., moderate modifications to a\isting flight sottware). Calculated

using flight software CER in Table 20-10.

$296M for RDT&E, fust unit, and second unit costs for the infrared sensor, while the
small satellite model yields a total cost of $6.9M. This dramatic difference in payload
cost estimates illustrates the difficulty in finding an appropriate cost-estimating rela-
tionship for some classes of spacecraft payloads."For this reason, payload cost estima-
tion is in many cases best achieved by using bottoms-up or analogy-based methods
rather than parametrics. The difference in these numbers is attributable to paramount

of a957o learning curve on
in production cost between N uni
unit is the difference in

4 -  3 .61= 0.83.

Curve

verage
Cost
1.00

Unit
Cost
1.00
0.90
0.87
0.84
0.83

0.95
0.92
0.90
0.89

T. Collins, Microcosm, L

example to compute life
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a Pegasus XL launch vehicle.
The space element
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control station. All of the

20-5, and 20-6, the cost
level. The weight, beginning of
rnical characteristics are the kev

in Tables 20-17 and 20-18.
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listed at the bottom of Table
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L = 1.9 for two units. The
uent or second unit cost is

units and the TFU. The results
USCM 7.0) indicate the IR

payload sensor should
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total space segment cost of
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difference in cost between the payr: " differences in the database of programs on which the CERs are based including:
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Cost
Component

Parameter, ValuE, Data
Source

RDT&E
Cost

(FY00$K)

1st Unit
Cost

(FYoo$R

2nd Unit
Cost

(FYoo$K)

Total
Cost

(FY00$K)
SE
($r1

'1. Payload

1.1 lR Sensor aperture dia. = 0.263 m 1 68,462 67,386 60,647 296,495 94,265

2. Spacecratt bus
2.1 Structure' wt. = 32.0 kg 2,784 419 377 3,580 1,368
2.2 Thermal' wt. = 6.8 kg |  l J O / 197 177 1,f12 830
2.3 Electrical Power

System (EPS)'
wt = 45.7 kg ' 2 ,862 2,067 | ,860 6,790 3,360

2.4 Telemetry Tracking
& Command and Data
Handling [rT&C/DHr

wt. = 6.8 kg 2,356 1,894 1,705 2,819

2.5 Attitude Determination
& Control Sys.
(ADCS).

wt. = 18.3 kg 5,753 2,795 2,519 11 ,071 4,570

2.6 Prooulsion NAt

Soacecraft Bus Total Cost 15,092 7,376 6,639 29,107 9,739
3. Integration, Assembly

& Test (lA&T)
Spacecraft bus +

payload ROT&E cost =
$183.554

40,453 1,456 1 ,310 43,20 19,826

4. Program Level Same as previous 52,450 25,494 22.944 100,888 37,773

5. Ground Support
Equipment (GSE)

Same as previous 22,1U 22,1U 7,543

i. Launch & Orbital
Ops Support (LOOS)

Spacecraft + payload
wt. = 140 kg

686 617 I,303 547

7. Flight Sottware 26 KLOC c,occ+ 0 0 c.occ

Total Space Segment
Cost to Contractor

304,297 102,398 92,158 498,853

l0% Contractor Fee 30,430 10,2N 9,216 49,885

Total Space Segment
Cost to Govemment

334,727 112,638 101,374 544,738

8. Launch Segment 2 Pegasus XL
Launchers

13,000 13,000 26,000

Total Cost ol Deployment 574,738 36,947
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TABLE20-18. Firesat space and Launch segment costs in FyoogK. Based on data in
Table 20-3, Small Satellite CERs in Table 20-6 and ratios for other cost compo-
nents in Table 20-9.

zu.5

with Table 20-12 to estimate a tota
Table 20-19. Finally, all costs, inc
yield a total cost plus fee of $67lM

TABLE 20-19. FireSat Annual Opera

Operations and Ma

10 Contractor Personnel ($1€

Maintenance

Total-Annual Cost

TABLE 20-20. FireSat Ground Segm

Developmenl

Soflware 100 KLOC (Ade

Equipment

Facilities

Subtotal

Management

Systems Engineering

Product Assurance

Integration and Test

Logistics

Total

TABLE 20-21. Firesat Life-Cycle Cor
segment estimate is bar

' lnitial Deploymen

Spaee Segment - Table 20-17

Launch Segment - Table 20-17

Ground Segmenl - Table 20-20

Subtotal

Operations and Maintenance -

Annual Ops. and Maint.

Total Ops. and Maint. for 5 ye

Total Life-Cycle Cost for 5 years

Let us now assess the cost uncer
technique of Sec.20.4.1. For the Fire

t Spacecraft bus subsystem masses shown include a traction of the spacecraft mass margin of 1 1 .2 kg.
t Assumes a heritage cost factor of 0.5 (i e., moderate modifications to existing flight s;ftware). Caiculated

using f light software CER in Table 20-10.

/validation, and programmatic oversight and required documentation. From Table
20-14 the launch vehicle cost for 2 Pegasus systems is $26M, giving a total cost to de-
ployment of $575M and $70M for large and smallsat models, respectively.

Table 20-20 gives the ground segment development and operations costs for
Firesat. we begin with the ground software costfor 100 Klroc or Aoa code and use
Tables 20-10 and 20-11 to compute the development cost. Our initial assumptions of
a7-year life after IOC (5-year spacecraft life) and 10 contractor personnelire used

Cost
Component

Parameter, Value, Data
Source

RDT&E
Cost

(FY00$K)

1st  Uni t
Cost

(FY00$K)

2nd Unit
Cost

(FY00$K)

Total
Cost

(FY00$K)
SE
($x;

1. Payload Spacecraft total cost
(RDT&E + TFU)

3,049 2,033 1,829 6 ,911 '1,946

2. Spacecraft bus

2.1 Structure' wt. = 32.0 kg 1  , 318 coc 508 2,390 1 eoa

2.2Thermal' wt. = 6.8 kg 221 199 o+z 173

2.3 Electrical Power
System (EPS)-

wt. = 45.7 kg 3,271 2,005 | ,804 7,080 1,221

2.4a Telemetry Tracking
& Command (TT&G)'

TT&C + DH vv1. = 6.8 kO 641 262 235 1 , 1 3 8 / v J

2.4b Command & Data
Handling (C&DH)'

fi&C + DH wt. = 6.8 kg 868 3 1 9 1,542 1,077

2.5 Attitude Determination
& Control Sys.
(ADcs)-

rg1. = 9.1 k9, 767 1,306 1  . 175 3,247 1,744

2.6 Propulsion Satellite bus dry mass =
1 1 2 k 9

4 C J +co zl08 1  , 314 450

Soacecraft Bus Total Cost 7,538 5,1 66 4,649 17,353 4,883

3. lntegration, Assembly
& Test (lA&T)

Spacecraft total cost
(RDT&E + TFU)

t , / o o 1 ,589 Y+C

4. Program Level Same as previous 1 ,455 1,455 | ,309 4,218 I , 1 8 8

5. Ground Support
Equipment (GSE)

Same as previous 838 838 ZJO

6. Launch & Orbital
Ops Support (LOOS)

Same as previous 775 697 1,472 4 1 5

7. Flight Sothvare 26 KLOC 5,6551 0 0

Total Space Segment
Cost to Contractor

18,535 1  1 , 1 9 4 10,o74 eo ane

1OYo Contractor Fee 1,854 1 . 1  1 9 1,007 e oan

Total Space Segment
Cost to Government

20,389 12,313 11 ,082 43,783

8. Launch Segment 2 Pegasus XL
Launchers

| 3,000 I 3,000 26,000

Total Cost of Deployment 69,783 7,s52



Costs in FY00$K. Based on
Table 20-6 and ratios tor other cost

ot the spacecraft mass margin of 11.2 kg,
fications to existing tlight sottware). Cali

requted documentation. From
is $26M, grving a total costto

models, respectively.
and operations costs

for 100 KLOC of Ada code and
cost. Our initial assumptions

and 10 contractor personnel are

FireSat Example

Operations and Maintenance

10 Contractor Personnel ($1 6OK/yr) including fee 1 .6

Maintenance 4.4

Total Annual Cost 6

20.5
E13

'with rable 20-12 to estimate a total operations and maintenance cost of g6|,vflysar inTable 20-19. Finally, all costs, including a lTvo fee, are summed in Table td_rl ;yield a total cost plus fee of $671M in Fy00 dollars.

TABLE 20'19. Firesat Annual operations and Maintenance cost in Fy00$M.
1st Unit

Cost
(FY00$K)

2nd Unlt
Cost

(FY00$K)

Total
Cost

(FYoo$K)

TABLE 20'20. FireSat Ground Segment and operations costs in Fyo0gM.

Development Cost

Soltware 100 KLOC (Ada) @ $Z2O1LOC n.O

Equipment fl3

Facilities 40

Subtotal

Management

Systems Engineering

Product Assurance

Integration and Test

Logistics

Total

'lil.8

4.0

6-6

3.3

5.3

tu3
66.3

TABLE 2G21. Firesat Llfe-Gycle cost Estimate. All costs in Fy00$M, including lee.
segment estimate is based on two pegasus launches.

Let us now assess the cost rmcertainty i1 qw's5fimate for the hardware using the
technique of Sec.20.4.1. For the FireSat example, the satellite hardware consists o1the

Initial Deployment
' 

Space Segment,Table 20-17

Launch Segment - Table 2e-17

Ground Segment - Table 2G.20

Subtotal

Operations and Maintenance - (fable 20-19)

Annual Ops. and Maint.

Total Ops. and Maint for S years

Total Life-Cycle Cost for 5 years

548.7

26.0

66.3

641.0

6.0

30.0

671.0
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spacecraft bus and an IR payload with CERs for the TFU from Table 20-5 and
Table 20-6. The spacecraft bus is assumed to consist of proven technology with a TRL
of 6. Some new component designs are necessary, but the technologies have had
applications where engineering models were successfully tested. The IR payload
requires infusion of new technology and is assigned a TRL of 5. The spacecraft dry
weight (including payload) is 140 kg and the IR payload aperture diameter is 0.26 m,
Using the corresponding CERs from Table 20-5 to compute costs and the risk meth-
odology we arrive at the results inTable20-22.

T ABLE 20-22. FireSat Cost Uncertainty

The standard deviation for the system technology is obtained by using Table 20-15.
For example, the $0.74M standard deviation for the spacecraft system technology is
lU%o of the $7.4M cost. The cost estimate standard deviation is assumed tobe l5%o and
the combined standard deviation is the root sum square (RSS) of the two components.
Thus, the standard deviation of the total satellite hardware cost (974.8M) is
$15 mill ion or20Vo.

The cost to build two FireSar satellires is $194.5 million (see Table 20-17). Assum-
ing this is spread over 5 years with 60vo of the costs to be incurred in2-112 years, then
the coefficients would be A = 0.32 and B = 0.68. Inserting these inio the equation for
f (S) tEq. 20-301, we obtain the distribution in Table 20-23 for satellite recurrins
costs.

TABLE 20-23. Time Dlstribution of FireSat Gosts. Based on a total recurring cost for the first
two units of $1 94.5M (Table 20-17) and assuming 6070 of costs spent in the first
2.5 years.

Cumulative Cost Annuat Cost

Year (%) ($tttl (/") ($l.ry

1 't2.3 23.9 12.3 23.9

2 42.8 83.2 30.5 59.3

3 75.6 147 32.8 63.8

4 95.8 186.3 20.2 39.3

5 100.0 194.5 4.2 8.2

Totals 100.0 194.s

211.5 Fir

Figure 20-4 displays cost estimatr
first unit, second unit, wrap costs (I
cost, flight software cost, and contra(
chapter. All costs are represented fo
cost (due to the large discrepancy in
The results illustrate the differencr
estimates derived from these two mo(
model yields a best estimate of $62,
large satellite cost model result, depi
estimate of $90,595K and a standard

Probability Density of Estin
taller, narrower curye to the h
20-6 and the wider. lower cur
20-4 and 20-5. Most missions
these two extremes. The resu
reseryes policy (e.9., "risk" do

20.5.1 FireSat Design Life Study

Using an integrated design-to-co
presented and the small-satellite CEI
life was performed. The primary drit
design life are:

l. The requirement for addition

2. A need for more capable subt
solar cell and battery degrac
new higher beginning-of-life

3. Full redundancv assumed for

:

Element

S/C bus

lR payload

Total

TFU
Cost
($ru1
7.4

67.4

74.8

System
Technology

Level

System
Technology

Std. Dev.
($ra1
0.74

1 0 . 1

Step 1: Sum

Step 2: RSS

Step 3: Average

Cost
Estimate
Std. Dev.

($M)

1 . 1 1

1 0 . 1

Combined
Std. Dev.

($r,,t)

6 (=  10%)

5 (= 15%)

1 . 3 3

14.3

1 5 . 6

14.4

1 5 . 0

Small Satellite Cost Model Estimate
Space Segment Cost lor 2 Spacecratt

(lncluding Launch) = $62,181 +/- 6,401 K



the TFU from Table 20-5
of proven technology with a
, but the technologies haver

successfirlly tested. The IR
a TRL of 5.. The

payload apertue diameter is 0.
to compute costs and the risk

gy is obtained by using Table
the spacecraft system techno
deviation is assumed tobe 75Vo

square @SS) of the nvo
hardware cost ($74.

million (see Table 20-17).
to be incurred n2-7/2yearc,

Inserting these i-nto the equation
Table 20-23 for satellite

Based on a total recurring cost for the
assuming 600/o of costs spent in

for

FireSat Example 815

Figure 20-4 displays cost estimate probability density for spacecraft bus RDT&E,
unit, second unit, wrap costs (IA&T, program level, GSE, and LOOS), launch
flight software cost, and contractor fee for the two cost models presented in this

ter. All costs are represented for the space and launch segment, except payload
(due to the large discrepancy in payload cost estimate between the two models).
results illustrate the difference between these two models and also. where

derived from these two models are rnost likely to fall. The smal'l satellite cost
yields a best estimate of $62,181K and a standard deviation of $6:401K. The

satellite cost model result, depicted by the wider curve at the right, yields a best
ate of $90,595K and a standard deviation of $15,159K.

o
o

d

I
q

0 10,o0 m,o(n 3(),o(Xt 4{t,o00 50,0(n 60,000 70,000 8o,mo 90,000 roo,(m lro.ooo 120,(m tso,ooo l,o,oq} tso,ooo
Esrha|9d Cost (FY0OSK)

Fig.20-4. Probability Density of Eslimated Cost Resulting from Cost Risk Analysis. The
taller, narrower curve to the left is the result for the small satellite CERs from Table
20-6 and the wider, lower curve is the result for the large satellite CERs from Tables
2O-4 and 20-5. Most missions of similar scope to FireSat will lie somewhere between
these two elitremes. The results of such statistical evaluations can be used to dictate
reserves policy (e.9., "risk" dollars) or to guide technology investment.

20.5J FiresatJ)esignlife Study
Using an integrated design-to-cost tool that uses design relationships previously

presented and the small-satellite CERs found in Table 20-6, a trade analysis of design
life was performed. The primary drivers for mass increase as a function of increasing
design life are:

1. The requirement for additional propellant for on-orbit station keeping;
2. A need for more capable subsystems, for example the power subsystem where

solar cell and battery degradation requires oversizing the system to meet a
new higher begi,nning-of-life power requirement; and

3. Full redundancy assumed for 7-year lifetime.

(Payload not ffiunted for in sither estimate)

Small Satellite Cost Model Estimate
Spac6 Segment Cost tor 2 Spacsralt

(lncluding Launch) = $62,181 +/- 5,401 K

Larg6 Satellite cost Model Estimate
Space Segment Cost for 2 Spemraft

(lncluding Launch) = $90,595 +/- 15,159 K
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We chose mass-based CERs and assume that payload requirements and perfor-
mance parameters such as pointing accuracy, downlink data rate, data storage, and
size remain fixed. The results are shown in tabular form in Table2O-24. Mass-based
CERs are favored over the perfon;rance-based CERs.

TABLE 20-24, FireSat Mass, Power and Cost as a Function of Design Life. Daia assumes
fixed performance requirements. Redundancy and associated impacts to sub-
system masses, and increased power and propellant requirements drive the
resulls.

Design Life (years) 1 3 5' 7

Paytoad. (kg) 2A z+ en

Propulsion (kg)

ADCS (kg)

TT&C/C&DH (kg)

Thermal (kg)

Power (kg)

Structures (kg)

7

33

22

o

I

o

40

27

a

9

46

32

1 8

22

20

70

37

Spacecraft Dry Mass (kg)

Fropellant (kg)

Launch Mass (kg)

99

31

130

120

33

153

140

J C

I  / C

211

3 I

248

Performance Pegasus (kg)

Launch Marginl

290

55%

290

47o/o

290

40%

290

14%

EOL Power(W)

BOL Power (W)

1 4 0

1 4 5

1 4 0

157

140
't70

140

183

Space Segment Cost (FY00$M)

Launch Cost (FY00$M)

Operations Cost (FY00$M)

Total Cost (FY00$M)

Cost per Year (FY00$M)

E E

26

o

67

67

40

26

1 8

84

28

44

zo

J U

100

20

t o

eAt

45

157

22

' FireSat baseline design.
f25% margin fequired at conceptual design stage
tLaunch mass plus 25% margin exceeds payload capability of pegasus XL Two
Athena 1 launches assumed at g18M per launch.

We include launch mass margin relative to estimated Pegasus performance to orbit,
which is about 290 kg to a 700 km circular orbit at 55 deg inclination. spacecraft pow-
er estimates, used only as,intermediate results, demonstrate required growth in the
power subsystem as a function of lifetime. Our required propellant mass increases as
well. when the margin goes negative we are forced to launch Firesat on the more
capable Athena 1 (costs $18M compared with the $13M Pegasus XL). Operations
costs are not changed from our previous analysis of $6M per year.

zu.s Fir

Aggregate cost information along
be compared with the notionai repr€
requirements to design to cost cyc
extremely useful for demonstrating
we specified a mission life of 5 yea
whether this was the proper choice f
have completed the picture, we can
time for FireSat is between 4 and 6
further changes in design life. This i
the cost-effectiveness of the IR sensr
issue. Even though amortized missic
is proportionally less value.

FireSal

1 8 0

160

140

120

E ,oo
EBO
o

OU

40

20
- - - - - . . : O f

0 1 2 3

Spacecraft

Fig. 20-5. FireSat Design Life Trade. C,
individual spacecraft cost, launr
tion oJ spacecraft design life. C
cally approaches the yearly o
design life is chosen at a point
to changes in design l ife and w

This analysis highlights an impc
traditional large satellites. Since .
increases in cost-performance, we s
art technology available 5-6 years fi
solescent system. Therefore, we ch(
5-year lifetime, but expect that the
performance per pound than what
launch a satellite every 5 years to a
sign in extra mission life (with the r
if the second satell i te is delayed.



re that payload requirements and
:y, downlink data rate, data stori
tabular form in Table 20-24. Mas
sed CERs,

as a Function of Design Life. Data i
Redundancy and associated impactr

power and propellant requirements r

ireSat Example En

g with cost per year is shown in Fig. 20-5. This can
esentation in Fig. l-5 and we have completed the
cle. Informarion like that shown in Fig. 20_5 is
; how cost "pushes back" on requirements. When
lrs, we did not have enough information to know
flrom a cost-effectiyeness standpoint. Now that we
r see that (all factors considered) the optimal life_
years where the curve is relatively insensitive to

is also about the time when we would expect that
1 3 5' 7 me cosr-errecuveness or me lK sensor payload ancl other components may become an

issue. Even though amortized mission costs are lower, i.e., less dollars per year, there
is proportionally less value.

E
@

L

G
o

o
o.
o
o

FireSat Design Life Trade

20 4+ 30 35
a

7

33

22

8

I

A

o

40

27

9

I

7

7

46

32

1 8

22

20

9

70

37

99

e.l

130

120

33
1 A e

140

175

211

37

.248

290

lC-/o

290

47"/o

290

40%

290

14o/o

t40

t45

140

157

140

170

140

183

35

26

o

67

40

26

1 8

84

28

44

26

30

100

20

76

36+

45

157

22

stage

#fl 
*Tr*lity-oFPesasus-xL. ru,o

estimated Pegasus performance to
rit at 55 deg inclination. Spacecraft
ts, demonstrate required growth i
u required propellant mass iucrea
: forced to launch Firesat on the
th the $13M Pegasus XL). Open
'sis of $6M per year.
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vhile mission data still remains useful.

lrtant role for shorterlived small satellites over
more rapid technology infusion may provide
should be able to take advantage of state-of-the-
rom now, instead of continuing to operate an ob-
oose to utilize two FireSat payloads, each with a
second version of the satellite will have higher
we designed with today's technology. We can
rssure that we don't experience an outage or de-
rnass and cost consequences shown in Fig. 20-5)
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Why Worry About-Iraw and Policy?

Engineers accustomed to precise answers often find that legal and political issues
intrude on the space mission design process just when everything is going smoothly.
However, I hope to shed some light on potential policy "show stoppers," and more
importantly, provide some insight into legal thinking about space missions and valid,
even critical, perils in the design process.

Policy results from balancing conflicting interests, so "valid" arguments may be
rejected. Lawyers tend to give "answers" rather than an evaluation of political and
legal risks. They unfairly believe that individuals from other disciplines will not
understand and appreciate the balancing of interests. General James V. Hartinger, f,rst
Commander of Space Command, put it succinctly, "Lawyers are asked common sense
questions so often that they begin to believe they have corlmon sense." The mission
planner should look to lawyers to evaluate policy and legal risks for various mission
alternatives so they can be weighed along with technical factors.

Why worry about law and policy? The simple answer is thara perfect engineering
solution is useless until it can be implemented. An example is the Apstar satellite. It
was launched in July L994by the PRC without obtaining coordination ftom *owners"

of nearby comrnunications satellites as required by the Intemational Telegraphic
Union (ITU) regulations. Without the required consultations the satellite would not be
permitted to transmit signals and therefore would be of little value. The result was a
flurry of activity to conclude the negotiations quickly and this was accomplished a few
months after launch. Had this been a U.S. launch it would have been postponed until
the proper authorizations were accomplished, resulting in needless expense.
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Another example is the Shuttle mission 5lC to retrieve the Palapa and Westar VI
satellites. These satellites remained in low-Earth orbit because the motors which
should have transferred them to geostationary orbit failed. Hughes and NASA engi-
neers worked out the technical solutions in a little more than 6 weeks. The lawyers
spent more than 6 months resolving the legal questions concerning ownership, salvage
rights, insurance coverages, and release of liability between the insurance carriers,
Western Union Company and the Indonesian government. Also Hughes Aircraft
Company and NASA had to agree on technical roles, liability, and compensation
before the recovery effort began.

Without the implementing legislation in the Commercial Space Act of 1998 the
DOT was not authorized to license private organizations to conduct space operations
which included reentry ofreusable space vehicles. This is a vital provision not only for
NASA's X-33 and X-34 programs, but for companies building cornrnercial reusable
launch vehicles which will need to renter the Earth's atmosphere after delivering their
payloads to orbit. Moreover the law is now clear that launch and recovery by dehnition
are not an export or import. The first private launch of the Conestoga downrange to
Matagorda Island off Texas required an export license in addition to other licenses.
These additions to the law make way for commercial exploitation of new space oppor-
tunities and begin to strip away some restrictions on space activity.

21.1.1 Space L4w

For a multinational project such as a space station, mission designers must recog-
nize that lawyers from some nations approach policy and legal issues differently.
England and her progeny are common law nations; all others are civil law nations. The
latter seek to establish civil codes of law which in effect create all of the rules up front.
Common law nations,.in contrast, see law as evolving to solve particular problems.
They look to past precedent and attempt to fashion a modern answer, while civil law
judges apply the code and leave "changes" to legislators.

An interesting example of space law is lhat spacecraft have the right to pass over
the territory and air space of other nations without theit consent, whereas aircraft do
not. But no one has dehned where spac-e begins. The Russians proposed 100-i10 km
because aircraft presently cannot fly at that altitude, and space objects burn up in the
atmosphere below it. The U.S. position is to wait to see how technology will develop
since there have been no particular problems. Equatorial nations have argued in vain
that their sovereignty goes up to -36,000 km (geostationary orbit) so they can control
access and obtain compensation from space-faring nations who use slots above their
territory.

Space missions are inherently an international activity, because space touches the
sovereign territory of every nation on Earth. We must, therefore, consider diverse
views on space issues. For example, space-faring nations may diverge from the feel-
ings of developing nations, or Eastern and Western nations may disagree. Differences
of opinions can arise from different cultures, economic status, political imperatives,
and world view.

International law, including space law, evolves in part from freaties, including the
U.N. Charter and U.N. resolutions plus organic documents of intemational organiza-
tions. It also depends on the practice ofnations, as well as the writings ofestablished
authorities. Unlike U.S. domestic law, space law has no legislature to write the rules
and no court to enforce them. Sovereign nations enter into treaties but may disregard
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The lnternational Court at the Hague does hand-down decisions, but nations must

Basic Do's and Don'ts: The Outer Space Treaty of 1967"
As the so-called Principles Treaty, this document lays down the basic philosophy

and legal principles for outer space. In general, it says what should or srrould noi be
done, but does not spell out how to implement a given policy. Its preamble emphasizes
that international cooperation is essential and recognizes that exploring space is in the
common interest of all mankind. It goes further to declare that exploration should
benefit all peoples. Provisions ofthe treaty include:

' All nations may scientifically'investigate space, wittr international cooperation
encouraged.

. No nation may claim sovereignty over outer space, including the Moon and
other celestial bodies. As an illustration, Neil Arrnstrong claimed the Moon for
mankind (not the united states) by stating that the mission had taken "one
small step for a man, one giant leap for mankjnd." The American flag was
presen! but not to claim new territory, as columbus and other explorers did
when they came to the New World.

' The rules in space will follow the established principles and rules of interna-
tional law and the U.N. Charter.

' No nation will place nuclear weapons or any other weapons of mass destruc-
tion in orbit around the Earth, or on the Moon, or on other celestial bodies. This
restriction does not apply to nuclear power sources. The Treaty Banning
Nuclear Weapon TestJ in the Atmosphere, in Outer Space and Under Watei
(August 5, 1 963) prohibits tests but not placement of nuclear devices in space.

' Nations must use the Moon and other celestial bodies exclusively for "peaceful
purposes," but they may use military personnel in scieutific research. The U.S.
defrnes peaceful as "non-aggressive," thus permining defensive measures.

. Astronauts are envoy$ of mankind. So long as they conform to accepted rules
of activity in space, they have a forrn of immunity. Therefore, we must return
them to their home nation promptly, and implicitly, may not charge to rescue
them. The Agreement on the Rescue of Astronauts, the Return of Astronauts,

' The classic treatise on space policy is by hofessor CarI Q. Christol, The Modem International
I^aw of outer space, Pergamon Press, New York (1982). other material is in the annual
reports of the Colloquium on the Law of Outer Space, by the International Instinite of Space
Law, published by the American Institute of Aeronautics and Astronautics, Washington,bC.
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and the Return of Objects Launched into Outer Space (April 22, 1968) could
also apply.

. Recovered space objects must go back to the launching nation at its request
and expense.

. Nations bear international responsibility for their activities in outer space,
whether done by governmental agencies or private citizens. Thus, the U.S.
must authorize and continuously supervise all space activities of its citizens.
This requirement is unique to space activities, resulting from a compromise
between the U.S. and the former USSR. The USSR had insisted that only
governments should be permitted to go into space, whereas the U.S. insisted
on permission for private entrepreneurs. The Commercial Launch Act of 1984
was enacted partly to carry out the U.S. obligations under the 1967 Outer
Space Treaty. It has been arnended from time to time to update policies and
procedures.

. Launching nations are liable for damages to citizens of o'ther nations caused by
national and private launch activities. The Convention on International Liabil-
ity for Damage Caused by Space Objects (March.29,1972) could also apply.

. Nations must maintain a register of their launches. The purpose is to establish
ownership, jurisdiction, and control over the spacecraft and its personnel. In
essence, a U.S. spacecraft or space station is its sovereign territory. Other
nations retain jurisdiction over their spacecraft and modules even when
attached to another's station. Space debris falls in the same category, making
clean-up politically difficult. Launches are also reported to the U.N. to provide
an opportunity for the world community to learn about space activity. If a sat-
ellite or other space object were not registered, it would be considered a rogue
and likely forfeit any legitimate status and protection under the Outer Space
Treaty or international law. It would be awkward to put in a claim for damage
to such a satellite under the liability convention. A nation that chooses for any
reason not to play by the rules, cannot easily demand their enforcement. Of
course, policy and politics would also restrain it from complaining.

. The Convention on Registration of Objects Launched into Outer Space
(January 4, 7915) requires a launching nation to advise the U.N. Secretary
General of the following: name of the launching nation, description or regis-
tration number, date and location of launch, basic orbital parameters (nodal
period, inclination, apogee, and perigee) and general function of the space
object. A nation need not update this information but may do so if it wishes.

' Nations must conduct space activities so as to avoid harming or contaminating
the environment. Project West Ford influenced this provision. In 1963, the
U.S. placed 480 million copper dipoles into orbit 2,000 miles above the Earth
in an attempt to create an artificial ionosphere to enable radio messages to
bounce from coast to coast. The in-house name for the project was Needles,
which was an unfortunate choice. Complaints came from astronomers who
were convinced the belt of copper needles would ruin their view of the uni-
verse. They also thought it might lead to worse experiments. The soviets said,
"What if one of the needles pierces the heart of a cosmonaut or puts out some-
one's eye when it reenters the atmosphere?" Although these objections were
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Law and Policy Considerations

not reasonable, public ignorance made them real. Simply put, even though the
project caused no significant problems, the planners had failed to consider
fully the effects of adverse public opinion. A key question you won't find writ-
ten anywhere is, "Does it pass the common sense test?" hoject West Ford
failed. space law now requires that if a project might cause harm or interfer-
ence with others, international consultations must occur before itproceeds (see
sec. 21.1.6 on Environmental concems). Planners should alsb review the
convention on the kohibition of Military or any other Hostile Use of
Environmental Modification Techniques (May 18, L977) if they anticipate
large-scale effects.
Nuclear reacton in space create an environmental concern because they cause
gamma-ray interference with some scientific satellites. NASA s solar Maxi-
mum Mission is a case in point; its gamma-ray spectrometer sufferld interfer-
ence from reactors on soviet radar satellites for ocean reconnaissance
(RORSATs). If we plan a project such as the Gamma Ray Observatory we
must evaluate precautions and risks. At the same time, if we plan to use a
nuclear power soruce for a mission, we must consider possible effects and
protests. Some legislators in the U.S. have proposed a ban on the use of
nuclear power soruces in space. Although Congress is not likely to pass such a
measure, the proposed ban illustrates environmental concerns.

. Stations on the Moon and other celestial bodies shall be open mutually to
representatives of other nations after reasonable advance notice. Even this
general language does not apply in space to space stations, shuttles, plaforms,
or satellites. Neither by treaty, international law, nor custom may anyone
inspect sovireign facilities in ipace. Although the U.S. may agrce to injpec-
tions on the Moon, Russia has taken a very stern stand against inspections;
therefore, in my opinion, these inspections are unlikely. The Antarctic Treaty,
in contrast, allows unannounced inspection of stations, iastallations, and
equipment; therefore we must not confuse these provisions with those of the
outer Space Treaty. The Antarctic Treaty permits unconditional free access at
all times. This could change if there were more than scientifrb interest in
Antarctica. The Moon Treaty of L979 has extensive inspection provisions but
little force or effect, because no space-farilg nation of the West or East ratified
il. The "common heritage of mankind" provisions, which envision sharing
profis with all narions even though they have not contributed, is a major stick-
ing point.

Conllicts Between U.S. Law and International Law

Fgderal statutes and treaties are of equal authority. If a stanrte and a heaty conflict,
the later in time controls (87 Corpus Juris Segundum Treaties 89). Therefore, statutes
and.regulations may control the activities of U.S. industry and government, even to the
extent of revoking portions of an earlier international agreement or heaty.

Sdtellite Telecommunications. Communications have been the most commercially
profitable use of space, with primary applications in telephone, telegraph, television,
and data transmissions. The unique properties of the stationary orbit over the equator,
which permits stationary positioning of a satellite, make it a limited natural resource.
space at 35,680 km above the Earth is ample to accommodate many satellites with
little risk of collision. But the radio frequency and its bandwidth limit spacing to 2 deg
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in order to avoid interference. Reducing this spacing further will be expensive. The
ITU authorizes and controls the effective use of geostationary orbits and frequencies.
Under the International Telecommunication Convention and Flnal Protocol (Nairobi,
1982) and the ITU's radio regulations, the system uses a "first-come, first-served"
procedure; once a satellite is iegistered with the ITU no subsequent system may inter-
fere with its signal transmission. Generally, a similar replacement will retain the rights
of a registered satellite.

A number of concerns over allocation of slots led to a call for a Space World
Administrative Radio Conference in 1985, which reconvened in 1988 and 1992. In
particular, developing nations worried that no slots would be left for them. A compro-
mise left the conventional part of C and Ku radio frequency bands allocated only to
the Fixed Satellite Service on a "first-come, first-served" basis. At the same time, all
nations could obtain orbital slots and frequency channels on the expansion part ofthe
Service's frequency bands. Policies set up at the first two WARCs began to be im-
plemented at the most recent conference. However, it was also apparent that this
implementation will continue to evolve as power shifts among participants. The
nations also occasionally hold multilateral planning meetings to resolve area con-
flicts between themselves. Access to all other radio frequency bands allocated to all
other satellite services is still "first-come, f,irst-served" except the 12GHz and 17 GHz
bands for Broadcasting Satellite Service.

In exercising its registration function, the International Frequency Registration
Board does not evaluate the particular nation's reasons for making a particular assign-
ment. The Board seeks only to ensure that the national assignment conforms to iden-
tified services for the assigned frequency and that transmissions do not interfere with
other broadcasts. Nations then determine how they will parcel out the allocated
frequencies to their people.

If a proposed satellite could cause interference, the sponsoring nation resolves
issues under negotiation procedures established by the ITU. The ITU conducts much
of its technical activities through the International Frequency Registration Board and
the International Radio Consultative Committee. Since 1973, orbital positions have
been associated with particular frequencies and technical characteristics

In the U.S., the FCC allocarcs orbital slots and frequencies. To obtain an orbital
position or frequency, your legal department's FCC expert submits a formal applica-
tion. The approval process may take 3 to 5 years for a new communications service or
up to a year for an existing satellite.

An ongoing concern is the need to protect the GPS spectrum from disruption and
interference. The Europeans at the World Administrative Conference in 1997 sought
to overlay a commercial broadcast signal on the public service radionavigation band.
This issue was addressed in the Commercial Space Policy Act of 1998 with the Con-
gress encouraging regional agreements with foreign countries, like the 1998 agree-
ment with Japan, in order to make the U.S. GPS signal a globally accepted standard.

Commercial Launches. Commercial launch planners must consider the Commer-
cial Launch Act of 1984. As amended, it requires the DOT to approve and license all
commercial expendable vehicles if launched from U.S. territory or by a U.S. citizen or
corporation outside the U.S.

As the Federal Register indicates, before issuing a launch license the DOT requires
both a,mission review and a safety review. The first review focuses on the payload
itself and the flight plan to ensure that the mission is in accord with U.S. policy and
meets U.S. responsibilities under international treaties. Regulations require the DOT
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to review how missions affect national interests. Although some fearthis authority will
be used to block missions, Congress has declared privately conducted commercial
,launches to be consistent with the national security and foreigl policy interests ofthe
U.S. Time will tell what limitations will be imposed, but the Commeicial Launch Act
thus far gives government considerable power over corrmercial activity.

The DOT also reviews procedures for launch safety, including:
. Procedures for safety contrpls forlaunch sites and flight corridors
. Range safety expertise
. Procedurcs for ground and flight safety
. Range tacking and instrumentation
. Vehicle safety systems _
' Proposed vehicle design

For the foreseeable future, I expect this review to be conservative. Missions using
proven government launchers and national launching facilities should receive quick
approval. But a mission proposing to use a new and untested vehicle orlaunch site will
suffer close scrutiny.

DOT must coordinate commercial launches with all other interested agencies in the
Federal Government, particularly the DoD and the Department of State. For current
guidelines, contact the FAA.

The policy is now to require maximum utilization of commercial launch capability
by the federal government. This,includes planning missions in such a way so that they
match the space transportation capabilities of our commercial launch providers. The
maia exceptions are national security or international collaborative efforts relating to
science or technology. congress additionally mandated in the Commercial Space Act
of 1998 that DoD study Vandenberg AFB and Cape Canaveral Air Station to see what
upgrades are needed to enable a flourishing commercial launch industry.

Milifary Space Activities. The development, testing, and deployment of a space-
based defensive system must abide by the terms of the Anti-Ballistic Missile Limita-
tions Treaty between the U.s. and the USSR (october 3, L972). Administration policy
will determine whether the U.S. will develop this system.

We also must acknowledge the possibility that international partners of the U.S.
may object to legitimate national security activity. For example, our allies who signed
up to help us develop the Space Station took exception to its potential undefined DoD
activities, which they took to be SDI activities. Canada announced it would withdraw
support for Space Station Freedom if the U.S. chose to conduct military activities,
unless those activities were limited to research.

Patent Issues. Patsnt law and inteH'eetual property rightsin-the U.S. stem frorr the
frst national patent law enacted in 1790. It was based upon the u-s. constitution
(1787), article 1, section 8, paragraph 8 that states, "Congress shall have power to. . .
promote the progress of science and useful arts by securing for limited times to authors
and inventors the exclusive right to their respective writings and discoveries." That
limited period in the U.S. is now 20 years from the date of filing for the patent wittr the
U,S. Patent and Trademark Office.

The U.S. law did not cover "space" so the U.S. Space Bill was enacted in 1990. It
provides that, "Any invention made, used or sold in outer space on a space object of
component thereof under the jurisdiction or control of the United States shall be
considered to be made, used or sold within the United States." This legislation follows
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the "flagship" principle, which applies U.S. laws to ships on the high seas and aircraft
flying over international water. With regard to the International Space Station, the
International Governmental Agreement provides ". . . for purposes of intellectual
property law, an activity occurring in or on a Space Station flight element shall be
deemed to have occurred only in the territory of the Partner State of that element's reg-
istry, except that for ESA-registered elements any European Partner State may deem
that activity . . . occurred within its territory."

In view of the U.S. Space Bill, the IGA, the Registration Convention and the
provisions on registration in the Outer Space Treaty in appears that U.S. law is the law,
which is most often applicable. In situations where U.S. law is not applicable there are
no clear answers, and therefore considerable commercial risk to space missions from
both a policy and economic perspective may be present.

The mission planner should be aware of two patent cases. Hughes Aircraft
Company/lVilliams ln 1973 obtained a patent relating to the spin stabilization of
satellites to assure obtaining and maintaining satellite attitude on orbit. Hughes Air-
craft Company sued the U.S. Government for infringement of its patent, because the
government used the concept without paying for it. It was not until 1983 that multi-
billion-dollar decision against the Government was handed down after the U.S. and
others had launched 108 satellites, which infringed the patent rights of Hughes Aircraft
Company. The lesson is clear; patent infringement may have very significant eco-
nornic consequences

The second concern stems from a patent granted to TRWFIorstein et al. in 1995.
Patent rights are based upon the "claims" in the patent application. The main claim of
this patent in essence is an "orbital shell" above the Earth from 5,600 to 10,000
nautical miles reserved for TRW exclusively, for all communications applications to
mobile handsets. Soon after the patent was granted TRW sued ICO Global Communi-
cations Ltd. to prevcnt them fromlaunching satellites into the proscribed altitudes. The
case was dismissed because there was no present infringement.

Nevertheless, this is a troublesonte patent, because it flies directly in the face of the
Outer Space Treaty provisions on nonappropriation of space by any nation including,
its private entities. In my opinion the patent is fatally flawed if it is interpreted to give
any property rights to a spatial location. Were another nation to raise the issue in the
U.N. or some other forum, the U.S., under its treaty obligations, would have no alter-
native but to "correct" the situation by legislation or cause a review of the original
patent by the U.S. Patent and Trademark Office. A mission planner must, however,
face the risks of litigation, which entail not only lost time but also the economic
consequences.

21.1.2 U.S. Space Policy
A cohesive, consistent u.S. space policy does not exist. This conclusion follows

from the lack of success of the program to get us into space. It has not reached new
technological or cultural plateaus nor even maintained the initial pace.

What then must the mission planner consider from a U.S. policy prospective in
mission design? Policy direction can change so quickly that the shofier the design and
construction cycle, the better. Experience teaches us that government funding for
projects can evaporate overnight. This being the case, get your money up front if
possible, or at least attempt to obtain "fenced" funding.* For government projects you
will need a single pbwerful backer or several who can provide funding. Political and
economic support may be available from various sources. However, the advantage of
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securing interest and support from a number of sources may be more than offset by the
necessity to serve various conflicting goals.

An example of this intergovemmental coordination was the effort by space Indus-
tries, Inc., to secure government funding for the ISF (Industrial space Facility).
Hoping to get a fast start, they submitted tle proposal to a congressional committee
without adequate coordination with NASA and other interested governmental agen-
cies. They were successful in getting support from the committee and the National
space council. They were even mentioned specifrcally in President Reagan's 1988
space policy report. All of this withered and died because they had not made their
peace with the supporters of the Space Station who felt that money spent on the ISF
would be taken from Space station funding and might ultimately result in the space
Station project being reduced or cancelled. The net result was that the iSF became tied
up in red tape and did not get funding.

The bottom line is that space mission analysis and design must concern itsef with
the vagaries of policy and the multitude of concerns and interests that exist in the
political arena.

Tighter constraints of federal budgets and an increasing demand for some form of

commercial providers to the extent possible.

2LL3 Responsibility-Liabitity and Insurance

The Outer Space Treaty, Article VI, fint established a nation's responsibility for its
acts in space, as well as those of its citi2ens acting privately. This provision looks to
the future and requires a nation to authorize and continually supervise all of its space
activity to assure it conforms with treaties and international law. We must take into
account this risk of regulation when we design a project and plan how to accommodate
governmental supervision.

' Fenced funding is a term deriving from appropriations usage, meaning that monies allocated
for a certain purpose cannot be otherwise allocated, even within the same agency or
organization.
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Liability, the other side of the responsibility coin, looks to the past. The Outer Space
Treaty, Article VII, first specified liability for space activity. Then came the 1972
Convention on International Liability for Damage Caused by Space Objects. This
Convention was intended to proteict the nonspace-faring nations, so it held space-
faring nations absolutely liable if they caused injury or damage on Earth. Absolute
Iiability simply means that someone who is injured may claim compensation just by
proving damage and who did it, without having to demonstrate negligence or fault. If
damage occurs in space, however, space-faring nations must prove fault to recover
damages.

The procedure for settling claims calls first for negotiations by the nations involved.
The only claimant under the Convention is another nation, bringing a claim on its own
behalf or on behalf of its citizens. If these negotiations fail, a three-member claims
commission is formed. Each nation involved appoints one member. The two appointed
members then appoint a third, the chairman.

The first case under this Convention involved the reentry of Cosmos 954 over the
Northwest Territory of Canada on January 24, 1978. Negotiations between Canada
and the USSR were successful. The nuclear reactor scattered radioactive debris over
124,000 kmz. The search and recovery effort (Operation Morning Light) costCanada
almost $14M Canadian dollars, but it settled for $3M. Canada eleited not to claim the
cost of $8M for its officials and employees nor for equipment. The USSR argued that
Canada was too meticulous in the clean-up operations and that if this event had
occurred in Siberia, she would not have expended that much effort. Additionally, the
USSR asserted that she had offered to help clean up, but Canada rejected the offer. Had
she been permitted to help, the costs would have been much less. This amicable settle-
ment for 5OVo of the claim set a positive precedent for the future.

Under the Liability Convention, the U.S. must pay when her space activities injure
citizens of other nations or their property. U.S. citizens may recover for personal injury
or damage under the Federal Tort Claims Act. Thus, the government requires insur-
ance before authorizing a commercial launch: Government launches, both military and
civil, do not have formal insurance coverage, as the govemment is a self-insurer. If the
govemment suffers a loss, it allocates more funds from the public coffers.

For commercial launches and potentially those conducted for foreign governments,
we need to consider the following types of insurance:

Pre-I-aunch. Pre-launch coverage insures against the risks from damage
during shipment of the launcher and the satellite, as well as during integration
and movement to the launch pad.

Goventment Equipment. The govemment now requires launches on commer-
cial expendable vehicles to provide insurance for loss to government launch
equipment and facilities. The Commercial Space Launch Act (amended 1988)
caps the amount at $100M. The Secretary of Transportation determines for
each launch vehicle if less is appropriate; examples are g75M for the Atlas and
$80M for either the Titan or Delta.

Third-Pafi Liabilitl. Launch vehicle operators and satellite owners may
cause injury to others through the reentry. The risk is small because these
objects generally bum up in the atmosphere during reenhy. If they do not, they
would typically strike the ocean or one of the uninhabited areas that make up
most of the Earth's surface. Because of this low risk, coverage is less expen-
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sive though still required by Dor for launch vehicles and satellites and by' NASA for commercial satellites.

when NASA was the only means of access to space for commercial satellites,
their regulations established an insurance policy of $500M, with the gov-
ernment assuming the risk above that amount. This limit was a practical one
because the insurance community could not insure a greater amount. Now that
commercial launch vehicles will be the prime means of transportation hto
space, Congress has established a similar cap of $500M, until the world's
insurance community can provide greater coverage. The purpose of this
provision of the 1988 Amendment to the Commercial Launch Act was to
attempt to level the iommercial playing field as Arianespace requires an
FF400M insurance policy. This amount was based upon the prior-NASA pol-
icy of requiring $500M coverage.

Private operators of launch vehicles must also concem themselves with
liability claims from citizens of the U.S. and around the world. The DOT reg-
ulations require coverage against this risk before issuing a launch license.

' Launch Failure. The most expensive iasurance coverage insures the satellite
value from the moment of lift-off to on-orbit checkout. The prices for this
coverage have risen from5Vo-L07o of the satellite value to25Vo-3OVo and then
settled back to l6Vo-2AVo. Shuttle launches enjoyed about a 57o discount.
Because it was a man-rated vehicle, the insurance ssmmrrnity had a high con-
fidence in its reliability. In the early days, insurance companies charged very
low premiums for three reasons: they had few insurance losses; brokers knew
little about space vehicles and the risks involved; and they competed to get into
the business because space had pizazz.

Premiums rose dramatically with the loss of the Shuttle Challenger in 1986
and several'failures of expendable launch vehicles shortly thereafter. In fact,
the space insurance community paid out 3 times more in loss claims than they
took in through premiums. Once the U.S. and Ariane progams were back on
track, premiums moderated. Still, as we plan commercial launches, we must

, try to choose launch vehicles and satellites with a history of success. Other-
wise, insurance probably will be unavailable or prohibitively priced.

. Reflight. A corollary risk which the launch-vehicle manufacturer may cover is
a guarantee to refly the mission or indemnification of the value of launch
service. Whether a company will plovide either at no cost depends on the
launch vehicle's past experience and the competitive climate. A contract nor'
mally covers this risk, but I am sure the insurance community would cover it
for a price.

. Loss to Others on the Flight. Under provisions of NASA launch contracts, the
risk of damage to a payload by another payload or by NASA's actions falls
under a Hold Harmless Clause. This provision means that all parties to the
launch agree not to sue each other regardless of what happens. This practical
remedy came about because it is very difficult to calculate the risk and deter-
mine the premium. The risk also seemed low, and experience bears out this
assessment as no incidents have occurred. This solution is also true for com-
panion satellites launched commercially
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. On-Orbil Perforrnance. A further risk concerns whether a satellite will con-
tinue to perform. Communications satellites especially need coverage when
the launch insurance terminates after on-orbit checkout. Satellite owners must
have this "life" insurance coverage ifthey do not have sufficient resources to
"self insure" the risks. Banks that finance communications systems usually
demand this insurance. An alternative may be enough satellites on orbit to
back-up the system.

In the past, buyers of space services (particularly communications service) con-
tracted to build a satellite, sought a launch aboard the Shuttle or on Ariane, and then
tried to secure one or more of the insurance coverages explained above. But compe-
tition in the satellite-construction and expendable-launch-vehicle industries has
changed this procedure. Instead, the buyer puts out a request for proposals calling for
on-orbit delivery with acceptance after checkout. This change shifts the'burden and
risks. Only time will tell whether the cost to the buyer of a space service will be higher.
If competition is intense enough, which I predict it will be through the year 2010, the
cost may decrease. If so, this tunrkey package arrangement will be the norm rather than
the exception.

One further note is appropriate. It might appear reasonable for one of the aerospace
giants-manufacturer of satellites or expendable launch vehicles-to step up and
provide insurance guarantees themselves. But the IRS has taken the position that a cor-
poration may not set aside funds from successful launches to act as a reserve, without
paying taxes on these funds. Ifcompanies could set aside untaxed reserves, they could
gain a considerable economic advantage by offering insurance potentially unavailable
from the insurance community, whose worldwide reserves are less than $20 billion.
As an alternative, launch companies could acquire a block of insurance commitments
for its launches from the insurance community and offer these to customers to sweeten
a deal.

In a perfect world, actuarial risk would reflect the cost of risk plus overhead
and profit. Cost of risk is simply the total value of all losses experienced divided
by the total number of events or launches. Unfortunately, despite manufacturers'
quoted success rates of 857o-98%o,we do not have enough total launches to derive ac-
tuarially correct figures. Therefore, the price of insurance tends to depend on "feel"
and various intangibles. As pointed out above, failures drive prices up, and successes
decrease them. Interestingly, these variations occur whether or not a failure was
insured. Space insurers paid nothing for the 1986 Challenger disaster; yet they were so
shaken that insurance coverage was not available for a period of time. For up-to-
date insurance coverage provisions and costs, contact Alexander and Alexander,
Washington, DC; Coroon and Black, Bethesda, MD; or Marsh and Mclennon, Wash-
ington, DC.

21.1.4 Remote Sensing
Anyone planning to launch a satellite that can sense the Earth needs to know the

Principles Relating to Remote Sensing of the Earth from Space, a resolution adopted
by the U.N. General Assembly on December 3, 1986. The USSR sought to prohibit
the sensing of a nation without its consent and the developing nations sought to
prohibit the release of information about a nation without its consent. Instead, this
resolution was a victory for the "open skies" policy of the U.S. and the space-faring
nations.
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The key points are:
' It is a resolution, not a treaty, but as the world continues to follow its precepts

it will becorne international law through custom.
' The resolution applies only to sensing "for the purpose of improving natural

resource management, Iand use and the protection of the environmenti'It does
not apply to applications related to national security.

' Data is divided into classes: pdmary or raw data, processed data, and analyzed
information. Primary datais the same us unrnhon 

"d, 
data under the Land

Remote-sensing Commercialization Act of 19g4, so it must be released.to all
customers at reasonable cost. processed data atd. analyzed information is data
resulting from "value added activity" over which a company_ can assert
property rights and refuse its release.

' The resolution states that nations will conduct remote-sensing activities with
respect for other nations' sovereignty, not damaging the legiti-mate rights and
interests of the sensed nation.

21..1.5 rmport and Export Restrictions
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tion statutes, procurement laws and regulations, Executive Orders, treaties, and
Memoranda of Understanding with foreign governments.

In general, the Buy America Act prohibits buying foreign goods rather than
services, but NASA has held that ,a supplier of space services may not use foreign
goods to provide the service. Under this Act, a productis notforeign if more than 50Vo
comes from domestic sources, and the DoD may buy from NATO countries. The Act's
provisions and rules will give American mission planners headaches and keep many
contracting officers and lawyers fully employed.

Three mechanisms control exports from the U.S. First, commodities and technical
data on the commodities control list fall under the licensing requirement of the Export
Administration Act of 1979.The Commerce Department's Off,rce of Export Admin-
istration runs this program and has published a series of detailed regulations. An
example of this process in the space sector was the approval for Payload Systems, Inc.
to fly a crystal-growth experiment aboard the MIR space station.

The second control applies when a patent involves military technology. The
Departments of Defense and Energy review the export application, and either depart-
ment may classify the information to keep it secret, thus preventing export.

The third restriction stems from the Arms Export Control Act. The Office of
Munitions Control under the Department of State determines along with other Federal
agencies what items fall under the Act's licensing provisions. This office has consid-
erable discretion in determining whether a license should be issued. As a result, the
United States Munitions List once included satellites and computer programs and
many other items not traditionally thought of as weapons.

The International Traffic in Arms Regulations implement the Arms Export Control
Act. The Munitions List specifically includes rockets, spacecraft, space electronics,
and guidance equipment. Defense services are also included, defined as furnishing
help to foreigners "in the design, engineering, development, production, processing,
manufacturing, use, operations, overhaul, repair, maintenance, modification or recon-
struction of articles." Included is the furnishing to foreigners any technical data
whether in the U.S. or abroad. Finally, no one may provide foreigners technical data,
meaning information classified or even related to defense articles.

Under these regulations, an export does not have to cross a border. For example, an
export occurs when an individual discloses technical data concerning a spacecraft or
rocket, even if the disclosure is part of a potential sale and within the U.S. These rules
do not apply to NATO members, Ausfialia, New Zealand, or Japan, but they still pose
significant hurdles if we are seeking a world market. An example of this was the
application to the Department of State by United Technologies Corporation to assist
the Cape York Space Agency in developing a launch complex in Australia for the
Soviet Zenit Launch Vehicle.

21.1.6 Environmental Concerns

The National Environmental Policy Act and its implementing regulations call for
review of the Federal Government's actions to determine their effect on the environ-
ment. Major acrlons involve substantial time, money, and resources. They affect large
areas or act strongly on small areas. Recommendations on these actions must consider
their effects with special care.

When an action occurs in the U.S., we must take into account social, economic, and
other environments. When it occurs outside the U.S., the requirements narrow.
Whether environmental protection extends to activities in outer space depends on how
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environmental effects and the need for the proposed action plus available alternatives.
Unless sgcurity restrictions intervene, the assessment is available to the public upon
request. There is no need to obtain public comment. An assessment is less formal and
rigorous than an impact statement. Typically, it applies to:

' Spacecraft development projects in space science and in space and terrestrial
applications

. Specific experirnental projects in space and energy technology

. Development and operations of new space transpor0ation systems

' Advanced development of new space transportation and spacecraft systems

In contrast, we would need to file an impact statement when an action is "expected
to have a significant impact on the quality of the human environment." our draft state-
ment should be thorough enough to permit analysis and comment. If it is complete
enough after agency review, it goes to the public for comment. At this time, the

If we do not know something because it is unavailable or scientifically uncertain,
we must say so in the impact statement. Public hearings are not required, but may be
appropriate, depending on circumstances. After agencies and the public have com-
mented, we redo the statement, further analyzing any issues they have raised. Then we
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publish it in the Federal Register before forwarding it to the decision maker for final
actlon.

Normally, we would need an impact statement for R&D activities associated with
developing and operating new launch vehicles, space vehicles likely to release large
amounts of foreign materials into the Earth's atmosphere or into space, and certain
systems for nuclear propulsion and generating power. Some listed exclusions do not
require a statement, but we probably will have to do an assessment if any "significant
environmental effects" are possible. Unless the project has been done before, we can
expect a bureaucrat to require an assessment of environmental effects, so he or she can
determine if an assessment is required! The first assessment should determine what is
required: (1) no environmental assessment; (2) only an environmental assessment; or
(3) an environmental impact statement. Although it is diffrcult to predict exactly how
long this process will take, we should anticipate 3 to 6 months for a simple assessment,
one to 2 years for a simple impact statement, and up to 5 years for international con-
cerns or a suit in federal court.

In some cases, the action may affect the environment of a foreign nation or a
resource designated as one of global importance. If so, we would use slightly different
procedures. First, we would prepare an gnvironmental survey or review. An environ-
mental survey is a cooperative action and may be bilateral or multilateral. Whether or
not we do a review depends on consultations which determine if the proposed action
would do significant harm. The content is flexible, but generally includes (1) a review
of the affected environment, (2) the predicted environmental effects, and (3) signif-
icant known actions that governmental entities are taking to protect or improve the
environment against the proposed action. If the govemment is not acting, is this inac-
tivity an oversight or a conscious decision?

The U.S. prepares an environmental review unilaterally. In effect, it is an internal
action, by which one or more governmental agencies suryeys the important environ-
mental issues associated with the proposed action. It contains essentially the same
information as an environmental survey.

Lasers and Particle Beams

Lasers and particle beams illuminating into space have caused almost no problems.
The reason is fairly straightforward: in the U.S., such experiments are carried out by
government laboratories or under government control. They have agreements with
NORADruSSPACECOM to search the space catalog and provide windows of oppor-
tunity, so illuminating does not interfere with operational spacecraft.

Nuclear Power Sources
Nuclear power sources have raised questions since they were first used. The U.S.

program began using a radioisotope thermoelecfric generator with SNAP-3A in the
summer of i96l and continued to 19'7'7.In April 1965, SNAP 10 was the only U.S.
space nuclear reactor. The U.S. safety program includes an Interagency Nuclear Safety
Review Panel composed of three coordinators appointed by the Secretary of Defense,
the Administrator of NASA, and the Secretary of Energy. The Nuclear Regulatory
Agency, the Environmental Protection Agency, and the National Oceanic and Atmo-
spheric Administration also participate in these reviews. The safety review ascertains
whether the benehts of using nuclear power are worth the risks. The policy of the U.S.
in using radioisotope therrnoelectric generators following an aborted SNAP-A mission
in April 1964 was to design the container so that all nuclear material would survive
intact, regardless of the nature of the accident. The policy makers specifically envi-
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Reconnaissance Satellites (RORSATs). In the future, other nations will consider this
power source to serve particular needs. For example,-the u.S. had under discussion
ggy"+l reac_tors to provide power to space components of the strategic Defense
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In 1986, the U.S. Air Force Science Advisory board questioned its 1983 position
that debris did not appear to be a problem. As a result, the DoD established in March
1987 a space debris policy. It states in part that the "design and operation ofDoD space
tests, experiments, and systems will strive to minimize or reduce accumulation of
space debris consistent with mission requirements."

In a final statement on space policy, released in February 1988, President Reagan
called for a review of the U.S. policy on space debris. As a result, a Report on Orbital
Debris by the Interagency Group (Space) was released in February 1989. It reflected
the Group's uncertainty as to the urgency for action. Its major recommendation was a
joint study by NASA and DoD that would develop a comprehensive plan to improve
the monitoring of debris, so debris predictions could be more accurate. The report
identifies two critical areas in space for the near term. Low-Earth orbit requires atten-
tion because of the large masses of material and the high relative velocities. At the
same time, the geosynchronous arc requires attention because of the number of space-
craft which will lose their maneuvering ability within the next few years. The report
then echoes the DoD policy on managing debris.

This report stands in contrast with the report of the ESA's Space Debris Working
Group, dated November, 1988. The Director General observed that clearly the present
debris in the space environment poses little threat to either manned or unmanned
missions. However, "we must adopt a conscious policy aimed at curbing the growth
of debris." The report lists the same two areas of concerrF- low-Earth and geosyn-
chronous orbits-and notes another concem for astronomical observers. It concludes
by requiring preventive measures: observing and analyzing present debris, avoiding
collisions, and minimizing collision effects and future space d-ebris. It asks nations to
reduce the number of pieces and the mass of space debris.

Strikingly, the ESA's report is a call io action. The agency is urged to start taking
steps---organizational, technical, and institutional-{o seek cooperation with others and
thereby counter the threat to space flight. Why then does the U.S. simply want to study
the matter further? The answer is both political and economic. Politically, the U.S. has
had difficulty discussing technical issues with developing nations in the U.N. Time and
again the U.S. has been outvoted on philosophical grounds and is not ready to hear
political dialogues in the Committee on the Peaceful Uses of Outer Space. The U.S.,
therefore, looks to multilateral discussions with space-faring nations to solve problems.

The economic issue is equally sensitive. The U.S. is a space-faring nation which
plays a major role in launching its own satellites and those of its western partners into
space. Thus, it is loath to set a policy "prematurely" which could cost a Iot of money
to solve the space debris problem. The key words in the U.S. report are "where feasible
and cost-effective." The U.S. recognizes that the problem demands multinational
solutions but wants to avoid expensive "political solutions."

Advice: stay out of the politics if at all possible. Choose a launch vehicle that is at
least no worse than average in terms of causing debris and plan the mission with space
debris abatement features. If you minimize debris, you will get much faster approval
lor your space mission.

21.1.7 FireSat Legal and Policy Issues

At frrst blush it would seem that there could be no issues at all. However, the first
question is whether FireSat is going to be a U.S, Government project or a project with
private financing.
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The argument could be made that as long as the U.S. is not a party to the treaty U.S'

government would not issue a license to conduct mining activity on the Moon or other

celestial bodies.
The United Societies in Space has proposed a Lunar Economic Development

Authority and some modifications to the Moon Treaty so that mining operations could

be explored. Creating legal certainty will be the first step in financing such a project.

There was a similar situation with the 1982 Law of the Sea Treaty which was

resolved in 1994 by a U.N. General AEsembly resolution. The provisions were modi-
fied to give the U.S. and other key nations a major say in the undersea mining and that

has facilitated exploration and the beginning of operations. This appears to be the most
viable solution to asteroid mining, but a first priority will be reducing transportation
costs.

21.2 Orbital Debris-A Space Hazard

Ronald A. Madler, Embry-Riddle Aeronautical University
Darren S. McKnightrTitan Research alxd Technology

About 20,000 tons of natural material consisting of interplanetary dust, meteoroids
and asteroid/comet fragments filter down to the Earth's surface every year, with

several hundred kilograms in LEO at any one time [Kessler, 1985; Zook et a1., 1970].
This natural hazard has been recognized as a danger to space travel since the i940s'
but now human activities in space have created a hazard of even greater concern.
Figure 2l-1 portrays both the natural environment and the artificially created debris
population [Adapted from NASA and NRC sources]. Millions of kilograms of artifi-
cial debris orbit the Earth and present a serious concern to continued safe access to

space. The growth of orbital debris poses a series of difficulties for space mission
designers. To control the growth of debris and its associated hazards, we should take
a number of steps during the design process. As seen inFig.2I-2, the debris mitigation
process spans all phases of the mission profile. Similarly, NASA debris mitigation
guidelines cover all aspects of the mission design process. These guidelines can be
found in NASA Safety Standard 1140.14 [1995], while software to parallel the safety
standard is also available from NASA.

21.2.1 Environmental Defi nition

Meteoroids have been a cencern since the beginning of human spaceflight.
Engineers performed a tremendous amount of work to understand the hazard posed to
spacecraft by meteoroids. While meteoroid-effect studies and model improvements
continue, researchers have understood the meteoroid background flux fairly well since
the late 1960s. One meteoroid flux model is represented in Fig. 21-1. There has been
a resurgence of interest in meteoroids due to the'possible storm conditions associated
with the Leonid meteor stream in 1998-1999 [Yeomans, 1998]. While most meteor-
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oids have relative velocities of about 19-20 km/s with respect to the Earth, the Leonids
have a relative velocity of approximately 70 km/s.* This higher velocity will produce

more damage on impact, which could be of concem to spacecraft owners and

operators. There were no significant anomalies associated with the 1998 Leonids.
We define debris as any nonoperational manmade object in space. These objects

include nonfunctioning payloads, used rocketbodies, mission-related debris (e.g., lens
covers or sepiu'ation devices), debris from surface degradatiott (e.g., insulation or paint

chips), and debris from on-orbit fragmentation. This derelict hardware accounts for

93Vo of the cataloged objects in orbit; only 7Vo are active payloads. Table 21-1 shows
the breakdown of cataloged objects [Johnson et a1.,20O2]. Table 2l-2 shows causes

for these on-orbit fragmentation events. Debris from the more than 175 fragmentation
events are by far the largest source of orbital debris.

TABLE2l-1. Cataloged Orbital Debris Objects. We can help reduce the amount ol orbit
debris bY acting resPonsiblY'

Breakup Debris 40% | Spacecraft 30%

Rocket Bodies 18% | Operational Debris 12%

TABLE 21-2. Causes for On-Orbit Fragmentation [Johnson et al., 2002]. We can reduce frag-
mentation debris by properly venting propulsion systems.

Deliberate Breakup | 30%

Propulsion System Malfunctions | 31"/" :

Unknown cause | 2g%

Battery | 45%

Aerodynamics | 6%

Coll ision | 0.5%

The U.S. Space Command compiles the trackable debris tracked by its worldwide
Space Surveillance Network (SSN) in a satellite catalog. This worldwide network of
radar and optical facilities senses, tracks, identifies, and catalogs data on over 8,500
large orbiting objects. It senses objects with diameters as small as 10 cm in LEO and
i m in GEO. This detection limit is due to the original design of the system for tracking
large objects-debris detection was never envisioned as a task for the network. We
know that there exists a much larger population of smaller objects. This has been con-
firmed by recent campaigns with more sensitive radars. Figure 21-l shows that there
are approximately an order of magnitude more objects in the I cm size than exists in
the catalog. The 1 cm size is significant because it is the largest size fragment that we
can effectively shield against. Thus, there are a significant number of objects that we
cannot track, but which can cause substantial spacecraft damage.

We can quantify how crowded space has become by using the spatial density, i.e.,
the number of objects per volume of space. Figure 21-3 plots spatial density values out

* Editor's Note'.The Leonids are rernnants of Comet 55P/Tempel-Tuttle. They are in aretro-
grade orbit and collide with the Earth nearly head-on such that their velocity adds to the
Earth's olbital velocity of about 30 km/s.
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n2,000 km altitude for cataloged objecs of various sizes. The GEo curve reDresen6
the spatial density within I deg of the equatorial plane. The average density ietween
800 and 1,000 km is just above 10-8 km-3. The smallest trackable objects may weigh
tens to hundreds of grams. We cannot shield against objects of this size. In GEo the
average spatial density is one to two orclers of magninrde less than LEo. The average
relative velocity in LEo between orbiting objects is 9 to 10 km/s with maximum
values above 14 km/s due to eccentric and rehograde orbits. In comparison, the rela-
tive velocity between debris and satellites in GEo ranges between 100 and 500 m/s.
The difference in relative velocities is due mainly to the lower orbital velocities and
smaller inclination distribution of objects in GEo. This physical phenomenon couples
with the lower spatial density values in GEo to make the collision hazard much
smaller in GEO than LEO.
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Fig.21€. Spatial Density Values. Densities in GEO are approximately 1O times less than in
LEO. The probability of a spacecraft getting hit by something big is small, while the
chance of getting hit by something small is big. See text for discussion.

In addition to the spatial density being different in LEo vs. GEo, the natural
cleansing effects also differ. In GEo and geosynchronous ftansfer orbit the major per-
turbations are solar/lunar gravitational effects. For very small debris, solar radiation
pressure may also significantly affect lifetimes, however, atmospheric drag at GEO
has no measurable influence. Hence, a major breakup in geosynchronous orbit will af-
fect all future operations in that regime. on the other hand, atmospheric drag greatly
affects the lifetimes of objects in LEO. The smaller debris fragments have significant-
ly larger area to mass ratios and thus drag affects them more. This natural removal of
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orbital debris is very important in the long-term definition of the environment. We
have sensed decreases in the cataloged popirlation only during periods of maximum
solar activity (1979-80 and 1988-90). However, in the 2000-2001 period ofhigh solar
activity the overall cataloged population stayed fairly constant due to several signifi-
cant breakup events.

The other major variables in debris growth are the number and types of satellite
fragmentation events. As the debris population grows, the environment may become
so severe that satellite or object fragmentations due to hypervelocity collisions with
debris may occur [Kessler and Cour-Palais, 1978]. This type of event will mark a clear
trend toward a worsening environment. The first confirmed collision between cata-
loged objects occurred in July 1996. The altitude of a breakup will foretell the effect
on the long-term debris environment. Breakups below 500 km may have a major
influence for less than a decade while fragmentations above 500 km may pose large
hazards for many decades. Presently, there is no cost-effective method of removing
debris already in orbit. The prudent design of future spacecraft will lessen the chance
of debris generation and satellite fragmentation.

it is difficult to describe precisely the present status of the dynamic near-Earth
debris environlnent, much less to accurately predict the future debris environment, due
to uncertainties in traffic models and fragmentation rates. The trackable population
grew at a nearly linear rate from 1960 to 1990. We don't know exactly how the
undetectable population grew, but it is more strongly influenced by the fragmentation-
event rate, satellite operational patterns, and the solar cycle [Johnson and McKnight,
19911. Predictions of the actual number and flux of all debris rely on accurate model-
ing of its sources and sinks. We compare debris models with our best measurements
of the environment: impact rates on returned spacecraft surfaces for very small debris
and special radar measurements for detectable objects. We continually improve and
update these models as our understanding of the debris environment grows. Spacecraft
designers can look for the latest environmental models through one of the NASA,
DoD, ESA, or other intemational space agency Space Debris program offices.

2L.2.2 Design Considerations: Spacecraft Hazard and Survivability Analysis

Mission designers must address two main issues concerning space debris. First, we
need to design debris protection for large, long-lived spacecraft to ensure mission suc-
cess. Second, we must use debris mitigation methods to ensure that space activities
will not continue to litter our near-Earth environment with more derelict hardware
INSS 1740.14,  19951.

We can approximate the probability, Pg, of a piece of debris impacting a space
system using the kinetic theory of gases:

PC =  1  - s ( -SPD 'AC 'T 'VREL) (2r-r)
where SPD is the spatial density of debris objects (i.e., average number of objects per
volume in space), AC is the collision cross-sectional area, 7 is the mission duration,
andVREL is the relative velocity between the satellite and debris population. Using
this simple equation, the rough order of magnitude approximation for collision
probability for one year in orbit for a range of altitudes and satellite sizes is listed in
Table 21-3. These values are approximate and only show the order of magnitude for
the probability of collision. Detailed analysis should use a mere accurate debris envi-
ronment model [for example, Klinkrad et al., 1997 or Liou et a1.,2002), as well as a
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mor-e. refrned representation of the spacecraft's cross-sectional area. Also space
satellite designers must take the meteoroid environment into account. Meteoroids
dominate the hazard for sub-millimeter up to millimeter size, and can penehate thin
honeycomb structures.

TABLE 21 '3. collision Prohability per Year (in 1999). The table values are approximated over
all inclinations for a cross-sectional area range of 5 to 40 m2. Ttre cross-sectional
area is defined as the area viewed from one orientation, and is approximately 1/4
of the total surface area for simple convex.shapes.

For GEO satellites, we may use'alternate forms of probability of collision equations
which are more convenient due to the physically and dynamically different environ-
ment [Johnson and McKnight, 1991]. The objects have lower oiuita velociries and
most reside in a narrow latitudinal band resulting in a distinct contrast to the more
randomly distributed T FO environment. The hazard in GEO appears to be about a
decade behind LEo, but the GEo population will grow quickly because there are
fewer natural sinks.

While we can determine the expected rate of irgpacrforcertain sized-meteoroids
and debris relatively easily with one of the available orbital debris environment
models,-determining the hazard to a spacecraft is not as straightforward. Christiansen
et al. [1992] outline this process as:

1.. Determine failure or damage conditions for the mission

2. Determine impact conditions causing failure or damage

3. Determine likelihood of failure (integrating the step 2 equations over the flux;
direction, velocity, and projectile characteristics from debris environment
models)
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Assess sufficiency of the design

Modify the design or requirements, if needed

Due to the dynamic nature of the debris environment, the best strategy is to inte-
grate debris awareness into all phases of the design pfocess. However, it will be

increasingly expensive to actually implement any system changes the later in the

design process. Special attention to the protection of mission critical systems may still

be considered late in the design process.
The first step mentioned above entails determining what constitutes a failure or

unacceptable mission degradation. This is something each spacecraft may define dif-

ferently and will influence the hazard assessment. For the Intemational Space Station,

loss of a module or loss of life may be the unacceptable damage level, while for an

unmanned spacecraft it may be loss of any critical system, such as attitude control.
The second step depends on the many unknowns of the projectile and the spacecraft

structures. In order to proceed with the hazard analysis, we must derive some kind of
equation relating damage to projectile characteristics. For pressure vessels, where
penetration will have serious implications, a ballistic limit equation is determined
which relates the projectile characteristics to the penetration ability for a specific
spacecraft wall. Researchers have determined equations for single walled spacecraft
and multilayered shielding configurations [Hayashida and Robinson, 1991; Chris-
tiansen et al., 1995; Christiansen, 19931. Armed with the performance equations for

the spacecraft surfaces, we can determine a probability of failure by integrating over
all the expected projectiles from the debris models (step 3 above). The next step is to

determine if the probability of success is sufficient for the mission. If the probability

of success is not sufficient, then we need further protective measures or design modi-

fications. The RADARSAT mission is an example of a spacecraft that did not have an
acceptable level of risk after the preliminary design. Approximately 17 kg of shielding
was added to reach a comfortable level [Warren and Yelle, 1994].

Debris Protection

We often describe the expected damage of a debris impact, to first order, by the
relative kinetic energy of the impacting object. For a relative impact velocity of 10

km/s, a 100 g fragment (G10 cm diameter) possesses the kinetic energy equivalent to

I kg of TNT. On the smaller end of the scale, a 1.6 mm debris object has the same
kinetic energy as a 9 mm pistol slug. The amount of energy absorbed by the structure
and the level of damage is highly dependent on the impactor characteristics, satellite
structure and location of impact. Thus, it is difficult to determine the effect of a hyper-
velocity debris impact on a satellite without a considerable amount of specific satellite
and collision information. Nevertheless, a 100 g object impacting at l0 km/s will
produce extensive damage on any satellite, and would destroy any small, compact
satellite, given a center of mass collision.

Spacecraft will encounter micrometeoroids and orbital debris during their func-
tional lifetime. However, there are passive and active means to protect them from most
debds. Passive means include shielding and redundancy, while active generally refers
to collision avoidance. Burnper shields are effective for passive protection against
fragments smaller than I cm in diameter (mg range).

Figure 21-4 qualitatively shows how effective shielding systems are at defeating
an impacting particle. The bottom curve is for a single sheet wall, while the other
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Fig.21-4. Ballistic Limit Curves for Several Sateltite Wall Configurations. This figure
qualitatively shows the penetrating diameter of an impacting projectile vs. the impact
velocity for a single wall and two shielding options. The three seciions of the shielding
curves correspond to projectile deformation, projectile fragmentation, and projectile
melt or vaporization, respectively, as the impact velocity increases. This assumes
spherical alumin um projectiles.
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This highlights the main function of the shield: to break apart the impacting object so
that its debris will hit the backup layer(s) over a larger area, causing less damage.

The ability of the shield to lessen the effect of the projectile's impact is directly
proportional to the shield's ability to'break it apart. The optimum situation occurs when
the shield and projectile fragments vaporize or liquefy. In this state they present less
hazard to the backup layer(s). Testing by NASA has shown that the ratio tr/d, where d
is the impacting particle's length, is around 0.1 to 0.2 for a functional shield [Cour-
Palais, 19791. This range is good for aluminum-on-aluminum impacts in the velocity
range 5-12 km/s. We obtain more beneficial effects if the shield has a low melt-
ing point and high mass density, both of which will produce more damage to the
projectile and a lower probability of solid particles striking the backup sheet [Cour-
Palais, 19791.

The equation for determining the "optimum" backup sheet thickness, /6, aSSumeS
that shield and projectile debris are mostly in molten or vaporized states. For a basic
form of aluminum (7075-T6), the equation for the condition where the backup sheet
will not deflect, rupture, or spall is given by Cour-Palais [979]:

(2r-2)

where t, is the backup sheet thickness in cm, nr is the projectile mass in g, v is the
projectile velocity in km/s, S is the spacing in cm, and an empirically derived constant
C = 41.5 +14.0 (cm3g-1km-ls).

The optimum design of a shield depends on the physical properties of the projectile
and its velocity. A design which works at one speed may not be as effective at other
speeds due to the characteristics of hypervelocity impacts. Also, the composite and
sandwich construction methods common on many commercial spacecraft have differ-
ent ptoperties than simple aluminum structures [Taylor et al., 1998]. System designers
should look for the latest references because the science and art of shielding progresses
rapidly.

Structures such as the International Space Station must have extensive shielding to
survive the particle environment. Multilayered shielding will greatly reduce the prob-
ability of a penetration to the pressure hulls of the Station. Other spacecraft also have
vulnerable systems and components that must be protected to ensure a successful
mission. Mission critical systems and components must either have special shielding
from debris, or be shielded by less critical structures. An understanding of the debris
hazard can help spacecraft designers to minimize the cost of the spacecraft by design-
ing survival into the vehicle from the beginning. TabIe 2l-4lists some common sense
design guidelines.

Debris Avoidance

Some satellites may face a significant hazard due to trackable objects. In this case,
designers and operators may need to use passive and active avoidance techniques.
Passive collision avoidance rnethods include minimizing the size (cross section) of the
spacecraft, either by reducing the actual size or controlling the attitude to have a
smaller profile with respect to the debris impact directions. For most LEO spacecrafq
the normalized average relative impact rates by spacecraft surface are: 10 km/s for
leading edge + 45",2kmls for surfaces 90o to the ram direction, I km/s for trailing
edge, 0.1 km/s for space pointing, and 0.01 km,/s for Earth pointing surfaces. Operators

Orbital De
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could also place the spacecraft in a less populated orbital regime; however, this is not
possible for most missions.

Debris Mitigation

Launch system designers should plan their scenarios to reduce launch-related
debns such as protective shrouds, separation devices and expended rocket bodies.
They should not allow this hardware to reach long-lived orbits. Historically, an
average of ttuee large pieces of debris are produced from each successfirl miJsion.
However, the launch process probably generates many more nontrackable pieces.

As a satellite is inserted into its final orbit, we should take chre not to produce
debris during the last impulsive maneuvers. A major source of debris in the past was
exploding rocket stages. Some of these propulsion-related explosions occo.r"b d*ing
attempted burns while others resulted from inadvertent mixing of hypergolic fuels oi

. Design for end-ofJife environment.

. Have a "debris experf'on the project.

. Make sure everyone on a project is familiar
with the debris hazard.

. Perform a cost-benefit tradeoff study of
systems to allow for degraded performance
due to debris (e.9., thermal control, power).

. Orient sensitive objects that must be
exposed to space on the spacecraft's
trailing edge or facing the Earth to decrease
particle strikes.

. Make critical systems r.edundant.

. Don't create or leave debris in orbit,

. Shield,or shadow sensitive surfaces and
systems with less sensitive components
when possible

. Recognize that impacts of small debris
make surfaces more susceptible to atomic
oxygen damage and degradation.-

. Consider possible damage beyond
perforation: spallation, high-velocity
fragments from impact site, impulsive -
loading, and plasma from particle strikes on
solar arrays (leading to possible electrical
discharge).
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tank overpressurization years after the rocket's last use. Designers corrected this
problem on many rocket bodies by venting the fuel or conducting an idle burn.

Before we declare a satellite operational, we must deploy its solar panels, uncover
its instruments, and stabilize its orientation. Given the present design of satellites, all
these activities may release hardware into space. As a satellite operates and ages, paint
chips off and small pieces of hardware work themselves free, creating more orbital
debris.

Once that satellite or rocket body ceases to perform a useful purpose, we may
consider the entire system to be debris, and we should remove it for the sake of the
remaining operational payloads. We should add this mission termination phase to
the mission profile, using propulsive maneuvers to put it into a disposal orbit or re-
entry trajectory. We use disposal orbits mostly for GEO satellites, while reentry is
most economical for many LEO orbits. We must consider these maneuvers in the
design process to control the growth of orbital debris. Regardless of our regime, all
energy sources should be passivated (e.g., fuel and pressure tanks vented, batteries
safed, and momentum wheels despun).

The design decision in response to orbital debris.is basically a cost balance between
design and risk costs. As discussed in Sec. 19.2, the risk cost is the expected cost of
failure. This value is simply the probability of a debris encounter causing a failure
times the cost to compensate for this failure. This may entail accepting degraded
performance or launching a substitute. A worsening debris environment may increase
the space segment failure probability (Sec. 19.2) which we can offset by changes in
design such as shielding, redundancy, or avoidance maneuvers. Each of these counter-
measures exact a financial burden of increased direct costs (design and manufacturing)
and indirect costs (launch and maintenance), yet may result in greater reliability for all
space systems.
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Design of Low-Cost Spacecraft

Rick Fleet er. AeroAstro

22.1 Designing Low-Cost Space Sys.rems
22.2 Small Space Systems Capabilities and Applications

Abilities of Small Space Systems; Emerging Miniature
and Low-Cost Technologies ; Potential Applications

22.3 Applying Miniature Satellite Technology ro FireSar
22.4 Scaling from Large to Small Systems
22.5 Economics of Low-Cost Space Systems
22.6 Annotated Bibliography on Low-Cost Space Systems

Until about 1990, conventional satellite technology focused on relatively small
numbers of highly capable, complex spacecraft. Recently, spacecraft have become
more diverse, with the largest spacecraft now complimented by new systems using a
larger number of smaller spacecraft in low-Earth or6it. While these are iower cost than
ttreir predecessors, this chapter focuses on the lowest tier of spacecraft cost to examine
the particular methods and attributes characteristic of minimum-cost spacecraft. In
certain applications these lower cost, smaller, simpler spacecraft are more effective.
we will examine the tradeoffs between conventional technology and what is now
referred to as minia.ture satellite technology or microspace. We will also consider the
,most successful applications for minimum cost spacecraft technology, as well as how
engineering of low-cost and miniature spacecraft differs from that of conventional
devices. Because modern, low-cost spacecraft design is a rapidly evolving technology,
'there are few references. we have included an annotated bibiiography as a guide to
further reading.

Ever since Sputnik in 1957 and Explorer in 1958, spacecraft developers have built
small, simple systems alongside large, conventional satellites. Miniature sateilites fill
specific niches, especially for short-term missions with few users. A miniature satel-
lite typically weighs less than 200 kg, has a shorter mission lifetime requirement, and
is put together quickiy by a small team. with less money invested, and because a
minimum cost spacecraft has far fewer components and lower complexity, a user can
sanction more liberal engineering designs and be more willing to use newer, less
expensive technology, such as more contemporary' electronic components or fabrica-
tion techniques.

The main advantages of miniature satellites are decreased costs and production
times. Military, university, commercial, and institutional space programs sometimes
cannot afford large, conventional spacecraft or take the time needed to build and
launch them.i3
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Since they provide fewer, more modest on-orbit abilities, miniature products have
much simpler system architectures. They achieve reliability through simplicity rather
than through expensive, redundant components. They can be much smaller and lighter
than conventional products, thus reducing launch costs, which typically constitute half
the cost of a satellite system on orbit. Very small devices can often filI small spaces
available on large launchers. For ground transportation, one person can often caffy a
small satellite in a car or on an airline seat.

Military applications of larger spacecraft are vulnerable to failure during launch or

on orbit, as well as to aggressive acts. We currently address these weaknesses mainly
with redundant subsystems, highly reliable components, and defensive counter-
measures, all of which add cost and size. A miniature technology approach would be
to create many small, relatively vulnerable spacecraft, providing the same ability but
a more difficult target.

Small size is not in itself a new feature. The earliest satellites were very small out
of necessity, weighing 5 to 50 kg. In retrospect, it is remarkable how large satellites
have grown, not how small a few satellites are. Table 22-l suneys a sample of the
small satellites launched from 1991 to 1995. Since 1957, larger systems, made possi-
ble by advances in the technology of satellites and launch vehicles, have absorbed the
most engineering attention and resources. However, the continuity in their launch
dates shows that small satellites have played a role throughout satellite history, and are
still useful in specific applications.

TABLE22-1. Selected Small Satell i tes from 1991-1995.These satell i tes are all under
425kg. They performed their missions beyond their expected lifelimes, on the
average.

TABLE 22-1 . Selected Small Satellites
under 425 kg. They perforr
the average.

Mo.
Company/
Sponsor Satellite

Feb Brazil OUU- I

Mar NASA/AF SEDS 1

Apl DoEAANU
AeroAslro

ISES/ALEXIS

Aug Talspazio/Kayger
Threde

Temisal

sep Soulh Korea Kitsat-B

sep Portugal Posat-1

sep lntfrmtrcVAMSAT Eyesat

sep Italian AMSAT
group

Itarnsat

sep Healthsat

Dec DARA/OHB System Safk R

Pakistan BADR-B

Italy BARRESAT

France ENSAESAT 2

France Cerise

Energelics Sattrack

Jan Tech. U. Berlin TUBSAT-B

Feb Germany Bremsat

May DARA,/OHB System Safir R

May lndia sHoss-cz
JUN UK DRA Soace Tech Bes Vef

Jun UK DRA STRV-1 a. 1 994-034c

JUn UK DRA STRV-1b, I994-034t

Aug osc APEX. 1 994-046a

Dec Bussia RS- 1 5A, 1 994-0854

Jan Bussia ASTRID, 1 995-0028

Jan Flussia FATSAT-I.1995-002

Mal Mexico UNAMSAT

Mal Russia Techsat-1

lsrael oFFEO-3. 1 995-01 8,

Apr osc ORBCOMM FM1,19!
& 1 995-02

Apl NASA MtcRoLAB- 1, 1995-

Apr Germany GFZn, 1 995-0204

Jun USAF STEP.3

Jul France Cerise. 1 995-0338

Jul Spain UPM.SAT

Aug Chile FASat-Alfa

Mo.
Company/
Sponsor Satell ite Mission

Mass
(ks)

Launch
Vehicle

1991

Feb USSH Kosmos 2125-2132 Military Comm. Sats 40 ea. SL-8

Mat SDIO/DSI cRo Hesearch (3 sats) Space shuttle

Jun USAF/DSI ISES/REX Comm Flesearch 85 Scoul

Jul DSI ASTPAightsat Comm. (7 microsats) 23 ea. Pegasus #2

Jul U. ol Surrey UoSAT 5 Communications 49 Ariane 4

Jul Tech. U Berlin TUBSAT-A Communications 25 Ariane

Jul Ball Aerospace LOSAT-X Research Delta 2

DSI ISES Comm. Research 60 Scout

Jul ESIEESPACE SARA Radio Astronomy 27 Ariane

osc/crT ORBCOMM-X (VaSTAR) Communications 1 7 Ariane 4

Jul DARPA,/ONR/DSI ASTP/Lighlsat 1-7 LEO Comms. 22 ea. Pegasus #2

Aug Japan/U-S. Solar A (Yoko) Research 200 M-3S2

Mar DSI cRo Research (3 sats) 70

JUn USAF/DSI ISESiREX Comm. Research 85

Dec Czechoslovakia Magion 3 Scienti l ic )z

1992

SABA Planetary Geophysics 1 4 Ariane

May India SBOSS C Gamma Bay Detector 106 lndian ASLV

Aug Matra/Surey S8O/T Communications 50 Ariane 4

Aug Ko.ean Inst. ol
Tech.

Kitsat-A Comni. Research Ariane 4
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TABLE22'1. Selected Sniall Satellites from 1991-1995. (Continued)These satellites are all
under 425 kg. They performed their missions beyond their expected lifetimes, on
the average.

Mo.
Company/
Sponsor Satellite Mlssion

Mass
(kg)

. Launch
Vehicle

1993

Feb Brazil scD-1 Environmental Data 1 1 5 Pegasus #3
Mar NASA/AF SEDS 1 Tether ExDeriment 57 Detta ll
Apr DoE/LANU

AeroAslro
ISES/ALEXIS Flesearch 109 Pegasus #4

Aug TalspazidKayser
Threde

Temisat Ocean andTratlSc
Monitoring

50 Cyclohe

sep South Korea Kitsat-B Comm, Rasearch cu Ariane 4
sep Portugal Posatl Remoto Sensino EN Ariane 4
sep Intfrmtrcs/AMSAT Eyesat 50 Arlane 4
sep llalian AMSAT

group
Itamsat 50 Ahane 4

sep Heahhsat 50 Ariane 4
Dec DARA/OHB System Safir R Communications il Zenith

19!M

Pakistan BADR-B Remote Sensing 50
Italy BARHESAT Technolo gyll ndustrial CU Ariane
France ENSAESAT 2 Flesearch CU Ariane
France Cerise Miitary Eavesdropping 50 Ariane
Energetics Sattrack Local Positioning 64 Soviet Proton

Jen Tech. U. Bedin TUESAT.B Research 4 Cyclone
PED Germany Bremsat Research 68 Space Shuttle
May DAHA,/OHB Syslem Safir R Communications Zentl

May hdia sRoss-c2 Scientiflc 1 1 4 ASLV
Jun UK DRA Space Tech Res Vehicle Test New Tech. (2 sats) 50 Ariane
Jun UK DRA STRV-1a, 199+034c, Component Testing JI Ariane
Jun UK DRA STRV- 1 b. 'l 99,rc34b Component Testing 53 Ariane
Aug osc APEX, 1994-(X6a Research 262 Pegasus
Dec Russia RS-154. 1994-08sA Communications 70 SS-19 missle

1lXE

Jan Russia ASTR|D, 1995-0028 Science and Tech. 28 cosMos-3M
,JZn Russia FA|SAT.I. 199+002C Fon/vard Communications 1 1 5 cosMos-3M
Mar Mexico UNAMSAT Research 1 2 Slart-1
Mar Russia Techsat-1 Test Momentum Wheels Starl-1

lsrael oFFEQ-3. 1 99$01 8A Astronomical Exp€riments JO oFFEO-3,
1995-0t8A

Apr osc oRBCOMMFM1.1995{1
& 1995-02

Global communications 47 Pegasus

AU NASA MTCHoLAB-1, 1995-017 Weather 76 Pegasus
Apr Germany GFZ-I. 1995-0204 Passive Reflector 20 Progress M27

Rocket
Jun USAF STEP.3 Memory Experiments 2ffi Pegasus XL
Jut Franca Cerise, 1995{3:tB Eavesdropping 50 Ariane
Jul Spain UPM.SAT Comm. Research 44 Ariane
Aug Chile FASat-Afa Research 50 slcFt-1
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Early Space Sjstems
The earliest satellites were small because the first launch vehicles' payloads were

limited. The satellites often had lifetimes limited by on-board battery power because
they had no solar panels. They carried either simple analog transponders or simple
beacons for researching signal propagation. The Echo series were passive reflectors
formed of metallized polymer balloons.

Virtually all of today's satellite applications appeared in the first 10 years of

satellite development. For example, the Telstar series first demonstrated television and
telephone relay. In size, mass, power, and orbit these satellites resembled today's
typical small satellites. They proved that satellite-linked TV was effective and

desirable, thus blazing the trail for the large geosynchronous communications

satellites in commercial and government service today. Several small Earth-
surveillance systems had flown by 1961 . The irrst weather satellite, Tiros 1,,flew in
1960. VELA was one of the most successful small, Earth-observing satellites. Built by
TRW for the Air Force and Department of Energy and weighing I52kg, VELA sat-
eliites were the first to provide data from space conceming nuclear weapons testing on
Earth. Though initially flown as an experimental satellite and developed by a small
group in 18 months, VELA provided years of valuable reconnaissance service on
orbit.

Radio amateurs were quick to see how they could apply satellites to comnunication
and education. In l96i the 5-kg OSCAR | (Orbiting Satellite Carrying Amateur
Radio) was the first of a series of satellites radio amateurs built and operated world-
wide. Now numbering about 30 and spanning over 35 years, almost all of these
satellites have exceeded their operational design for on-orbit lifetime. The first com-
mercial comsat, Early Bird, which weighed just 39 kg, was flown in 1965.

Continuing Applications of Miniature Satellite Technology
Between 1965 and 1985, space-faring nations deemphasized small satellites in

favor of getting the most sophisticated performance from on-orbit resources. Because
the United States was committed to crewed flight, including the lunar landing, we
developed large boosters. Larger boosters also became available for placing large
payloads into geosynchronous orbit, revolutionizing global communications and
creating the infrastructure in place today.

As space systems rapidly grew in size, vigorous small satellite programs continued
but without much attention from either the public or mainstream aerospace engineer-
ing. For example, several amateur radio satellites were developed using technologies
and design approaches previously untried in spacecraft. They also continued to apply
simpler, less expensive devices which were rapidly vanishing as satellites became
larger and more complex. These small satellites employed photovoltaics to charge
NiCd batteries for on-orbit lifetimes of several years. They carried VHF, UHF, and
microwave transponders and had a range of operating modes controlled by ground
command.

Small satellites often played a role behind the scenes in developing military sys-
tems. Very small'devices were routinely flown to provide on-orbit targets and signal
sources for tracking systems. These satellites usually carried active sensors which
sensed their RF and optical environment and relayed the data back to ground stations.

Many nations have entered the space community through launches of small satel-
lites, including Canada, France, Italy, England, Korea; Portugal, Sweden, Denmark,
UK, Israel, Spain, Arggntina, Chile, Mexico, Malaysia, Denmark, Japan, Germany,
Czechoslovakia, India, and The Netherlands.

Modern Low-Cost Systems
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The ALEXIS (Anay of Low-Energy X-Ray Imaging Sensors) l20kg satellite, built
in 1989 and launched in 1993, was representative ofthe increasing utility afforded by
small, low-cost satellites. The payload required anti-Sun orientation with a slow 2-rpm
roll about the Sun axis. This special,stabilization requirement, plus the need for obser-
vation times of one month to one year, made this payload incompatible with larger
spacecraft catering to multiple payloads. The ALEXIS spacecraft bus, developed for
Los Alamos National Laboratory, weighs only 45 kg without its payload of scientific
instruments and costs about $3M. Yet it supplies 55 W of continuous power to the
payload, buffers 1 Gbit of science data between downlinks to a single ground station,
provides all spacecraft guidance and position data, and offers telemetry down and
uplinks at 750 and 9.6 kbit/s respectively. Built for a 6-month on-orbit mission
ALEXIS has provided over 6 years of on-orbit science operations and remains in con-
tinuous operation as of mid-1999.

Chemical Release Obsemation canister (CRO), another advanced miniature satel-
lite program, is a group of three small satellites, each carrying 25 kg of hydrazinic
chemicals. Designed to eject the liquid chemical for optical observation from the
ground and from the Shuttle, the satellites provide simple telemetry of the payload
state (temperature and pressure) and respond to various glound commands. The satel-
lites are aerodynamically stabilized to weathercock and fly oriented along their veloc-
ity vector. Built and flown for under $1M each, CRO was a highly successful
application of a minimum cost spacecraft.

Since the success of the OSCAR l0 satellite in 1983, miniature technology has
become an increasingly important element of hardware programs and systems archi-
tecture studies. OSCAR 10 provided analog and digital communications from a
Molniya orbit to amateur radio operators for about 14 years. Since 1965, OSCAR-
series satellites built by volunteer developers with limited budgets have demonstrated
part of the potential of rniniature satellite technology.

Figure 22-1 addresses one reason these small systems have become so important.
The dramatic miniaturization of the electronic components composing most satellite
payloads implies that the spacecraft could do as much or more while becoming
smaller. But conventional satellites have increased their mass by three orders of mag-
nitude despite the mass of some components shrinking by as much as four orders of
magnitude. Miniature satellite devices built with advanced technology can do much
more than the very large, costly devices of only a decade ago.

Computers are another instance where miniaturizing has provided highly capable,
affordable machines. Miniaturizing has also changed the way we use these machines
and greatly expanded their applications. The computer revolution came about because
we thought of how to apply new technology in new ways. The techlology is in place
to create a new class of small, inexpensive, and highly capable space systems. Our
challenge is to identify how to apply these new methods and products.

22.1 Designing Low-Cost Space Systems

Although we can design for low cost in different ways, some general rules apply
based on space-system development, launch, and operations costs. Launch costs are
often quoted simply as a linear function of mass on orbit for various orbit classes. This
simple model implies that achieving very low mass automatically minimizes launch
costs. But achieving low mass at low cost requires minimizing payload requirements,
redundancy, and size. By including the mission performance requirements as part of
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the design process, miniature technology tries to lower launch costs not by cost-saving
measrues applied to complex satellites, but rather by minimizing the requirements
imposed on the spacecraft.

The single most significant factor driving ultimate mission costs will be the system
performance requirements. Unfortunately, these requirements are often determined
independently by the user organization before the design process begins. This practice
is encouraged by engineers who complain that they can't design without specs to
designto! Thrc small satellite system attempts to provide a valuable capability within
a severe set of volume, mass, power and complexity constraints. Only by tailoring
requirements to that which can be realistically fit into this limited rpsoruce envelope
can the small satellite design exercise come to a successful result. Typical tradeoffs
which should occur in the ea,rly phases of ttre desigri process incltrde reduced data
storage and downlinking in favor of more onboard processing, reduced pointing and
stability requirements vs. more adaptive sensors and acfuators, and reduced power by
careful design of payload instruments or reduction in duty cycle, leaving open the
possibility of a multiple satellite system which in combination can provide a higher
duty cycle and more frequent ground coverage.

Because launch resource is not a standard commodity, pricing in cost per unit mass
is misleading. Very smal.l launch resources, including the Ariane ASAP, Space Shuttle
Hitchhiker and small payload space on most other major launch systems, often have a
single price per payload up to a maximum mass. Hitchhiker and ASAP payloads are
in general not mass but rather volume constrained. Thus, we need not spend payload
development resources on very lighrweight structures, as well as the detailed analysis
and testing needed to design and verify them. The standard Hitchhiker canies 68 kg
for as little as $150,000. The resulting cost of 92,200 per kg is about 107o of standard
launch costs on a per unit mass basis. Maybe more significantly, the total cost is O.IVo
to l%o that of larger spacecraft.

We must keep in mind that these systems are secondary payloads-flown "stand-
by" and without a guaranteed launch date. If we build the payload to allow minimum

o
a oAo.2 *,l1li,-. "HF,



860 Design of Low-Cost Spacecraft

suppoft at the launch site, integration into a range of launch vehicles, and maximum
flexibility in orbit requirements, we can minimize costs and program delays.

Dedicated small launch facilities, such as Pegasus or Shavit, price launch space per
flight rather than per unit mass. Thus, we cannot save money by reducing mass below
our allocation. In fact, because Pegasus and Shavit use solid propellant, they must
carry ballast if the payload mass is too low. As a result, we should avoid radical design
changes to shave mass, for these changes would require us to spend a lot of money
unnecessarily on materials, fabrication and analysis.

Reducing costs is often erroneously associated with increasing mission risk. Con-
ventional systems offer verifiable savings in expected cost of failure by lowering
failure probability for an expensive mission. But if the program budget exceeds our
available resources, we may have to abandon the program. This programrqatic risk is
mitigated by choosing missions achievable with a minimum cost approach.

One way to save money in designs using miniature technology is to dispense with
full redundancy, thus risking a single-point failure. But net risk may in fact be lower
for a small nonredundant system. This is because redundancy requires selection and
switching mechanisms to arbitrate between elements. In miniature technology, we
choose to back up only critical systems with known low reliability. In a system of n
components each having a success (lack offailure) probability, Ro, the overall reliabil-
ity of the system is

R= RI (22-L)

Since the number of components, n, nominally scales with mass, a minimum cost
small spacecraft may have n l%o as large as a larger spacecraft. Thus, the small system
can use parts with 99.997o reliability and achieve the same reliability as a large system
spending much more money to buy parts with 99.9999Vo reliability. Or, using the same
part quality the little spacecraft will be more reliable. Thus the reliability gained in a
larger system via redundancy is achieved in the smaller system through reduction in
the number of parts. In fact, parts failure is no longer the major cause of spacecraft fail-
ure. Rather it is human errors in design and operation, which are in part the result of
increased system complexity. Here too, a'smaller, simpler system has a significant
reliability advantage.

In practice, miniature satellite systems have an excellent record of success. The
world production leader is AMSAT, the satellite organization for radio amateurs. Every
one of their over 30 satellites has been successful over 35 years of development
programs spanning many different development teams and missions. Their record
stems directly from miniature technology's simplicity, its development process, and
its organizational elements, as discussed below. Single-string design is riskier as it
becomes more complex. The relatively simple design and subsystems in small satel-
lites make them more reliable.

Low-cost space vehicles must be small enough to be assembled by a unified group
with common goals. In.a small design team, every member of the group has a direct
link to every other member. They negotiate interactively and communicate efficiently.
The team members take the minimum risk path to achieve the savings they mutually
seek. Large, segmented development organizations have trouble working in this close,
cooperative way.

The team designing a miniature satellite must consist of engineers with breadth and
depth. Each specialist needs to understand the requirements driving the overall design.
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Designing Low-Cost Space Systems

A small team can produce unexpected innovations because each member can appreci-
ate the problems of other members. Teams suffer if they lose a key person. This vul-
nerability can be even higher in small teams because every team member is essential.
lvlanagers of small programs need to ensure that each member worls with a "buddy"
who, though the buddy may be focused on another aspect of the progr:rm, understands
to some extent what the engineer is doing. In the event of loss of that engineer from
the program, the buddy can take on his or her tasks and responsibilities while the team
redistributes work.

A small organization trades resources freely across disciplinary boundaries. No
team member takes any resource for granted or "owns" an allocation. The program
manager communicates concems about cost throughout the group. The 

-efficiehcy

possible in a small group is so valuable that the individuals often work much harder
rather than bring more communications and management burdens to the program. The
spacecraft team can carefully explore and negotiate every systemsJevel requirement
with the users in order to show them how to save money. Flexibility on both sides can
cut costs dramatically. A small program should plan to inyest in automated design and
analysis tools. These tools reduce team labor hours, but more importantly they help to
get the job done without team size inflating beyond the size (about 20 people) which
allows close team interactions. Similarly the project should plan to subcontract
specialized functions to keep the team as small, focused and interactive as possible.

A satellite program expends much of its resources on the ground station which may
operate two or three times longer than the satellite development program and require
expensive full-time staffing. To avoid the capital and maintenance costs for a large
ground station, it is best located at the uset's site-preferably in the user's office.
Small satellites can be simple enough to be built arouud the usel's personal computer
and operated as a computer-conffolled, laboratory appararus.

Technologies employed in the ground station include computing systems from the
consumer market, such as a PC-based station confioller, read-write optical disc
archiving, and comr-nercial input-output cards. Because antenna costs increase rapidly
with gain, we engineer the link based on the best antenna gain achievable at low cost.
Sophisticated ground-station software eliminates most of the need for operatoi inter-
action and provides a simple, user-friendly interface requiring little special training. -

The computer is the only interface to the ground-station equipment, so the user need
not understand any other equipment interfaces.

The program review used to develop conventional satellites is inappropriate for
miniature satellites. For conventional program reviews, one person represedts each
department while other members keep working. But for the small satellite team, a
department" may be one person. Thus, for best efficiency, teleconferences and
smaller, less frequent Technical Interchange Meetings replace conventional reviews.
Usually, the members directiy involved in a given issue meet; rarely does the whole
group need to attend.

Program costs depend on schedule about equally in large or small efforts. But
because miniature satellite programs are short, delaying a few months can inqease
cost significantly with respect to the total development budget. Therefore program
managers must take the schedule seriously, always looking for means to finish and
launch the spacecraft as quickly as possible.

Like program management, quality assurance is a subfunction carried out within
the team developing a miniature satellite. No single individual or discrete organization
handles it. The team works case-by-case in deciding on fabrication standards, compo-
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nent qualification, or requirements for derating and previous flight experience. The
same is true for applying specific fabrication standards or for inspections. This method
allows the system engineer to reduce or eliminate quality requirements if their cost
outweighs their contribution to the,probability of success.

An example of selectively applying quality assurance standards is in the design of
a spacecraft mass memory, which contains single controller and input-output (VO)
devices managing a large number of mass storage devices. Failure of one of the control
or VO devices is catastrophic. Because there are few of these devices, we can justify
specifying highly reliable, highesrgrade (and hence high cost) components. On the
other hand, failure of one or even several of the many memory components is not par-
ticularly serious. Further, procuring many of these devices at very high standards is
expensive. Thus, we procure memory for much less money at lower standards of qual-
ity and reliability.

Occasionally, a key component not previously used in spacecraft may improve per-
forrnance or save money. With lower reliability requirements and the flexibility to
consider parts individually, we can decide whether to apply the component, based on
the following:

. Whether its failure brings catastrophe or merely degrades operation

. How well we can simulate its space operation

. How much not using the component would cost in performance and resources

. Whether we can meet system reliability goals with it

Saving money in testing does not necessarily imply higher risk of on-orbit failure.
Here again the simplicity of miniature technology allows a different, more individual
approach. The program manager may opt to eliminate subsystem and component tests
in favor of a full system-level qualification. This decision does not reduce probability
of mission success. In fact, simulating the space environment achieved in testing may
be more accurate for the integrated system test approach because each part will be
qualified while operating with actual flight interfaces. The tradeoff is in program risk
vs. program cost. If many component or subsystem flaws exist, they are more easily
corrected at the subsystem test level. On the other hand, if few failures occur, we
should rely on the integrated system test, which eliminates long testing of subsystems
and components.

Miniature satellite testing should take advantage of the system's simplicity. Wher-
ever possible, we should use the actual flight and ground hardware for all tests, thus
raising confidence that all system elements will actually work together in flight while
lowering investment in simulations, test fixtues, and facilities.

Every mission develops with overt or subtle political pressure to satisfy the widest
possible constituency. Conventional products typically carry a number of discrete,
often unrelated payloads supporting many users. But programs using miniature tech-
nology cannot bear the complex payloads or engineering and management interfaces
arising from this constituency building. To maintain the tight program staffing and
focus needed for close communication, we must control complexity. Further, unless
we limit spacecraft mass and volume, we may lose a launch niche. Increasing launch
costs pressure us to provide higher reliability through redundancy, formal program
controls, discrete quality assurance, and increased paperwork and subsystem testing.
Instead, we should usually split demanding payloads into separate programs rather
than lose the advantage of miniature satellite technology.

Small Space System
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o1 7 Small Space Systems Capabilities and Applications

Earlier, we pointed out that trying to lighten structures beyond a practical minimum
mass made designs more complex without reducing launch costs. A conservative, sim-
ple design helps us avoid complexity in the miniature sateuite program. The program
cannot support independent specialists analyzing various thermal, mechanical, stabil-
ify, and other properties. Designing conservatively elirninates detaited analysis, thus
maintaining the small development team and keeping the program within cost and
schedule.

we can also justify less analysis because the small spacecraft's physical dimen-
sions support smaller thermal gradients. Simultaneously, their vibration-resonant
frequencies tend to be high whereas applied moments are low, owing to short unsup-
ported structure lengths. Wall thicknesses typically depend more on scrbw thread
depth requirements and machining tolerances. Thus, designs often include substantial
structural and heat transfer margins. Finite element modeling can then be eliminated
in favor of an alyzing the overall system and a few critical parts.. Therefore, we can save
time and resources and need not hire more people to develop, run and maintain com-
plex models and simulations.

22.2 Small Space Systems Capabilities and Applications

22.2.1 Abilrties of Small Space Systems

Smaller space vehicles can support only one or two features of the most capable
systems; larger systems dominate when we need many features. Thus, we will survey
what small spacecraft can do with the caveat that we must normally customize them
to each user's requirements. Although we can probably increase a parameter's perfor-
mance if an application depended on it, we usually gauge what is possible against what
has already been done or, at least, is in development.

Table 22-2 lists some of the common guidance and control techniques that have
special merit for small-satellite programs. Chapter 1l discusses satellite stabilization
in more detail. One oplion---no stabilization hardware at all-is a simple and therefore
attractive alternative for small-satellite applications.,To achieve downlink margin and
adequate power in any attitude, satellite antennas need to have spherical coverage and
solar cells must be distributed over the entire satellite surface. Many conventional sat-
ellites require gain antennas for two reasons. First, the satellite is in a high orbit and
hence distant from the ground station. Second, the telemetry rates required by multiple
on-orbit operations increase the load on the radio link. We do not need antenna gain
or stabilization to operate small satellites only a few hundred kilometers above the
Earth's surface with a single, low-data-rate mission.

Passive stabilization, either aerodynamic, magnetic or gravity gradient, is often
used to minimize cost and complexity, Aerodynamically stabilized satellites are
simple but must be in very low orbit to be effective. Because orbital decay shortens the
mission life to less than one year, we should use it only in low-cost systems. Gravrry
gpdient torques can passively stabilize a satellite in an Earth-pointed orientation.
Small satellites have used this configuration for increased radioJink gain and imaging
of the Earth's surface. Permanent magnets may also stabilize a small satellite by align-
ing it with the Earth's magnetic field. This technique often combines with spin
maintenance schemes using solar radiation pressure. Completely passive and highly
reliable, the technique can also allow about 3 dB oflink gain.
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Technique
Typical

Performance Advantages Disadvantages Example

Unstabilized NA urmpre No gain in antenna or
solar array

GLOMR

Aerodynamic 110 deg
Aligned to
velocity vector

Very low orbits only cRo

Gravity Gradient t10  deg Earth-oriented Damping and upset
problems

UoSatl

Passive
Magnetic r30 deg No active

components
Limited to magnetic field
al ignment

OSCAR 4

EarIh-oriented
Spinner

15 deg
Earth-oriented for
part of orbit

Requires active control oscAR 13

Sun Spinner t2 deg Best use of Sun Bequires active control ALEXIS
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TABLE 22-2. Guidance and Control for Small Satellites.

Because most small (and conventional) space vehicles are not oriented to the Sun,
and because articulating solar panels are costly and complex, little electrical power is
typically availabie in small satellites. But power has not typically constrained the
design of small, low-cost spacecraft because they:

. Incorporate power management as described below

. Experience only intermittent contact with the ground station during typical
LEO orbits

. Depend on the small satellite's large ratio of surfaca area to volume-i.e.,
since power consumption scales with volume (mass) but solar power by sur-
face area, power requirements drop more quickly than the power available as
size scales downward.

Typical power management measures include:

. Using low-power devices such as complementary metal-oxide semiconductors
(CMOS) wherever possible

. Operating digital components at slow clock speeds to minimize power con-
sumption

. Duty cycling all components not requiring continuous power

. Considering directional ground station antennas to reduce transmitter power
requirements

Most power systems employ standard spacecraft solar panels and either NiCd or
lead-acid batteries. (UoSat E was the first small satellite to incorporate GaAs solar
panels as a means to increase available power in a miniature satellite.) Often, to control
cost, we fly commercial-grade commercial batteries in several parallel stacks. To reg-
ulate charge, we can use simple current control or more advanced, digitally controlled,
highly efficient circuits, &pending on how much performance we must squeeze out of
a system. Much of the risk of employing new, innovative solutions is unexpected
effects elsewhere in a complex system. The simplicity of low-cost spacecraft lowers
the risk associated with innovation. Thus, they often are first to employ new technol-
ogies such as was the case with full-time digital charge control.
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Higher prices per kg are associated with small vehicles such as Pegasus and Shavit
beeause economies of seale favor larger launch vehicles. However, because a small
payload may occupy all or at least a major part of a srnall vehicle, the small payload
operator has more control over launch schedule and final orbit than when purchasing
secondary space on a larger rocket. Secondary payload accommodations being offered
by the Hitchhiker and ASAP programs are priced mainly to cover basic administrative
costs. The Space Shuttle programs offer an unusual value if we can live with the safety,
mass, and orbit limitations of that program. Ariane and Delta offer adapters to carry
many small payloads, and Ariane has launched several AMSAT satellites. These
vehicles have well-established launch records and pricing structures well below small,
dedicated launch vehicles. Both Ariane and Delta offer launches for commercial
payloads.
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Power available in contemporary low-cost satellites ranges from a few watts in
unstabilized, Hitchhiker-sized spheres such as NuSat to over 60 W in Sun_stabilized

Small satellites have provided superior information processing at a very low price.
Small satellites with prices under $5 million are equipped with DSp and pentium and
Power PC microprocessors. Using static RAM or v"ry to* drain DRAM, ttre satellite

Small, low-cost systems have flown with various telemetry and communications

data rate increases, we need more expensive components and new systems elements,
such as a steerable dish capable of the high angular rates of LEO satellites observed
from Earth.

Hitchhiker and Ariane ASAP programs, fix prices up to a maximum allowable carrier
capacity. To spend less money overall, we need to survey existing launch resources
and build to match the largest number of candidate vehicles. In this way, we can get a
quick, cost-efficient ride on the first launcher with available space.

Limitsd to magnetic field
alignment
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22.2.2 Emerghrg Miniature and Low-Cost Technologies

Small satellites depend heavily on increased ability to compute and store data using
low power. An 8.5-kg microsat's capability today was unavailable in the 1/2-ton sat-
ellites of 15 years ago. Digital conimunications and large data buffers ushered in the
store and forward operating mode, which dovetailed with the communications archi-
tecture natural to LEO satellites. Advances in these same areas may further benefit
srnall satellites, but our fear of risk slows applications of new technology to space.
Particularly, concerns over the effects of radiation on integrated circuits in the space
environment have retarded the transfer of digital technologies to miniature satellite
devices. This partly explains why, as terrestrial machines transitioned to Pentium and
Power PC microprocessors, the first 8086 derivative was not used in orbit until the
1990s. Thus, we have plenty ofroom to apply advances in integrated-circuit technol-
ogy to miniature devices.

Whatever progress is made in data manipulation and storage devices, many payload
devices will still have intrinsic power requirements which are hard to reduce. These
include radio transmitters, optical beacons, active coolers, and guidance and control
hardware such as magnetic torque coils and momentum wheels. Better conversion of
solar to electrical power will enable advances in miniature technology devices now
relying mainly on silicon-based photovoltaics and NiCd batteries. GaAs photovoltaics
are becoming common on small spacecraft with even more efficient cells now appear-
ing on the horizon. The major effect of improvements in technologies for photovoltaic
and energy storage will be to increase the scope of orbital functions which miniature
satellite devices can perform.

Often up to 20Vo of spacecraft mass is batteries. Lithium ion secondary batteries are
now transitioning into microsatellites to reduce mass and improve performance.
Momentum wheels are now scaling down in size, mass, power and cost to acconrmo-
date smaller satellites.

Advances in focal plane technology already allow very small satellites to carry
digital imaging over a range of detector wavelengths. Sensitive, dense focal planes can
enable high-resolution imaging with reduced objective lens diameter and poorer
pointing stability. Advanced techniques for compressing image data, as well as
increasing density of digital memory, will ease the burden of acquiring and storing
image data for later transmission to Earth. Commercial organizations and countries
now recognize that a low-cost satellite can perform meaningful imaging. This has
spawned the startup of new commercial imaging companies serving specific market
niches, as well as numerous new government-sponsored remote sensing satellite
projects.

As we continue to reduce electronics size, the aperture requirements will increas-
ingly determine satellite size, mass, and, ultimately, cost. Particularly, high gain
antennas, very fast, high resolution optics, and solar power collection, require large
apertures. Thus, a key technology will be development of low massAow cost deploy-
able optics, solar arrays and antennas.

A satellite on orbit is a type of robot. It is a device rryhich carries out various phys-
ical activities under control of an autonomous, synthetic controllef. As terrestrial
robotic devices become more capable, it ip logical that satellites will become more
capable and more autonomous. This would enable new applications involving
extended periods of autonomy (perhaps for missions,outside of the Earth-Moon sys-
tem), intelligent interactions with other space and terrestrial objects, and coordination
of the behavior of large numbers of small satellites.

22.2 Small Space System
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22.2.3 P otential Applications

develop_ment. In general, larger numbers of satellites caa provide higher bandwidth.
Some of the systems use inter-satellite links to forward signals beyonJ their own foot-
print. others immediately relay communication from the user to a ground station
which feeds the data via the terrestrial network.

Unlike the constellations, satellite clusters consist of large numbers of satellite
randomly distributed in their orbit planes without propulsion to maintain fixed relative
to positions. These satellites are smaller and simpler than those in the constellations.

perform meanlngful imaging. ffis hasi.
ging companies serving specific market

-sponsored remote sensing satellite

the aperture requiiements will increas-
imately, cost. Particularly, high gain
solar power collection, require large

opment of low mass/low cost deploy-
I Th"y can be fit into available space on virtually any LEo launch. In time, such a net-
i  r l , ^ r l z . ' , ^ , ' 1 , . 1  L ^ ^ ^ - ^  f , , l l , ,  - ^ - , - t ^ 3 ^ f  ^ - - ' - ' L '  -work would become fully populated. computer modeling of clusters shows that 400
. satellrtes in random orbits provide 95vo global coverage and lOOvo coveruge from

a device which carries out various phys- ; other orbiting platforms. Thus, the satellite cluster could support both point-io-point
synthetic controller. As terrestrial ground cornmunications and satellite-to-ground links. One significant feature of satel-

lite arrays, either constellation or clusters, to worldwide communications from the mil-
itary viewpoint is its intrinsic survivability. Destruction of I or even 20 of the cluster's
ryempers barely affects the network's overall effectiveness. Presumably the small,
simple, mass-produced satellites of the cluster would be less expensive thin the weap-
on required to destroy them. Their small size would make them intrinsicallv dfficult

loeical that satellites will become more
enable new applications involving
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Fig,22-2. Satellite Cluster. Many small satellites in randomly distributed low-Earth orbits can
provide point-to-point global communication.

to track and would also permit fabrication from materials transparent to radar. Their
intrinsic redundancy and graceful degradation justify applying inexpensive, single-
string design and fabrication techniques which will further reduce cost.

Another application of small satellites is for low-cost imaging. These systems use
advanced focal-plane technologies to obtain frne optical resolution with relatively sim-
ple guidance systems. By using multiple satellites in clusters or constellations,
frequent image updates can be combined with good ground resolution. Smaller, low-
cost satellite can be optimized to specific applications such as agriculture, coastal zone
management or land use and taxation. Several businesses and countries are developing
systems that will eventually eliminate the monopoly of a few large government-owned
systems on optical space surveillance of Earth-bound activities.

AMSAT and several commercial and government organizations are developing or
using small satellites in geosynchronous orbits. AMSAT plans to supplement existing
global digital communications from LEO satellites with real-time digital and analog
communications. Indostar is the first of a new generation of geosynchronous satelliteS
supporting only a few transponders, These small geosynchronous comsats could serve
as on-orbit spares. Moreover, they appeal to smaller corporate and national users
which cannot themselves support a conventional GEO comsat. These users must now
either lease individual channels of a large satellite or become a member of a conglom-
erate such as Intelsat. Using miniature satellite devices with lower capability and price,
smaller users can own and hence control the entire space asset, increasing their auton-
omy and security. Though GEO launch costs traditionally are high, small satellites can
hold down those costs by piggy-backing on a GEO neighbor's launch, if available.
However, few small satellites can take advantage of the GEO orbit.

Measurements of rapidly varying fields over astronomically significant baselines is
impossible with a single satellite. By the time the satellite flies across the region of
interest, temporal variations in the field distort the map. By flying tens to hundreds of
very small satellites in varying trajectories, we can observe spch phenomena as the
charged-particle environments and magnetic-field variations of the Earth and Sun.
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Particularly for solar observations, the desired trajectory energy is quite high, so we
need low salellite mass. small satellites are ideally suited foi this class of
mission-iequiring many spacecraft inserted into energetic trajectories. Due to the
scientific nature and high launch costs of such missions, they are best suited for NASA
and other national science and research orsanizations.

22.3 Applying Miniature Satellite Technology to FireSat
To show how the small satellite conceptual process works, we will look at the

application of miniature technology to the FireSat problem of detecting and monitor-
ing forest fires either nationally or worldwide. This system is challenged to provide
rapidly updated data on a firefront's genesis, topology and local progrcss to the Forest
Service's central office. A network of low-flying reconnaissance spacecraft could
resolve the firefront to a few meters through multispectral imagers. Then the satellite
could find the spread rate by staring at the front during a pass and applying image
processing techniques to the downlinked data. Direct broadcast to the freld through a
geosynchronous comsat would forward the derived data to the fircfighting teams. Such
a system would be highly complex and costly. we believe that this system does not
exist because conventional satellite technology cannot meet the user's recognized
requirements at an affordable price.

Serious forest and brush fres often begin with a simple match or a spark that is hard
to see from an orbiting plaform. one potential solution is to fly very low-resolution
imagers filtered to the near IR. Data on nascent fues would be downiinked to a simple
ground station which could reconstruct the low-resolution images and compare them
with ground truth, such as the locations oflarge cities and other bright areas. The low
resolution and subsequent low bandwidth ryilI allow use of PC-based ground stations
like those already built for earlier small imaging satellites. This solution parallels the
conventional technology approach, but with minimum capability.

A more innovative solution would deploy simple thermocouple sensors from air-
craft, with small nets to catch them in fteetops, where forest fres spread. Fined with a
litirium primary battery and a l-w uplink transmitter, the sensor could simply turn on
(much like an Emergency Locator Transmitter) when its temperature reaches, say,
80 oC, broadcasting its digitally encoded serial number to a simple small satellite for
digital messaging.

After discovering a forest fire, monitors would dispatch an aircraft to the firefront
to drop a denser network of more sophisticated sensors. These sensors could transmit
the local temperature and their own ID number to the aircraft, which would rraintain
a map of the sensor locations by recording them'as each sensor is dropped. As the sat-
ellite overflew, it would receive the sigaals of the upgraded sensors, causing it to
rebroadcast a map of sensor ID numbers and temperafures to the local firefighting
crew. Their ground station would receive a map of sensor ID numbers and locations,
so they could immediately derive a temperature contour map. Figure 22-3 shows the
complete system.

A simple treetop sersor would be inexpensive because it consists of only a beacon,
a battery and a thermocouple. Dispersing t}te sensors could occur during routine
transportation and pakol flights because the sensors are merely scattered. The satel-
lites serving this application would be very small, simple devices, which any sort of
launch vehicle could launch. All firefighting crews would need small, portable ground
stations, and the aircraft deployiirg sensors would use GPS to record location when
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Fig.22-3. FireSat System Concept. The miniature satellite concept for a FireSat syslem
minimizes on-orbit cost by using an array ol sensors for monitoring and for relaying
information about particular fires to firefighters.

dropping each high-resolution sensor. A laptop computer would allow an operator to
enter data as the sensors drop. The ground control stations consist of little more than
the freld units, a small computer, transmitter, receiver and ornnidirectional antenna.

The system described above would provide the following:

Global monitoring of new forest fires from a few ground stations located any-
where on Earth

. Ability to locate firefronts to treetop resolution after identifying a fightable
blaze

Communication of the fire progress directly to the field commander

With this approach, we benef,rt from minimal on-orbit requirements, cheap replace-
ment, and builrin redundancy. With several satellites on orbit, if one fails, the system
degrades only slightly. Any launch to LEO can potentially rebuild the system. Suppli-
ers of miniature satellites can put needed spacecraft on orbit in under a year, and the
system could be operating 18 months after contract go-ahead.

Note that in this example miniature satellite technology is considered a systems
architecture discipline. This designation is accurate and intentional. Miniature tech-
nology is not a special set of technologies used for building conventional capabilitieS
into small, cheap boxes. It is a new way of looking at an application to develop a
solution which doesn't require conventional technology and which a closely-knit team
of under 20 satellite engineers can handle. Using miniature technology architecture, a
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sPacecraft needs only modest capabilities to detect and monitor forest fires. The satel-
lites need only listen for beacons and crudely locate them to within a few kilometers
or tens of kilometers. In the second mode of operation, at the firefront, the uplinked
data from even a few thousand beacons is much less than 1 Mbit.

The 13-cm Microsat cube developed and flown successfully by AMSAT Norrh
America and shown in Fig. 22-4 is an example of the type of miniature technology
device which can meet all of the satellite requirements for the FireSat mission. The
microsats weigh only 8.5 kg and are frtted typically with 8 Mbits of RAM. The unsta-
bilized satellites carry omnidirectional antennas providing sufficient link to recognize
a low-bandwidth, 0.5-W beacon at the Earth's horizon from 800-km orbit.

Fig. 22-4. MicroSat Cube Developed by AMSAT North America. This 13-cm, 8.5-kg satellite
first flown in 1 990 could meet the space segment requirements for the Firesat concept
shoWn in Fig.22-3.

Even in small quantities these satellites can be produced for less than $400,000,
because they are so simple. By using sevelal satellites, the system itselfis redundant,
so each satellite can be simpler, less reliable, and of a single-string design. Lower
reliability requirements allow us to procure commercial-grade components without
special ordering, testing or quality assurance. With this method, we can buy parts
cheaper and design more efficiently by using more modern, capable components. We
can also cut engineering time spent finding qualified parts and working with vendors
to meet program specifications.

Simple mission requirements allow the satellites to be quite small, thus greatly
reducing launch and ground-support costs. In fact, we can ftansport them to a test or
launch site by cdmmercial airliner as carry-on luggage.

22.4 Scaling from Large to Small Systems

The fact that miniature technology devices tend to be physically small means that
physical scaling laws will account for some fundamental differences between minia-
nue and conventional satellite devices. A convenfional device can also be physically
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smalll this section addresses only the engineering differences which become signifi-
cant when we develop a very small spacecraft.

As illustrated in Fig. 22-5, scaling up a simple cylindrical satellite by factor 5 in
linear dimension increases its projected area by 25 and its volume by 125. If we
assume that mass and power consumption are roughly proportional to the volume of
electronics, this simple geometric scaling has implications for the systems designer.
As satellite size decreases, its power requirement decreases faster than its projected
area. So smaller satellites typically do not need deployable solar panels.

Projected
Atea = 25

I
I

|  = 3125

Fig.22-5. Eflect of Scaling Up a Simple Cylindrical Satellite. D is the linear dimension, M is
the mass. and / is the moment of inertia.

As we have mentioned, physically short thermal and load paths characteristic of
smaller satellites usually allow less critical thermal and structural design. The small
satellite of linear dimension I has to conduct 1 unit of heat flux over a maximum
distance 0.5. The larger satellite must conduct 125 units of heat flux over a maximum
distance of 2.5, requiring roughly 125 times more temperature difference between the
satellite surface and intedor. Presumably, thicker structural members in the larger
satellite partly offset this difference, but satellite thermal considerations rarely affect
structural design very much. Similarly, supporting the satellite from its edges (for
example) results in much thicker structure relative to size for a large satellite than for
a small one. This advantage to small size diminishes somewhat because wall thick-
nesses in very small devices often depend on machining and handling limits. Thus, we
cannot build the small satellite to theoretical structural limits, so it tends to be heavier
and a better heat conductor than it would be if designed optimally for strength.

The thermal and structural oversizing typical of small satellites tends to affect
programs positively and negatively. Miniature technology devices tend to be built to
exceed specifications, so they require very little analytical effort to ensure their struc:
tural and thermal integrity compared with conventional technology devices. Also they
rarely require special, costly thermal and structural materials and devices such as high
strength alloys, composites, or heat pipes.

On the other hand, miniature technology devices support the operational payload
on orbit less efficiently because of design expediency and difhculty in manufacturing
very thin, light, small structures. As Fig. 22-6 illustrates, OSCAR 13, a miniature tech-
nology comsat, has much more of its mass devoted to support functions such as
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,, 1 Economics of Low-Cost Space Systems

structure, guidance, and propulsion than the geosynchronous comsat, palapa B, which
uses conventronal technology. only 2r.5vo of oscAR l3's weight carries payload

compared with 34.5Vo of Palapa B's. We cannot precisely compare large
iand small satellites because their missions and operating conditions *" so ditf.t"n't.
putFig.22'6,shows that the key to miniahre systems is not a new technology or trick
'which allows its practitioners a special advantage over conventional systems. It is a
isystems discipline which allows its engineers to meet a user requirement cheaply and
quickly despite its inherent disabilities.

OSCAR 13 W/O Propellant
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illustrates the ditficulty in scaling spacecraft G&C systems for small satellites.

22.5 Economics of Low-Cost Space Systems

To survive as an industry, low+ost space systems must be more cost effective than
space- and ground-based altematives. To confrrm savings, we must verify that we can
complete and fly hardware successfully at low cost. The value to the user must be at
least as large in proportion to cost (including accounting for risk) as competing alter-
natives, such as conventional technology.

Experience in some of the more recent small satellites illustrates the range of costs
which can be expected in a small satellite program. Table22-3lists approximate pro-
gram costs for some small satellites (in 1990 dollars).



TABLE 22-3. Cost Experience for Selected Small Space Systems'

Satel l i te
Mass
(ks) Stabil izat ion Developer

Approx.
Cost Comments Year

oscAB 10 &
I J

100 Spin AMSAT $250,000All volunteer
engineering staff

1  981

CBO 70 AerodynamicDoE/USAF $ 1 M 1 980

GLOMR 6B None DARPA $ 1 M Cost includes ground
station

1 986

ALEXIS 45 Spin DoE $3.5M Cost includes ground
station

1 993

Uosat E (typ) 6 1 Gravity-
gradienl

U. ol Surrey $ 1 M Commercial/U niversity
Cooperative

Microsat 8.5 None AMSATMebeT $200,000Student and faculty
suppon

lndostar 600 3 axis Orbital $1 50M Prel iminary Cost
Estimate

SAMPEX t ca t Momentum
Bias

GSFC/NASA
Small Explorer

$35M 1st Small  Explorer
Mission

1 992

Clementine 424 3 Axis NRULLNU
BMDO/NASA

$70M Lunar imager & f irst
detection of lunar ice

1 994

ASTRID 1 & 2 27 Spin Swedish Space
Corp./SNSB

$1.4M- Earth & Space Physics 1 995&
1 998

HETE 120 3 Axis MIT/AeroAstro $12M- ' Gamma ray burst
detection. Launch
vehicle fai lure.
Awaiting reflight.

1 996

NEAR 805 3 Axis JHU/APL
NASA

$1 50M Asteroid Rendezvous 1 996

SAPHIR-2 55 Gravity-
gradient

OHB System
(Germany)

Communications:
messagrng

1 998
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-lncludes launch
.tlncludes Scienc,e Instruments, BU'S and Multiple Ground Stations

We can easily survey small-satellite programs and demonstrate their low cost
compared with conventional satellites. Understanding the basis for this cost difference
is more complex. The cost pyrarnid in.Fig.22-7 is one way of explaining the dramatic
difference between miniature and conventional costs for a small, astronomical satellite
proposed as a university research program to NASA. The pyramid tracks cost growth
in translating a hypothetical miniature satell i te program to a conv€ntional program
with similar opprational specifications. The pyramid topology is apt because each
extra cost adds to the previous cost. Thus the cost gr-owth is more geometlic than arith-
metlc.

Starting with an init ial satell i te cost of $2M, we wor-rld establish a dialogue with the
scientific user group to try to reduce program cost while maintaining the scientific
value of the mission. This vertically integrated process leads us to modify operations
by relaxing the pointing accuracy, thus saving considerable money at t l ie second stra-
turn of the pymrnid.
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<- Minimum Cost Program:
Price: $2.0 M

<- 5x Higher Pointing Acc:96.1 M

+- HFReliability Specification: 97.5 M
+- Full Traceability: $12.1 M

<- Formal Periodic Reviews:914.5 M
+ Large Business Overhead:

Conventional Program Price: 917.9 M

Fig. 22'T. Conventional Satellites lmpose Significant Costs over a Low-Cost, Small Satel-
lite Program. In this example based on design,studies of a small astronomical
satellite, the development cost is g2M compared with -g1gM for a conventional
satellite for the same mission. Additional costs for test, ground station, and on-orbit
operations will further widen the cost gap between the two approaches.

In this case, the user group had a fixed budget ceiling. Thus, as is often true in
miniature satellites, the reliability trade off reduces to a choice between controlling
cost (at increased risk) and cancelling the program. The choice to accept industrial-
grade components saved -$1.5M compared to space grade. Because small satellites
have l)Vo to l%o as many parts as larger spacecraft, part failure is less significant to
achieving mission reliability. Thus, small satellites routinely employ less expensive,
more modern and more readily available commercial parts saving money via parts
cost, shortened schedule irnd simplified design. In some cases, contractors cannot eas-
ily purchase individual space-grade parts, so they must buy parts in los and test them,

components and assemblies. Traceability, like space-class specification, eliminates
many potential components, because mass-produced devices not alrcady made to
space-class are not traceable. Industrial grade NiCd batteries are typical of this
dilemma. Only MIL grade and above-{en :mes more expensive-are traceable.

Extensive periodic program reviews are ofquestionable value at all project scales.
But a small team working on a miniature satellite project can save a lot of money by
substituting regular communications for formal reviews. of course, we can keep the
team size down if we can avoid those earlier requirements, such as higher pointing
accuracy, S-class parts, and traceability. A program review for any sized program has
direct and hidden costs such as travel, time spent in meetiags, preparation time, and
misdiiection of the hardware team towards generating paper rather than making hard-
ware. But the penalty is more significant for a smail program: Budget is often severely
constrained such that airline tickets and hotel costs are significant. But more impor-
tantly, efftciency of small spacecraft development is in part rooted in the small size of
the team. Additional burdens including numerous reviews and part tracking can
inflate team size beyond that allowing very rapid, informal interactions or that
encourage optimal resource allocations.
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Although the exact numbers in the cost pyramid are all estimates derived from a
study ofsystem architecture, present experience with miniature and conventional pro-
grams and contractors supports them. The interest in missions using miniature
satellites directly relates to this cost difference.

The above arguments notwithstanding, we still must show that particular missions
can be performed more cost effectively with miniature technology than with conven-
tional technology. Clearly, to achieve cost and schedule benefits, users of miniature
technology must sacrifice sorne performance but also realize important gains in sched-
ule. We cannot compare conventional and miniature products purely with numbers,
because they differ qualitatively. But the following example illustrates how miniature
technology can save money and increase reliability of an overall system.

A 50-kg satellite can be launched piggyback for between $50,000 and $1M,
depending on the launcher. The Pegasus launcher has enough payload to launch about
l0 satellites of 50 kg each for $1.5M each. When we have invested little in the launch,
we can tolerate a less reliable satellite. A9l%-reliable satellite built for $lM plus a
$lM launch investment (on-orbitcost of $2M) has an expected cost to l00%o reliability
of

$2M+0.90=$2.22M

That is, to get 9 satellites working on orbit, we will need to build and launch 10, so
the effective cost per satellite increases incrementally. As mentioned earlier, engi-
neering to increase reliability in a single satellite costs a lot of money. Numerous
subsystem assemblies and more complex control systems drive up these costs. The
most reliable components can cost many times more than their commercial counter-
parts. A 28V stack of space-qualified NiCd batteries with 40 W-hr total charge costs
about $40,000 and weighs 10 kg. The best commercial technology available from the
same supplier costs $180 and weighs 4 kg. At $20,000/kg launch cost, the total savings
is $159,820. Thus, the cost ratio between high and moderate reliability systems is 3:1.

Of course, we should not use small satellites when we cannot reduce the payload's
size, mass, or support; the satellite will require a large fixed investment and a costly
Iaunch. For example, if the FireSat needs an imaging system with an optical objective

" of l-m diameter, fitted to a steerable platform with arc-minute accuracy and stability,
present technology would make the system's mass well over a ton. Launch costs will
be near $40M, and payload costs could be equally large. With $100M invested in the
system, the value of increasing reliability from90Vo to 95Vo is $5.9M. Thus, adding
redundant systems to roughly double reliability can be quantitatively justified if they
increase costs less than this amount. Miniature technology is not appropriate for such
a large mission, regardless ofreliability. For one thing, a group ofpeople each charged
with understanding most of the total system could not fabricate such a large system.
The more bureaucratic approaches of conventional technology will work better in this
case.

We also cannot accurately measure the cost of failure simply by quoting orbit-
system cost (satellite plus launch vehicle). Some payloads are worth more than their
dollar price, the prime example being crewed vehicles. The value to society of preserv-
ing life is very high, particularly in a public government activity during peace time.
Also, even if we accurately measure the space component's cost, we can still under:
estimate the real cost of a failure. Many missions require coordination with other
valuable assets: Deploying and reconfiguring of space and ground assets for a space
test can require more financial commitment than the space vehicle itself. Lost oppor-
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tunities are also quite costly. If a single, large surveillance satellite fails on orbit, we
may not secure continuous observation, thus losing politically vital data that is more
valuable than the on-orbit asset.

_ LIltimately, we must associate a cost with on-orbit failure, assessing several levels' of reliability in terms of program cost, complexity, and schedule. we ian then decide
whether to build to reliability requirements. In comparing a spectrum of candidates,
we must remember that cost and reliability may not relate directly. A much smaller,
simpler spacecraft, built by a very small group whose members are familiar with the
whole system can be more reliable than a much more complex solution despite the
latter's more reliable parts and redundancies.

Other non-economic factors also play a role in selecting conventional over minia-
ture.technology. Risks in program management often deter designers from applying
miniature technology. The person who must deploy a one-of-a-kind space vehiiG may
know that the final price will be unimportant so long as the mission is a success. Or
conversely, he or she understands that a failure, no matter how cheaply executed, is
still a failure. Wise program managers use miniature satellite methodJ ftor small, rela-
tively simple applications, not for highly complex missions relying upon large teams.
Launch of many satellites also better follows probability distributioni.

we should not, however, overestimate the importance of single string design to the
cost advantages of small satellites. In fact, many small satellites have incorporated
highly redundant architectures. ALEXIS includes a highly redundant digital syitem, a
power system which is quadruply redundant and 3 parallel payload systems. DSI's
MacSats were virtually fully redundant.

Also important is the application of low-cost approaches to subsystems. The exam-
ple mentioned above of substituting commercial NiCd batteries for space-qualified
ones can save up to $1M in the cost of a 200-kg small satellite. ALEXIS carries two
custom Sun sensors built by AeroAstro, each for about I\Vo of the cost of existing
space qualified units. Because they use less power, and are smaller and lighter than
Sun sensors designed for larger satellites with more demanding perforrnancJand qual-
ity specifications, their cost savings ripple through the entire spacecraft bus deiign.
The net savings in using simpler Sun sensors is estimated in ttre case of ALEXIS to
have been several hirndred thousand dollars.

. Because the torques required to stabilize a small satellite are small, use of costly
iron core torque coils is often not necessary. Instead, much simpler and lower cost air
core coils can be used. Typically this can result in $50,000 in savings for a small
satellite. When the design is correctly accomplished, a $mall satellite is not structure-
limited. In fact, Martin Sweeting of Surrey Satellites has said that the difference
between large and small satellites is whether a distinct structure is required. This is
because small satellite characteristic lengths are short, and structure iJusually over-
built due to manufacturing constraints (metal needs to be thick enough to iupport
fasteners and thereby becomes thicker than necessary for purely structural cons-ider-
ations) or because the mass savings of a weight reduction program aren't significant.
In any case, there is a savings both in that higher cost materials, including composites,
are generally not used, and little structural analysis is required.

Very significant cost savings are realized by specification of commercial, instead
ofmilitary orspace, grade components. Savings resultfrom several benefits. Ofcourse
Mil-B and s-class parts are quite costly-sometimes 10 to 100 times more than the
equivalent commercial part lacking the qualification inspections and paperwork. They
are rarely available in'small numbers, since they are built ana tistea in separaie
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production runs. One integrated circuit, available for $50 commercially, may cost
$500 in S-class, but may only be available in lots of 2G-increasing the purchase cost
to $10,000. Perhaps more importantly, the most modern technologies are seldom
available in higher grade componerlts, forcing a compromise to inelegant design solu-
tions. The HETE spacecraft, built to commercial specifications, takes advantage of
several modern, radiation-hard, semi-custom, integrated circuit components which
eliminate hundreds of S-class integrated circuits from the parts count. Besides reduc-
ing parts costs by tens of thousands of dollars, the modern technology reduces the
number of circuit boards, greatly reduces design, development and test labor, and
requires much less power. The savings in spacecraft resources of power, space and
mass, combined with the parts and labor cost savings, make the implementation of this
commercial technology worth hundreds of thousands of dollars in savings to the $4M
spacecraft budget.

Some components cannot be significantly altered for use on small satellites, com-
pared with conventional designs. As an example, spacecraft photovoltaics (solar
panels) have no market except spacecraft. In these cases, we try to work with tradition-
al vendors to find ways to decrease costs. Paralleling the spacecraft design approach,
these may include using flight spares deVeloped for other programs, reducing non-
hardware deliverables (meetings and paper) and interactive design to produce a design
specification which is intrinsically hexpensive to build and test. Israeli Aircraft Indus-
tries' MLM division has succeeded in producing spacecraft photovoltaics at less than
half the cost per installed watt of conventional spacecraft photovoltaic systems, with-
out any decrease in product quality or performance through application of these steps.

Formal engineering guidelines institutionalize conventional satellite technology.
The manager of a hardware development program that fails will not have to account
for the failure if he or she documents the program thoroughly and builds the system to
military specifications and Department of Defense guidelines. But program managers
using miniature technology employ untried components when it is cost-effective and
they perceive little risk. Yet, if their programs fail, they are accountable.

Thus far we have concentrated on two important motivators for application of small
satellites--cost and unique capabilities. But small satellites, owing to their simpler
architecture, the smaller team required for their development, and the smaller amounts
of money required, can be built on very rapid schedules. AMSAT, motivated by the
availability of a near-term launch slot, produced and flew a small satellite in 9 months.
With typical development time as short as 18 months, the spacecraft development
schedule is usually dominated more by the bureaucratic delays in getting a program
started, than by the time to engineer, build, test, modify, retest and deploy a small
satellite.

Figure 22-8 shows that besides the quantitative shortening of the development
schedule, small satellite development is a highly interactive process. Activity begins
when a particular mission is identified-in the case of Firesat this could be the mission
to detect forest fires. In discussions between the user community and the development
group in the ensuing 30 days, several very low resolution sketches ofpossible satellite
configurations can be developed, each tailored to different launch vehicles, different
size, mass, cost constraints, and different performance levels. This helps users to
understand the impact of their budget on the ultimate capabilities they can achieve. If
there is no way to get something of value for the user within the user budget, the pro-
gram needs to be reconsidered and certainly there shouldn't be additional resource
expended on detailed design until at least a tangency between the cost and utility
curves is achieved.
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Fig. 22-8. Small Satellite Development

With a rough-order-of-magnitude
spacecraft size, launch vehicle and cz
forms the basis for a conceptual-level
ally canied out over a month or so
engineers with help from various sul
systems engineer should communicat
user organization representative to rr
which relaxations of requirements cr
opportunities to provide additional
complexity.

Only after the systems engineer
envelope of architectural options anc
requirements document drafted. This
sible satell i te size and mission cost
satellite design. Just one especially dil
all mission, can result in a costly and
should be freely traded to reach a m'
minimization coupled with achieving

Equipped with an interactively de,
of the spacecraft layout, along with
liminary design process gets underw
components which everyone knows v
ply of NiCd batteries for later selectio
solar panels. Also, bids can be solicit
estimated requirements. Also put on r

g
o

o

! P

:e
> E 9

6 9

Tim€



Spacecraft

for $50 commercially, may
of 20-increasing the purchase

modern technologies are se
compromise to inelegant design soJ
ial specifications, takes advantage,,
integrated circuit components whi

ts from the parts count. Besides
the modern technology reduces

ign, development and test labor,
resources of power, space

ings, make the implementation of
ofdollars in savings to the

tered for use on small satellites.
, spacecraft photovoltaics

caSes, we try to work with traditi
ing the spacecraft design approz
for other progams, reducing

interactive design to produce a
to build and test. Israeli Aircraft

spacecraft photovoltaics at less
spacecraft photovoltaic systems,

through-application of these
ize conventional satellite

that fails will not have to
thoroughly and builds the system;
guidelines. But program

nts when it is cost-effective
il. thev are accountable.

motivators for application of
satellites, owing to theii si

velopment, and the smaller
es. AMSAT, motivated by

and flew a small satellite in 9 mon
months, the spacecraft develop

ic delays in getting a
modify, retest and deploy a

shortening of the
i n f erra cti ve_process. Ac tivity
of Firesat this could be the

user community and the development
sketches of possible satellitdj

to different launch vehicles. dffieren
Ievels. This helos users to

capabilities they can achieve. Ifi*f;
user within the user budget, ttre prb-,$
lre shouldn't be additional resource,.*.

between the cost and utility

Economics of Low-Cost Space Systems 879

Tlme (months)

Flg.22-8. Small Satellite Development Program Timeline.

with a rough-order-of-magnitude budget in mind, planners can create a strategy of
spacecraft size, launch vehicle and capability range. Tliis loose set ofguidelines then
forms the basis for a conceptual-level, engineering trade study. This activity is gener-
ally canied out over a month or so with a team of l, or at maximum 2, systems
engineers with help from various subsystems specialists on an as-needed basis. The
systems engineer should communicate frequently, no less often than weekly, with the
user organization representative to review progress-particularly to discuss ways in
which relaxations of requirements can reduce cost and to explore newly uncovered
opportunities to provide additional capability without seriously impacting system
complexiry:

Only after the systems engineer and the user representative have explored this
envelope of architectur.al options and the capabilities envelopes, do we draft a final
requirements document drafted. This is important. we do not achieve the lowest pos-
sible satellite size and mission cost by a priori assignment of requirements to the
satellite design. Just one especially difficult requiremen! possibly not vital to the over-
all mission, can result in a costly and unwieldy design. Requirements and capabilities
should be freely traded to reach a more global optimization of cost and complexity
minimizationcoupled with achieving the best systems performance.

Equipped with an interactively defined set of specifications and detailed sketches
of the spacecraft layout, along with weight and power budget estimates, the pre-
liminary design process gets underway. Even at this very early stage, there wili be
components which everyone knows will be needed. These might include an oversup-
ply of NiCd batteries for later selection or the photovoltaic cells necessary to build up
solar panels. Also, bids can be solicited for guidance sensors and acfirators based on
estimated requirements. Also put on order any parts needed for building test fixtures
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or circuits. Even in a small, inexpensive satellite program, the value of beginning the

hardware flow is high and the cost of parts ordered which end up unused is

small-usually it is nearly zero. By ordering that which can be ordered as soon as it is

identified, we spread the parts procurement process more evenly over the proglam

lifetime. If certain components are unavailable or won't work in the proposed appli-

cation, it's important to discover the problem as soon in the design and development
process as possible.- 

We alloiate the entire preliminary and detailed design process about 7 months'

Fabrication formally begins, though by the Critical Design Review there should be a

lot of working hardware already in house. This will give substance to the CDR and

also allows the remaining fabrication of subsystems,to be completed in an additional

4 months.
Six full months are allocated for integration and test. To have confidence in a

system built with commercial components and possibly lacking full redundancy, test

ii extremely important and there is no substitute for unintemrpted time using the hard-

ware in various modes-thermal vacuum, as well as desktop routine operation.
Launch readiness is the last opportunity to resolve issues which have come up in

the development process. There will always be things which the team wishes would

have happened or not happened. The flight readiness review team must be made aware

of these concerns and must be ready to delay the launch if it determines some deficien-
cies are not acceptable. Ideally the launch will take place immediately after the review

to minimize the temptation to "improve" the spacecraft.
A note on program delays may help. Interruptions in any program are always much

more destructive of cost and schedule than managers appreciate. In a small program

even more than a large one, the documentation is at a minimum and the focus of the

small team creates efficiency. To withstand frequent delays and the start-stop-restart
mode of many governmenffunded programs, a bureaucratic system is needed to doc-

ument work and communicate progress as new individuals are assigned to roles. This
will ultimately result in the small program taking on some characteristics of conven-
tional, large programs with associated lengthening of the schedule, cost growth and

increased difficulty in meeting requirements, particularly staying within the launch
vehicle constraints.

In summary, how do we know when to procure a miniature technology system? The
following questions will guide our decision:

Will miniature satellite technology enable flying a mission which will other-
wise be shelved?

Can some give and take be allowed between requirements and capabilities?

Is reliability achieved through simplicity?

Can the flight hardware fly on a space-available basis?

a: Is the flight hardware buildable at < 400 kg?

b: Is there no special window required for orbit insertion?

Can the program management organization deviate from Mil-Specs and other
norms of conventional satellite development?

Can hardware and software be built by <20 people?

Is there a significant beneltt in a rapid schedule?
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8. Are many small systems preferred over a few large ones?

9. Do you want the user group to operate the ground facility?

10. Is the mission lifetime goal less than 5 years?

We mentioned earlier that ground operations can significantly affect overall
progam cost. Often, the satellite's orbital lifetime is longer than its development
period, and staffing of a major ground station can be larger than that of a development
ProgBm for a miniature spacecraft. Miniature technology reduces ground-station costs
through its systems architecture and the ground station's design.

A low-cost satellite program cannot afford the luxury of ground stations staffed by
a separate operations group.Also, we may not be able to operate costly remote ground
stations. Thus, we need to build large spacecraft memories to buffer satellite data, so
the satellite can store data over long periods (typically 12 to 18 hours) until it passes
over a single ground station at the user's location. We also need to compress data on
the satellite, because ground stations with limited antennas and RF links may not sup-
port high data rates.

We cannot simply design the satellite to rely upon highly expert ground controllers.
The user organization typically does not know the special techniques of managing a
spacecraft. Thus, we need to use a single small computer to control the ground station,
so the user interface is a single machine. The ground station software should be simple
and well structured, containing on-line and written support. Where possible, we should
graphically represent the system status and the satellite orbit.

Whenever possible, the ground station should channel the user's activity toward the
rigftt solutions. Further, the ground station should be able to screen operator com-
mands and activities that may adversely affect the satellite operations. When deciding
how much effort to expend on the ground station, we must trade the real costs of the
user group learning, input errors, and more people to manage the satellite against the
cost of creating more capable software for the ground station.

Autonomy is another important factor in the cost of ground operatiorls. Satellites in
LEO pass the ground station a few times per day, every day of the year. While novel
in the fust few days and weeks, years of tending the satellite at roughly 6-hour inter-
vals can be a fremendous drain on the user organization. The ground station should at
least be able to buffer activities for a series of satellite passes. Thus, we should consid-
er features allowing longer autonomous periods in the system design. An alternative
to extended autonomy is remote operation. A dial-in system permitting limited conrol
of the ground station from a remote terminal can be valuable. Security is an issue in a
remote architecture, but we can devise various password and call-back schemes to
protect the system.

22.6 Annotated Bibliography on Low-Cost Space Systems

The Logic of Microspace, by R. Fleeter, combines an overview of the technologies
underlying small, low-cost spacecraft with the management and philosophy behind
their development. It also provides a discussion of potential applications of small,
low-cost space systems. Published by Kluwer Academic Publishers, Dordrecht,
The Netherlands and Microcosm Press. Torrance. Califomia.
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AMSAT, the radio amateur satellite organization, publishes The Amsat Journal quar-

terly and the AMSAT-NA Technical Jounml approximately once per year. These
publications report program status and technical developments from AMSAT vol-
unteers in North America. Write to: AMSAT-NA, P.O. Box 27, Washington, DC
20044.

The only textbook on snall satellites, The Radios Amateur's Satellite Handbook,by
M. Davidoff, is published by the American Radio Relay League (1998). Emphasiz-
ing amateur radio satellites, the book provides a useful foundation in the technical
basis of 

'small 
spacecraft. ARRL, 225Ma.n Street, Newington, CT 06111.

Also in the amateur satellite area, QST, the ARRL's monthly, occasionally highlights
particular small-satellite technologies for amateur radio. Examples are June, 1988
(Vot. LXXtl, No. 6); "Introducing Phase 3C: A New, More Versatile OSCAR" by
Vern Riportella. Also see May, 1989 (Vol. LXXIII, No. 5) and June, 1989
(Vol LXXIII, No. 6); "Microsat: The Next Generation of OSCAR Satellites" parts
I  and2 .

A special supplement to Vol. 57, No. 5 of The Journal of the lnstittttion of Electronic
and Radio Engineers was devoted to University of Surrey's UoSat-2. It is a series
ofpapers on the satellitels design which provide an excellent view into the engi-
neering of a successful MST device. Write to IERE, Savoy Hill House, Savoy Hill,
London, WC2R 0JD.

Proceedings of the Annual AIANUSU Confe,rence on Small Satellites contains almost
all papers presented at the annual USU meeting. It is available from: Center for
Space Engineering, Utah State University, UMC 4140,Logan,Utah 84322.

TRW Space Log is a comprehensive compilation of satellites launched to date. Write
to: Editor, Space Log, Public Relations Department, TRW Defense and Space Sys-
tems Group, One Space Park, Redondb Beach, CA^90218.

Satellites of the World (Koredewa kara Sekai no Eisei) (in Japanese) by S. Shimoseko
and T. Iida contains an excellent survey of both existing small satellite programs
and sevelal detailed concept studies. Available from the publisher, Nihon ITU
Association, Nihon Kemigaru Building, 7th Floor, Nishi Shinbashi, 3 Chome,
15-72, Minato-Ku, Tokyo, 105, Japan. 'Phone (03) 3435-1931, FAX (03)
3435-r93s.

The SPIE now includes, as part of its annual program on Planetary Exploration, a
series of sessions on Small-Satellite Technology and Applications. Proceedings of
the l99l meeting, edited by B. Horais, include papers on remote sensing and sup-
porting technologies. Volume 1495 available from SPIE, P.O. Box 10, Bellingham,
Washington 98227-0010. Phone (206) 676-3290, FAX (206) 647-1445.

Space Almattac contains historical data on small satellites mixed with other general
space system information: Arcsoft Publishers, P.O. Box 132, Woodsboro, MD
21798.

The best sorrrces of information on small satellite launch vehicles are the manufactur-
ers thernselves. These include Orbital Sciences (Pegasus), Lockheed-Martin r';

(Athena), NASA GSFC (Hitcbhiker onboard Shuttle) and Arianespace (ASAP
Secondary Payload Accommodation).

Chal

Applying the Spar
and Desir

Wiley J. Larsor

23.1 Applying SMAD to
23.2 Lessons Learned frc
23.3 Future Trends

Since the first edition of Space Missiot
1989, substantial progress has been mad
space missions, in part because of the ct
With the exception of launch, costs in ;
reduced. Launch costs, while not having
wide variety of directions. A large number
created that are bringing a more manufactr
emphasis on both lower cost and high
becoming quicker and less expensive. The
best to make the SMAD process work '

regulations, programs long past preliminr
sions which we hope will be forthcoming

Much of this book ignores two of the r
tional structure and the acquisition pro<
bureaucratic obstacles to our goal of deve
briefly in Sec. 21.1, any space program ex
law, policy, politics, and economics whict
posing to spend large amounts of someon
missions. Even the best program has little
political, economic, and policy context th
example, the need to have manufacturing
funded programs or use of technology frc
ones. In any case, we need to work within

Our goal is to leam from past space pro
our judgment of how to do it better, to n
often end up doing things the way we ha
worked or is simply easier to do than tryir
organizations. Introducing change is diffir
indeed, may need to take more calculated r
mlssrons.



Spacecraft

publishes The Amsat Journal
approximately once per year.

ical developments from AMSAT
T-NA, P.O. Box 27, Washington,

Amateur's Satellite Handbook.
Relay League (1998).

a useful foundation in the
Street, Newington, CT 06111.

s montlly, occasionally highli
radio. Examples are June, 1

: A New, More Versatile OSCAR"
LXXII, No. 5) and June, I

of OSCAR Satellites"

of the Institution of EIec
ity of Surrey's UoSar2. It is a
ide an excellent view into the

IERE, Savoy Hill House, Savoy

on Small Satellites contains al
It is available from: Center

C 4140, Logan, Utah 84322.

of satellites launched to date.
t, TRW Defense and Space

,cA90278.

Eisei) (in Japanese) by S.
existing srnall satellite
from the publisher, Nihon

Floor, Nishi Shinbashi, 3
(03) 3435-1931, FAX

on Planetary Exploration, .i
and Applications. Proceedings

papers on remote sensing and sup;
from SPIE. P.O. Box 10.

FAX (206) 647-1445.

satellites mixed with other g"n"rul:
P.O. Box 132,Woodsboro, MDr,

Chapter 23

,*,i€t' '-ir,{*

launch vehicles are the manufactur-i,1.$
nces (Pegasus), Lockheed-Martin'."i'a
Shuttle) and Arianespace (ASAP ,

883

Applying the Space Mission Analysis
and Design Process

James R. Wertz, Microcosmr lnc.
Wiley J. Larson, Uniled States Air Force Academy

23.1 Applying SMAD ro Later Mission Phases
23.2 L,essons Learned from Existing Space Programs
23.3 Future Trends

Since the first edition of space Mission Analysis and Design (SMAD) appeared in
1989, substantial progress has been made in applying this process more broadly to
space missions, in part because of the continuing pressure to reduce mission costs.
with the exception of launch, costs in all segments of space missions have been
reduced. Launch costs, while not having succumbed as yet, are under attack from a
wide variety of directions. A large number of communications constellations are being
created that are bringing a more manufacturing-oriented methodology to bear, with an
emphasis on both lower cost and high quality. Even interplanetary missions are
becoming quicker and less expensive. The purpose of this chapter is to summarize how
best to make the SMAD process work within the real ,environment of acquisition
regulations, programs long past preliminary study phases, and the "new space" mis-
sions which we hope will be forthcoming in future years.

Much of this book ignores two of the major challenges to doing SMAD: organiza-
tional structure and the acquisition process. Both tend to introduce political and
bureaucratic obstacles to our goal ofdeveloping cost-effective designs. As described
briefly in Sec. 2:1,.L, any space progrirm exists within a broad and important context of
law, policy, politics, and economics which we must not ignore. We are, after all, pro-
posing to spend large amounts of someone's money designing and developing space
missions. Even the best program has little chance of success if it does not ht into the
political, economic, and policy context that must support it. Politics can include, for
example, the need to have manufacturing distributed around the country for publicly
funded programs or use.of technology from specihc companies for privately funded
ones. In any case, we need to work within these boundaries.

Our goal is to learn from past space programs and apply that experience, along with
our judgment of how to do it better, to new and ongoing progra{ns. In practice, we
often end up doing things the way we have always done them, perhaps because it's
worked or is sirnply easier to do than trying to change the mindset of individuals and
organizatibns. Introducirtg change is difficult in any venue, but we must change and,

' indeed, may need to take more calculated risks if we are to drive down the cost of space
missions.



884 Applying the Space Mission Analysis and Design Process

This book develops space mission analysis and design through a series of process
tables indexed on the inside front cover. This process flow divides into three main
areas: high-level processes, defrnition of the elements, and detailed design. The high-
level processes develop concepts for the mission design. With these concepts in hand,
we can begin defirning the characteristic elements of the space mission architecture.
Then we can design those elements in more detail. Table 1-l in Sec. 1.1 gives you
simplified steps to begin designing your particular mission, Remember that success
depends on iterating and continuously improving the design.

We must caution you that SMAD does not work well whenever you need much
more than typical estimation accuracy. Our high-level algorithms and sanity checks
provide estimates for conceptual design. These estimates are enough in most cases, but
whenever performance is critical, or if you are approaching a technology threshold,
you should refer to more detailed information. Areas frequently needing more than
typical estimation accuracy are satellite lifetimes in low-Earth orbit, computer systems
sizing, and system cost modeling. Table 23-l outlines ways to deal with these and
similar problems.

TABLE 23-1. Dealing with Areas Needing Much MoreThanTypical Estimation Accuracy.

t .

2.

3.

4.

Estimate as realistically as possible by working through succeeding levels of
the process lables outlined in these chapters.

Estimate both upper and lower bounds.

Use conservative values and substantial design margin.

lf control of a parameler is critical:
A. ldenti fy drivers during design.

. B. Reestimate regularly as the design matures.
C. Develop and maintain options.

Be prepared 1o trade with overall system perforrnance.

23.1 Applying SMAD to Later Mission Phases

Nearly all space missions,must reSpond appropriately to the economic and political
forces acting on them throughou! their design and operational life. At all stages of a
program, we need to achieve two critical goals:

. Meet bonafide mission objectives and requirements while minimizing
program cost and risk

. "Sell" the program and keep it sold, if it rernains worth doing

The evolving political and economic environment may alter program objectives or
make the program not worth doing. Even though a program continues to be worth-
while, it may still require a significant effort to demonstrate the mission utility within
the ever-changing environment.

Nlinimizing Program Cost and Risk
Early conceptual design has a great impact on both cost and risk. However, costs

fluctuate (usually upward) throughout a program. Increased cost is frequently justifi-
able, but can also be due to unnecessary engineering changes, schedule slips, and

Applying SIIA

changes in the funding profile. Thu
throughout the mission life cycle to r
This process is summarized below ar
ll996l, Chap. 10.

Table23-2 summarizes how to kee
with how'space programs are typical
we regularly review and consider I
approaches. However, this review m
ask, "Why are we looking at our miss
already done that and now must builr
and mission designs must mature anl
operations, approach, and goals must

TABLE 23-2. Mission Engineering Acti
are key to containing or rec

Action

1 . Maintain well-defined objective
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changes in the funding profile. Thus, we would like to apply the sMAD process
throughout the mission life cycle to reduce, or at least contain, program cost and risk.
This process is summarized below and described in more detail in Wertz and Larson
|9961,Chap. 10.

Table23-2 summarizes how to keep down cost and risk, but these steps can conflict
with how space programs are typically run. Good mission engineering demands that

TABLE 23-2. Mission Engineering Activities Needed Throughout the Mission Life. These
are key to containing or reducing cost.

A major part of doing our job better is to identify the right issues and look for key
alternatives to investigate. Working the wrong issues can be costly. For example, early
in the U.S. space program, scientists and engineers were trying to figure out how to
handle the enormous heat generated during reentry into the atrnosphere. At first the
problem statement was, "Find a material that will withstand a temperature of
14,000 "F for 5 minutes." Much time and money were spent trying to solve this
problem even though no known material could withstand the required temperature.
Finally, someone recognized that the problem would be restated as, "Find a way to
protect a cappule and the person inside during reentry."Ablative materials quickly
solved this problem. The moral of this story is to make certain you are working the
right problems and asking the right questions throughout the program.

Returning to see whether we are meeting basic mission objectives does not mean
we will change the concept of operations 2 months before launch. The further a pro-
gram has evolved, the more it takes to justify fundamental changes. Still, if a new tech-
nology or concept of operations can reduce mission cost, risk, and schedule, we should
evaluate and use it if it is worthwhile. As the program evolves, the cost of imple-
menting change becomes greater and the benefit decreases because other parts of the
mission have been designed to work as originally intended. Nonetheless, changes late
in the program may provide equal or better performance at less cost and risk.

through succeeding levels of

Action Comment

1. Maintain well-defined obiective

2. Revisit systemJevel trades regulady

3. Document reasons for choices

4. Maintain a strong systems engineering
group

5. Control system{evel trades and
budgets within the systems
engineering group

6. Update analysis of mission utility

Ensure all engineering personnel know the broad
mission objectives

Best done at beginning of each mission phase

Does not occur in stiandard formal documentation.
but is critical to maintaining options

Needed to continue developing lower-risk, lower-
cost solutions and to keep program sold

Allows trade between elements and applying
margin to ditferent elements as needed

Necessary to keep program sold in a strongly
competitive, cost-conscious environment
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Although reevaluating mission objectives may appear to jeopardize a program, the
result becomes stronger and sounder. We could keep the same mission concept
throughout, but a far better approach is to formally review mission requirements at the
beginning of each mission phase. This review tells us where the program is going and
why. At the same time, it allows us to resolve these issues by the end of each mission
phase to maintain program stability within a highly competitive environment.

Secondly, we must keep the program flexible by assigning economic value to
system flexibility. All too often, a program quickly becomes rigid by trying to
optimize the meeting of narrow requirements for the current mission design. Thus,
changing mission objectives or technology is difficult. Hewing to fixed requirements
may reduce cost for a small, short-turnaround, unique mission, but is unlikely to
succeed for larger-scale activities. For example, geosynchronous satellites should be,
and usually are, designed to work in multiple slots so we can move them from one
position to another. Expressed differently, the mission design as well as the design of
the elements should be robust, i.e., stable in the presence of unknown perturbations.
We need robust or flexible designs to help minimize the cost and risk of unforeseen
yet inevitable changes in mission objectives and requirements.

One way to make a system more flexible is to carry out as many onboard tasks as
possible in software and ensure we can reprogram the software.from the ground. Now
that we have more sophisticated processors and greater onboard memory, we'can cre-
ate very flexible satellites without driving up cost and weight. This allows us to both
correct design flaws on orbit and respond to changing mission needs and conditions.

Too often, programs attempt to reduce risk by flying only components which have
flown before. Many subcontractors change their design only when manufacturers stop
making particular parts and components. A far better approach is be to allow some per-
formance margin and then use modern_technology to achieve the needed performance
at lower weight, cost, and risk. As Chap. 20 outlines, we also make an informed
assessment of the Technology Readiness Level of a particular approach, assign it a
documented risk factor, and feed that information into the decision-making process.

An excellent approach to minimizing the risk of new technology has been used
successfully by Suney Space Technology Laboratory, Ltd. on a sequence of missions.
As shown inFig.23-1, Surrey continually flies both an older, space-pioven computer
and a newer, more powerful one. This approach allows Surrey to have both a conser-
vative flight-proven design to ensure mission success, while at the same time flying
some of the newest, most capable processors in space.

Keeping the Program Sold

History has shown that space programs can be cancelled in virtually any
phase--during conceptual design, during development and construction, after the first
one or two launches, or in mid-life while the spacecraft is still operating on orbit. The
message is clear: if the program is worth doing, we must keep the program sold
throughout its mission life. Doing so is straightforward.We must analyze mission
utility and trade cost against performance over the entire mission. We must also
maintain a blear, easy-to-understand and consistent rationale for mission objectives,
requirements and design decisions: At any time, we should be able to present a cost vs.
performance analysis and demonstrate to those who are funding it the benefits of
having the program proceed.

Maintaining an ongoing mission utility analysis capability means that we should
always be aware of the fundamental mission objectives and how well they are being
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Fig.23-1. Type of Onboard Computer for a Sequence of Surrey Space Technology
Laboratory missions. Each generation of spacecraft typically flies the old standard,
plus a new design which in tum becomes the next standard. (From Ward and Price,
Sec. 13.4 in Wertz and Larson [1 996].)

met. Thus, the mission objectives become important not only in the continuing design
of the program, but also in keeping it alive.

System Engineering Over the Life Cycle

Strong system and mission engineering should be maintained throughout the life of
the program: trading on requirements, reevaluating the basic mission concept, and
evaluating alternatives and mission utility. Otherwise the program may not continue.

Overall, mission engineering later in the program should proceed as outlined in
earlier chapters. At all levels, requirements should reflect what to do rather than how
to do it. We want to let technology flow up and into the progirm where it can do the
most good for cost, risk utility, or operations. We are unlikely to achieve the mission
performance at minimum cost and risk by limiting ourselves to the technologies and
approaches from the concept-design team.

A key element in mission engineering is to document the main system trades and,.
especially, the reasons for choices. Unfornrnately, specifications demand only that
you state what the system must do, how well it must be done, and how to verify that it
,meets the requirernent. They do not ask you to say why you have chosen the require-
ments. However, requirements are intended to quantify the trade between what we
would like to achieve and what is possible within the established budget. Thus, we
should document as fully as possible the reasons for these trades and requirements so
we can effectively revisit them during mission utility assessments and regular require-
ment reviews.

One way to initially reduce cost and schedule is to minimize the upfront engt-
neering on the program. "Shoot the engineers and get on with the program," can get
prograrns mov.ing and contain growing engineering costs. This approach has some
good features. We do not want to spend excessive time optimizing a strawman design
.that will change drastically at a later date. We also do not want to develop too much
detail in the conceptual design. These activities divert resources from the more
lmportant, top-level mission trades. At the same time, we must have enough upfront
system engineering as well as initial and continuing trades on objectives and mission
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utility. There is no substitute for these activities-ignorance does not improve system

performance.

23.2 Lessons Learned from Existing Space Programs

For the most part, the existing space mission analysis and design process works

well: trade-offs among technical alternatives in essentially all areas bring positive

results. But in our experience there are four common pitfalls in the front-end planning

of space missions:
. Disregarding or failing to understand the needs ofoperators, users, and devel-

opers during the early phase of design

' Failing to trade on requirements
. Constraining trades to too low a level too early

. Postponing or avoiding assessment of alternatives

Inappropriate results such as higher cost or reduced performance usually result from

the-acquisition process and organizational structure rather than from incorrect trade-

off deiisions. Occasionally, parochial views and politics keep the players from

interacting in a way that fosters good upfront design and development of the space

mission. Designing the mission operations concept, generating requirements, and

performing early trades without taking into account the needs of the users, operators

and developers can doom a program [o failure from the beginning. A key to success is

to foster continuous and open communications between the players. This can be an up-

hill battle involving multiple organizations and possibly multiple nations, but it must
'be done.

The space mission concept and requirements drive any program, So users, operators

and developers of the system must work together to identify credible, cost-effective

mission approaches. Once requirements ale defined, organizations often go to great

lengths and expense to meet them because they do not want to be unresponsive or to

say a given requirement is difficult. This can unnecessarily drive up cost. Table 23-3

shows steps that can help solve this problem.

We often constrain trades to low levels too eady. Early in a program we commonly
do trades like altitude vs. resolution and coverage but ignore trades between system
elements (see Fig. 1-3). We should look for cosf-effective trade-offs among the
elements such as shifting capability from the launch vehicle to the spacecraft or from
the spacecraft to the ground seglnent. For example, we can move more computing and
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TABLE 23-3. Steps to Hetp Al leviate the Problem of Fai l ing to Trade on Requirements.

'1. Specify functional requirements only-not how they should be accomplished

2. ldentify and challenge difficult and costly requirements

3. Begin concept exploration with system requirements trades

4. Revisit top-level system requirement trades at each major milestone throughout the
program

5. Maintain open communicalions among all groups involved



and Design Process

does not imProve

Space Programs

analysis and design Process
essentiallY all areas bring

oitralls in the front-end

needs ofoperators, users' and de

early

performance usuallY result
rather than from incorrect

and politics keep the PlaYers
lesign and develoPment of the

generating requirements,
the needs of the users,

the beginning. A keY to
the players. This can be an

possibly multiple nations, but it

drive any program, so users'
to identify credible, cost

organizations often go to

do not want to be unresPonsrve
necessarily drive uP cost. Table

of Failing to Trade on

. Early in a program we

233 Future Trends 889

ge but ignore trades between sYs
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we can move more computmg

Two positive steps can help reduce these problems:
. Look explicitly for trades between system elements
' Do these trades_as early as possible, before organizational structure and poli-

tics rule out major options

Look at the result of these rrades carefully. For example, when someone presents an
extremely 1ow-cost spacecraft concept with minimal Capability, look for higher costs
in other mission elements.

23.3 Future Trends

In several respects, we expect more changes in the way that space prograrns arc
conducted over the coming decade than have occurred since the start^of'lhe space
program.* In the near term, three distinct trends are apparent:

' Increased political and economic constraints driving the industry toward
lower-cost space missions and increased inter-organizaiional and international
cooperation

More reliance on advanced spacecraft processing

' The introduction of large constellations and, consequently, a more manufac-
turing approach to spacecraft design

Because of budget constraints on the space program as a whole, we expect a
continuing strong emphasis on lower costs for spiceiraft and space rnissions. Small
spacecraft are a.natural outcome, including single-puqpose small satellites for data
relay or materials processing and large consiellationJ ofimall satellites for communi-

* 
The changing direction of future space programs has been discussed by a number of authors,
ilcluoils-egtter [1990], qogg ltgg5LHindberg [1995], Harvey trss6i Heik;n, et al. [1991],Hoban [1997], Johnson-Freese [1997], Kay tt-s9sl, I-idniur irsset, iri.r,*a I_"*i, irssoj,John Lewis [1997J, Noor and Venneri [1997], Spudis tt996l, s-tine [1996], ananturn irssoj.
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cations, space surveillance, or tactical applications. Because of the accelerating use of
onboard processors and miniaturization of many components, small, low-cost satel-
lites will be as capable as older, larger satellites. (See, for example, Sarsfield t19981.)
More people are building and working with LightSats-small, inexpensive spaceclaft,
traditionally in low-Earth orbit but moving rapidly outward. As described inChap.22,
the technologies used here tend to be nontraditional and far less expensive. LightSac
represent a new way of doing business in space that, if correctly exploited, can drive
down costs by a factor of 2 to l0 with respect to more traditional programs [Wertz and
Larson, 19961.

The biggest technical change in space missions will be the increased use of onboard
processing. Space computers are emerging from infancy, with full-fledged, general-
purpose processors now becoming available. We will use them much more as they
become more economical and begin to duplicate some of the ground processing capa-

bility. As onboard processing increases, spacecraft will take on more complex tasks
and become more autonomous.

Increases in spacecraft autonomy could drive costs either up or down, depending
on the community's approach to autonomy and software development. We strongly
recommend using software to help lower costs. As shown in Table 23-4, we believe
autonomy in moderation can reduce cost and risk by automating repetitive functions
on the spacecraft while leaving the higher-level functions to ground operations. Every-
day tasks such as telemetry processing, attitude control, and orbit control should be
done autonomously on board, with all of the relevant information attached to the
payload data for downlink to the ground. On the other hand, trying to fully automate
problem solving can be dramatically expensive. So long as the spacecraft is capable of
putting itself in a fail-safe mode, this work is best performed on the ground where
operators can do what they do best-use their intelligence to understand, resolve, and
repair spacecraft problems and respond to changing circumstances.

TABLE 23-4. Development of Low-Cost, Autonomous Systems. The objeclive of "autonomy
in moderation" is to automate repetitive tasks and spacecraft safing while allowing
people to identify and fix problems and create long-term plans [Wertz and Larson,
1 9961.

We do not know if proposals to drive down launch costs will succeed in the coming
decade. If launch costs drop significantly, low-cost satellite systems will be possible.
Reducing launch costs will itself drive down spacecraft cost because it will no longer
be worth as much to optimize the spacecraft design or minimize weight [Wertz and
Larson, 19961. Costs for space exploration would become more consistent with avia-
tion and other commercial activities.

We also expect to see significant changes in space payloads, due both to the
increased level of processing and other factors. In observations and communications,

2,3.3 Future Tl
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Since the first satellites, space has mover
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Today, space exploration depends more or
technological limits. Virtually any mission is
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Functions That,Should Be Automated Functions That Should Not Be Automated

. Attitude determinalion and control

. Orbit determination and control

. Payioad data processing

. Repetitive housekeeping, e.9., battery
charging, active thermal control

. Anomaly recognition

. Spacecraft safing

. Problem resolution

. ldentification and implementation of tixes

. One-time activities (e.9., deployment and
check-out)

. Long term operations planning

. Emergency handling beyond safing
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in space PaYloads, due both to

tn oUt"*u^tions and communicati
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The fundamental physical constants and conversions factors based on tiem are
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Appendix A

Mass Distribution for Selected Satellites

Table A-1 lists representative sateliite masses with and without propellant for
various types of spacecraft. Table A-2 further breaks down the dry mass by the
percentage devoted to each subsystem. See Table 18-2 for definitions of the mass cat-
egories and Table l0-2 for definitions of the various subsystems. Statistical data for
the various classes of missions are also provided. Table A-2 also includes subsystem
masses as a percentage of the payload mass, since this may be the only mass known
during early mission design.

The data here can be used as either a preliminary estimate or check on the reason-
ableness of more detailed methods (see Chaps. 10 and 1l for other methods). How-
ever, such historical data should always be used with caution and substantial margin
should be applied. The first three categories are more traditional, older DoD space-
craft. The LightSats are newer, typically much less expensive systems from many
developers, both US and international. As the satellite microminiaturization process
continues, individual components will get smaller and percentages will shift, depend-
ing on both the component mix and the mission needs.

TABLEA-1. Actual Mass for Selected Satellites. The propellant load depends on the
satellite desion life.

Mass Distribution for

TABLEA-1. Actual Mass for Selected Sate
satellite design life.

Various algorithms and data are provide
mass of individual subsystems. Actual mass
to develop initial estimates or perform reasr
data. The percentages given do notnecessari
mass and subsystem mass distributions.

Propellar

Spacecraft Name
Loaded

Mass (kg)
Propellant
Mass (kg)

Dry Mass
(ks)

Propellanl
Mass (%)

o",#i"F
Co m m u n i c at i ons Satelfiles

FLTSATCOM 1.5 930.9 8 1 . 4 849.6 8.7% 91.3o/"

FLTSATCOM 6 980.0 1 09 .1 870.9 1 1  4 0 /
t t . t l o BB.9%

FLTSATCOM 7-8 1 150.9 109.0 1041 .9 9s% 90.5%

DSCS II 530.0 54.1 475.9 10.2% 89.8%

DSCS ilt 1095.9 228.6 867.3 20.9"/" 79.1%

NATO III 346.1 25.6 320.4 7.4% 92.6"/0

lntelsat lV 669.2 136.4 532.8 20.4% 79.6%

IDFSS 2150.9 585.3 1565.7 27.27" 72.8"/"

Average 981.7 166.2 815.6 16.9% 83.1"/"

Standard Deviation 549.9 179.9 389.4 7.3o/" 73%

Navigation Satellites
GPS Block 1 508.6 29.5 479.1 5.8% 94.2%

GPS Block 2,1 741.4 42.3 699.1 5.7% 94.3%

GPS Block 2,2 9 1 8 . 6 60.6 858.0 6.6% 93.4%

Average 722.9 44.1 678.7 6 .1% 93.9%

Standard Deviation 205.6 15.6 190.3 O.5o/" 0.5"/"
Remote Sensing Satellites

P80-1 1740.9 36.6 1704.4 2 . 1 % 97.97"

DSP-15 2277.3 162.4 2114.9 7 .1 "h 92.9%
DMSP 5D-2 833.6 1 9 . 1 8 1 4 . 6 2.3o/o 97.7%
DMSP 5D-3 1045.5 J J .  I 1012 .3 3.2y" 96.8%
Average 1474.3 62.8 1 4 1  1 . 6 4.3% 95.7%
Standard Deviation 660.9 66.8 604.5 2.4'/" 2.4V"

TABLE A-2. Mass Distribution for Selected 51

Spacecraft Name Payload Dtructure
Communicatior

FLTSATCOM 1.5 26.5% 19.3%

FLTSATCOM 6 26.4"/" 18.7% z

FLTSATCOM 7.8 32.8% 20.8% z

DSCS II 23.0/o 23.5To z

DSCS ilt 32.3% 18.2%
NATO III 22.1y" 19.3"/o o

lntelsat lV 31.2"/o 22.3o/"
IDFSS 24.6yo 28.0% 2

Average 27.4% 21.3% 3
Standard Deviation 4.2% 3.3o/" 1

GPS Block 1 2Q.Sa/o I O Ool^ 8
GPS BIocK 2,1 20.2% 25.1"h I
GPS Block 2,2 23.00/o 25.47o 1 1
Average 21.27o 23.5o/" I
Standard Deviation 1.6"/" 3.1V" 1

iiir'ir

i-t*'
, ' l ; '
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A-2 also includes subsystem i
this may be the onIY mass known,

estimate or check on the reason-
and 11 for other methods). How--"
ith caution and substantial margia

traditional, older DoD sPace-

TABLE A-1. Actual Mass for Selected Satellites. The propellant load depends on the
satellite design life.

various algorithms and data are provided in chaps. 10 and 1l to deterrnine the
niass of individual subsystems. Actual mass disributlons are provided in Table A-2
to develop initial estimates or perform reasonableness checks'. Be careful using this
data. The percentages given do not necessarily represent the full spectrum ofsaiellite
mass and subsystem mass distributions.

TABLE A-2. Mass Distribution for Setected Spacecraft.

expensive systems from man[l
e microminiaturization ProcesSl

and percentages will shift,

The propellarit load depends on

Spaeecraft Name
Loaded

Mass (kq)
Propellant
Mass (kg)

Dry Mass
(ks)

Propellant
Mass (%)

Dry Mass
(%)

LightSatt
@rsted 60.8 no propulsion 60.8 nla 100.0%
Freja 255.9 41.9 214.0 16.4% 83.6%
SAMPEX 160.7 no propulsion 160.7 NA 100.0%
HETE 125.Ono propulsion 125.0 nla 100.0%
Clementine 463.0 231.0 232.0 49.9o/o 50.1Yo
Pluto Fast Flyby'95 87.4 6.9 80.5 7.9% 92.1%
RADCAL 92.0 no propulsion 92.O nla 100.0%
OHBCOMM 47.5 14.4 30.3% 69.7V"
AMSAT AO-13 140.0 56.0 84,0 40.0% 60.0%
AMSATAO.l6 s.0 |no propulsion 9.0 nla 1OQ.0o/"
PoSat 48.5 no propulsion 48.5 nla 1OO.0o/"
BremSat 63.0 no propulsion 63.0 rla 100.0%
Average 141.2 70.0 109.3 49.6"/" Tt.4%
Standard Deviation 44.8 92.2 31.3 17.1Yo 18.4"/"

Spacecraft Name
Percentage of Spacecraft Dry Mass

Payload Structure Thermal Power TT&C ADCS Propulsion

rL tSAtcoM 1-5 ZO.C-/o 19.3% 1.8% 38:5% 3.0% 7.0% 3.5%
FLTSATCOM 6 26.4% 18.7"/" 2.0% 39/% 3.07" O.6-/0 3.8%
FLTSATCOM 7.8 32.8"/" 20.8y" 2 . 1 % 32.8yo 2.5% 5.7Yo 3.3%
DSCS il 23.Q"/" 23.5y" 2.8o/" 293% 7.0% | | .5-/o 3.O%
DSCS ilt 32.3% 18.2o/o 5.6"/" 27.4% 7.2"/" 4.4o/o 4.1o/o
NATO III 22.1"/" 19.3o/o 6.5"/" 34.7o/o 7.5o/o 6.3"/" 2.4%
htelsat lV 31 .2% 22.3Yo 5.1"/" 26.5% 4.3o/o 7.4% 3 . 1 %
IDRSS 24.6% 28.Oo/o 2.8Y" 26.4o/" 4.1"/" 6.2o/o 6.9"/"
Average 27.41o 21.3o/o 3.60lo 31.9"/" 4t8"/" ,6-90/o 3.8o/"
Standard Deviition 4.2"/" 3.3"/" 1.9Y" 5.3% 2.1% 2.1o/o 1.47"

Navigation Satellites
GPS Block 1 2A.5o/o 19.9% 8.7"/" 35.8% q Ao/^ 6.2"/" 3.6"/o
APS Block 2.1 20.2% 25.1% 9.9% 31.0Yo 5.2yo 5.4% 3.3%
GPS Block 2.2 23.O% 25.4% 11.0 / " 29.4o/" 3.1o/o 5.3"/" 2.74/"
Average 21.2"h 23.5"/" 9.9"/" 32.1o/o 4.7"/" 5.6"/" 3.2Yo
litandard Deviation 1.6 / " 3.17" 1.2"/" 3.3% 1.4"/" 0.5% 0.5"/"



Spacecraft Name

Percentage of Spacecraft Dry Mass

Payload StructureThermal Power TT&C ADCS Propulsion

Remote Sensi ng Satellites

P80-1 41.1% 19.0olo 2.4% 19.9% 5.2V" 63% 6.1"/"

DSP-I5 36.9olo 22.5% 0.5o/o 26.9% 3.8% 5.5% 2.2o/"

DMSP 5D-2 29.9% 15.6% 2.8% 21.5% 25% 3 . 1 % 7.4"/o

DMSP 5D-3 30.5% 18.4% 2.9% 29.0% 2.0"/" 2.9"/" 8.7y"

Average 34.6"/" 18.9% 2.1% 24.3o/" 3.4"/" 4.5% 6.1%

Standard Deviation 5.47" 2.8% 1 . 1 % 4.3Y" 1.4Y" 1.71" 2.8%

LightSats

@rsted 21 .5% 38.3% 0.8% 15.8% 16.7o/" 6.8% none

Freja 34.1% 22.7Yo 2.4% 19.0% 8.7% 6.0% 7.O%

SAMPEX 32.5% 23.1% 2.5o/" 25.0% 10.6"/o 6.3% none

HETE 35.3% 16.0% 1.87" 20.3% 8.5% 18.1"/" none

Pluto Fast Flyby'93 8.7% 18.1% 4.6% 24. \Yo 23.9% 8.3% 12.3%

RADCAL 22.5% 31.0% 0.3% 18.6% 9.4% 18.2o/o none

ORBCOMM 25.3% 20.o"h 25% 29.3% 8.8% B,B% 5.3o/o

PoSat 12.2o/" 13 .9% 0.0% 36.1% 17.5"/o 21 1"/" none

BremSat 27.8o/" 20.6% 33.3"/o 10.3% 7.9"/" none
Average 24.4% 22.7% 1.7% 24.6"/" 12.7"/" 11.3"h 2.7%

Standard Deviation 9.3% 7.7o/o 1.5% 7.0"/" 5.4% 6.0% 4.iYo

AII

Average 26.7o/" 21.7o/o 3.4"/" 27.9"/" 7.1Yo 8.Oi" 3.7%

Standard Deviation 7.5"/o 5.3"h 3.01" 6.6"/" 5,4% 4.7"/" 3,2Y"
Average 7o of
Payload Mass

100.0% 81 1o/o 12.70h 1O4.6"/o 28.2Yo 29.9"/o 13.9%

Standard Deviation
of Vo ol Payload
Mass

0.0% 4O,8"/" 16.4h 62.3% 35.5% 35.5% 30.2"/"
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TABLE A-2. Mass Distribution for Selected Spacecraft.

The average values and the associated standard deviation for each of the spacecraft
subsystems are also listed in Table A-2. The final row lists the percentage of the pay-
load mass devoted, on the average, to the individual subsystems. This information is
useful in the beginning of a program when.we only know the mass of the payload,
When using these estimates, be sure to apply an appropriate margin for enor (See
Chap. l0).

A1

Astronautical a

See Inside Front Cover for Funda
stants. See Inside Rear Cover for tabr

Radius of the Photosphere

Angular Diameter of the Photosphere at 1
Mass

Mean Density

Total Radiation Emitted

Total Badiation per Unit Area at 1 AU

Apparent Visual Magnitude at 1 AU

Absolute Visual Magnitude (Magnitude at
Color Index, B-V

Spectral Type

Effective Temoerature

lnclination oJ the Equator to the Ecliptic

Adopted Period of Sidereal Rotation (L = '

Period of Synodic Rotation Period (d = lati

Mean Sunspot Period

Dates of Former Maxima

Mean Time from Maximum to Subseouent

TABLE B-2. Physical Properties of the
[1989]; McCarthy [1996].)

Equatorial Radius, a

Flattening Factor (Ellipticiry), f = (a - c) la
Polar Radius,- c

Mean Radius," (861tts

Eccenkicity,- (* - CStz,^

Surface Area

Volume

Ellipticity of the Equator (am"*- arninla6",

Longitude of the Maxima

Ratio of the Mass of the Sun to the Mass o
Geocentric Gravitational Constant, GMg =1

Mass of the Earth

TABLE B-1. Physical Propert ies ofthr
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Appendix B

Astronautical and Astrophysical Data

see Inside Front cov_er for-Fundamental physical constants and Spaceflight con-
stants. See Inside Rear Cover for tabular Earth Satellite Data.

TABLE B-1 . Physicat properties of the Sun. (Data from Cox [1999]; Seidelmann 119921.)

TABLE B-2. Physical Properties of the Earth. (Data lrom cox [1999]; seidelmann l1w2l;zee
[1 989]; McCarthy t1 9961.)

deviation for each of the sPacec

row lists the Percentage of the f
subsystems. This infor
know the mass of the

appropriate margin for error (Sl

Radius of the Photosphere o.gssoe *0.06;;;;;G
Angular Diameter of the photosphere at 1 AU : 0.533 13 deg-
Mass 

1.989 1 x 1060 ko
Mean Density 

1.409 g/cm3
Total Radiation Emitted 3.845 x td6 J/s
Total Radiation per Unit Area at 1 AU L367 Wm-2
Apparent Visual Magnitude at 1 AU _26.76

Absolute Visual Magnitude (Magnitude at Distance of 10 parsecs) +4-g2
Color lndex, B-V +0.650
Spectral Type c2V
Effective Temperature 5,777 K
lncfination ol the Equator to the Ecliptic l.2ideg
Adopted Period of Sidereal Rotation (L = 17deg) 25.38 days
Period of Synodic Rotation Period (C = latitude) 26.90 + 5.2 sin2 p days
Mean Sunspot Period 11.04 years
Dates of Former Maxima 1 968.9, 1 9BO.O, 1989.6
Mean Time from Maximum to Subsequent Minimum 6.2 vears

Equatorial Radius, a

Flattening Factor(Ellipticity), f =(a- c) la
Polar Radius," c

Mean Radius,' (*c!tla

Eccentricity,* (* - S1ttz1"

Surface Area

Volume

Eflipticit!' of the Equator (amax- a.in)larns2,1

Longitude of the Maxima

Ratio of the Mass of the Sun to the Mass of the Earth
Geocentric Gravitational Constant, GME =pg

Mass of the Earth

6.378 136 49 x 106 m

11298.256 42 = o.0Q3 352 819 70

6.356 751 7 x 106 m

6.371 OO0 3 x 106 m

0.081 819 301

5.100 657 x 1014 m2

1.083 207 x 1021 m3

-  1 .6x  10-5

14.805. W, 165.105.E

332,945.9

3.986 OO4 418 x 1014 m3s-2

5 . 9 7 3 7 x t d a r g
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TABLE B-3. Phase Law and Visual l\r

F

(des)
P(€) v(R,9 -V

Betore
Full Moon

AfterFull
Moon

Before
Full Moon

0 1.000 1.000 0.000
'10

0.787 0.759 0.259
20 0.603 0.586 0.549
30 0.466 0.453 0.828
40 0.356 0.350 1 121
50 v . z I  a o.273 1 . 4 0 1
60 0.211 0.211 1.689
m 0 . 1  6 1 0.1  56 1.982

Geocentric and Geoc
As shown in Fig. B-1, geocentric ,

of the Earth. However, latitude and l
nates which are defined with respe<
created by rotating an ellipse about i
pendicular to a plane tangent to the e
since the gain in representation is smz
work, astronomical latitude and long
the normal to the equipotential surfl
defined as the angle between the loce
imum values of the deviation of the ve
the normal to a reference ellipsoid, ar
the height between the ellipsoid anr
surface) are about 100 m. Seidelma
coordinate systems and transformatio

Fig. B-1. Geocentric vs, Geodetic Coor

TABLE B-2. Physicat Properties of the Earth. (Data lrom cox [1999]; Seidelmann 119921;Zee
[1989]; McCarthY [1996].)

Phase Law and Visual Magnitude of the Moon

To determine the Moon's visual magnitude, V(R,fl, at any distance and phase, let
R be the observer-Moon distance in AU and ( be the phase angle at the moon between
the Sun and observer. Then i

y(R' 6) = 0'21 + 5loglsR - 2.5 logleP({) (B-l)

where the phase law, P($, for the Moon is given in Table B-3 fHapke, 1974]. Note
that the visual magnitude of the Moon at opposition (i.e., full Moon) at the mean dis-
tance of the Moon from the Earth is -12.73.

ri: i'
al

Mean Density

Gravitational Field Constants (Data from JGM-2; the
following constants should be used in conjunction with
these data: Re = 6,378.136 3 km;

GMg = 396,699.441 5 km3/s2;

r i ,E=7.2g2115 855 3 x 10-5 rad's-1)

Mean Distance of Earth Center from Earth-Moon
Barycenter

Average Lengthening of the DaY

Annual General Precession in Longitude
(i.e.,  Precession of the Equinoxes), at J.2000
(T in centuries from J.2000)

Obliquity of the Ecliptic, al Epoch 2000

Rate of Change of the Obliquity (T in Julian
Centuries, T = (JD-2,451,545.0y36,525))

Amplitude of thd Earth's Nulation

Sidereal Period of Rotation, Epoch 2000

Length of Tropical Year (ret. = !, (T in Julian
Centuries, T = (JD-2,451,545.0y36,525))

T=(JD-2,451,545.0Y36,525

Length ot Anomalistic Year (Perihelion to Perihelion),
Epoch 1999.0

Mean Angular Velocity

Mean Orbital Speed

Mean Distance From Sun

5,554.8 kg m-3

1
0
0.108 262 692 563 881 5x 10-2
-0.253 230 781 81 9 177 4 x 1O-5
4.162 042 999 x 10-5

4,671 Rm

0.0015 sec/century

50.290 966" + 0.022 222 6" T
-0.004 2" 12

23 26' 21.4119',
-46.815 0" 7
-0.ooo 59" T2
+ 0.001 813" T3

2.556 25 x 10-3 deg

0.997 269 68 de
= 86  164.100 4  s
= 23h56m o4.og8 I

365.242 189 669 8 +

0.000 006 1 53 59 T-7.29 x 10-10 T2

+ 2 . 6 4 x 1 0 - 1 o T 3 d e

365.259 635 4 de
= 31 ,558,432.5 s

=7.292115 0 x 10-5 rad s-1

= 15.041 067 178 669 10 arcsec.s-1

= 2 .978 48  x  104 m.  s - l

= 1.000 001 057 AU

= 1 .495 980 29  x  101 1  m

Js
J1

l2

r3

Ja

'Based on adoDted values of fand a.
Reference
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4,671 km

0.0015 sec/century

50.290 966" + 0.022 222 6" T
4.004z',T2

23. 26', 21.4119',

of the Moon

f), at any distance and
the phase angle at the moon

1sR - 2.5log1sP({)

in Table B-3 fHapke, 1974].
on (i.e., full Moon) at the mean

Astronautical and Astrophysica! Data

Axis of Rotation

Reference
Ellipsoid

Fig. B-1. Geocentric vs. Geodetic Coordinates.

from Cox [1999]; Seidelmann [1992];

5,554.8 kg m-3

J o 1
J r o
J2 0.108 262692 563 881 5x
J3 {.253 230781 819 177 4x

Jd -0.162 042 999 x 10-c

Geocentric and Geodetic Coordinates on the Earth

^ As shown in Fig. B-1, geocentric coordiiates are defined with respect to the center
of the Earth. However, latitude and longitude are frequently gisten in'geod,etic coordi-
nates which are defined with respect ro an oblate iry"rrii eltipso"id, (i.e., a figure
created by rotating an ellipse about its minor axis), *ith th" height, fr, measured-per_
pendic-ular to a plane tangelt to the ellipsoid. A triaxial ellipsoid'is noi generally used
since thegain in representation is small. Although not normally used foripace mission
wotk, asironomical latitude and longitud,e are dJefined relative to the local yertical, or
the-normal 

,to the equipotential surface of the Earth. Thus, astronomical latitude is
defined as the angle between the local vertical and the Earth's equatorial plane. Max-
imum values of the deviation of the vertical,or the angle b"t*"en'th" local vertical and
the normal to a reference ellipsoid, are about I minute of arc. Maximum variations in
the height between the ellipsoid and mean sea level (also called G eqaipotential
surface) are about 100 m. seidelmana [1992] provides an extended discussion of
coordinate systems and transformations.

TABLE B-3. Phase Law and Visual Magnitude of the Moon.

(deg)
P(6) v(F,o -v(F,o) (des) P(6) v(F,4 - V(F,o)

Before
Full Moon

AfterFull
Moon

Before
Full Moon

AfterFull
Moon

Before
Full Moon

AfterFull
Moon

Before
Full Moon

AfterFull
Moon

0 1.000 1.000 0.000 0.000 80 0.120 0 . 1 1 1 2.301 2.386
1 0 o.787 0.759 0.2s9 0.299 90 0.0824 0.0780 2.709 2.769
20 0.603 0.586 0.549 0.580 100 0.0560, 0.0581 3.129 3.089
30 0.466 0.453 0.828 0.859 1 1 0 0.0377 0.0405 3.558 3.481
40 0.356 0.350 l . t z l 1 . 1 3 9 120 0.0249 0.0261 4.009 3.958
CU o.275 0.273 1.401 1.409 130 0.0151 0.0158 4.552 4,503
60 0.211 0.211 1.689 1.689 140 0.0093 5.078
70 0 . 1 6 1 0.1  56 1.982 2.016 150 0.0046 5.U2

Equatorial
Radius
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The geocentric latitude, Q', of a point, p, on the sutface of the Earth is the angle at ;
the Earth's center betweenp and the equatorial plane. The geodetic or geographic lat- I
itude, Q, is the angle between the normal to the reference ellipsoid (at point p') and the

equatorial plane. The ellipsoid is t/pically defined by the flattening,/ or the inverse

tlattening, lfi given by
n - h

f : - " .1/298.256 42 for the Earth
a

where a and b are the semirnajor a\d semiminor axes of the ellipsoid'
The geocentric longitude,,t, is defined by the angle between the reference (or zero)

meridian and the meridian of point p (and p'), measured eastward around the Earth
from 06 to 360o. The geodetic longiutde will be identical to the geocentric longitude
assuming that the reference ellipsoid has the same axes and reference meridian as the
geocentric system.

The ellipsoidal lzeight, h, of pointp is measured along the normal to the ellipse, and
with respect to the point of intersection of that normal with the ellipsoidal surface, that
is, from point p' . Other 'heights' are possible-for example, lhe geocentric radius, r,
and the height above nxea,x sea level or geoidal height, H.

We often express the position of a point, p, on or near the Earth in a right-handed
geocentric cartesian coordinate system (X, Y, Z). Here the direction of the Z-axis is
that of the rotational reference ellipsoid, the X-axis is perpendicular toZ through the
reference meridian. The Y-axis completes the triplet in a righrhanded sense.

Conversion from geocantric to geocentric cartesian coordinates is given by

l-xl lcos d'cos l-lI  |  |  
- l  (B -3 )

l t  l  
= r l  coso'sin' t  I

lz)u I  sin@' I
Conversion from geodetic to geocentric cartesian coordinates is given by

(B-4)

where e is lhe eccentricity of the ellipsoid

e = (B-5)

and N6 is the ellipsoidal raditts of curvature in the meridian, given by

xr= af

Conversion from geocentric cartesian to geocentric coordinates is given by

{stronautical

Note that d = sin-l (Z / r) maY als<
are evaluated such that -90" 3d <+9

To convert from geocentric cartesi
cedure. An exact solution has been
exoression for the reduced latitude in

We first calculate intermediate va

t  =luz-@2 -u' l l f  'n

p =luz + (az - u'?llf "n
p = q(nF +\13

t  = lcz  +( r
. Finally, the latitude and ellipsoida

- l r
q = t a n - l

y = ( R -  c

To obtain the correct sign, set th
solution is singular for points at the i

0=Q,=90 . ] r u * ,
h=Z_b  )

Additionally, for points close to
avoided and the accuracy improved t

v = v3 +2Q13

Finally,

Borkowski. K. M. 1989. ' iAccurate,

Coordinates," B ulletin G6od6siqt

Cox, A.N. ed.1999. Astrophysical Q

Hapke e. Dlq. "Optical Properties r

McCarthy, Dennis D., USNO. 1996.

Seidelmann, P. Kenneth, USNO, r
Astronomical Alnnnac. Mill Vall

Zee, Chong-Hung. 1989. Theory oft

1

I

Id'l
l^ | =
l r  II  r p

/ -\
t an - ' l Z / ^ , lX '+Y '  I\ , /

tan-t1Y /  x; (B-7)

x 2  + Y 2

41"= a t  t zL J  _  
J

2 sinz P
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surface of the Earth is the
The geodetic or geog

ellipsoid (at pointp')
by the flattening,/, or the

42 for the Earth

axes of the ellipsoid.
angle betweenthe reference (ot
measured eastward around the
identical to the geocentric lon

axes and reference meridian

along the normal to the ellipse;
with the ellipsoidal surface,

for example, the geocentic
height, H.

or near the Earth in a right-
Here the direction of the

is is perpendicular toZ
in a right-handed sense.

an coordinates is given by r

p=^IP ayz

B =[uz-(oz - uzl]f "n
p =foz+ 1"2 - *1ff an
p = q(nF +\/3

Q=z(n'- r ' )

o=(r,  *et)t ' '

u=(D-e)t, t  -(o*p1vt

Note that / = sin-l (z / r) may also be used to determine f , and,that these functions
are evaluated such that -90. <il <+90o, and 0o <,1, <360..

To convert from geocentric cartesian to geodetic coordinates is not as simple a pro_
cedure. An exact solution ias been given by Borkowski [19g9] based on usirg an
expression for the reduced latitude in a solvable fourth-degree polynomial.

We first calculate intermediate variables as follows:

:1
" )

(B-8)

(B-e)
round-off error may be
value of v with

(B-10)

(B-11)

ian coordinates is given by

v = v3 + Zehp (near Zaxis or Xy plane)

Finally;

,1. = tan-t(y/ X)
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c2- J

the meridian, given by

coordinates is given by

2  + Y 2

tx )

+Zz

G =;l"tE\" .1
; =lo, + (r - vc) t 1zc - 4]1t2 _ c

Finally, the latitude and ellipsoidal height r" 
"o-iot"d 

fro-,

d = tan-l(a(r -t)rpo4)

t, = (R - at) cosg + (Z - b)sin{

' Additionally, for polnts close to these conditions, some
avoided and the accuracy improved slightly be replacing the

To obtain the corect sign, set the sign of D to that of zbefore beginning. This
solution is singular for points at the Z-axis (r = 0) or in the Xy-plane. For whichl

I:r;:,: :'" I' ̂ ', I:_,;: :Vy p,ane
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Ellipt

Appendix C

Elliptical Orbit Equations

Radius of apogee: ro

,o = o( l+ r )

r - = 2 a - r ^

( t + " )," = ,, 
014
(t + ,.or v, )r- = n --;----------=--

u  '  
\ l - " )

See Table 6-2

Radius: r

"(t 
-- 

" ')r = -
I  + ecostz

rr( t  + e)
f = +

l + e c o s v

See Eq. (6-3)

Right ascension ofthe node: dJ
T ^  I

Q = cos-r l**  |
L lx l ln lJ

; if (ry . 0) then Cl = 2n

where n is the nodal vector not t
mean motion

See Table 6-2

Semimajor axis: a

(r" * rr\ -u
a = - = L

2 2 e

a = -:l-

Q -  r )

a =  . .  
f o  

,
( 1 + e )

See Table 6-2

Specific angular momentunt: h
h = r x V

h = r o V o = r p V p

See Eq. (6-7)

Argument of perigee: co

- , [ (" 'u) l
a) = cos -l -7-\- I

L \ n e )  )

f f ( e , < O )  t n e n  a = 2 n - a

See Table 6-2

Eccentric anomaly: E

/ E \  E - ;  / v )t"n[t] = 
1H" '*lz.]

^[t-] rinv
s lnz =

l + e c o s y

-  e+  cosv
c o s E =

l + e c o s v

See Table 6-3

Eccentricity: e
/ \
\ ' "  

-  'o)
e = -7---l

l'"* h)

,=L- l  ,=r-L
a a

r z -  \
e =

\cosvl  
-  rzcosvz ,

See Eq. (6-3)

Eccentricity vector: e

| [( -.., t\ 
'l

" = :  
j l  V ' - L  l r - ( r . V ) V f

P | . \  r )  )
See Eq. (6-9)

Flight path angle: y

esln y
tan7 = =--'  l + e c o s Y

See Table 6-5

Inclination: i

.  - , [a . r t lI = cos 
LFll[il

See Table 6-2

Mean anomaly: M

M = n(t -to)+ Mo

r  : l l 2

,  =[  +l  . ( ' -  t , )+ uo
-  \ 4 " ' i

M = E - e s i n E
See Table 6-3

Mean motion: n

n = Ji1;
See Table 6-3

Nod.al vector: n

n = 2 x h

See Eq. (6-8)

Period: P

P =Znln P =2nJa'l t t

See Table 6-2

Radius of perigee: r,

r p = a ( l - e )

See Table 6-2

( t - r )



Elliptical Orbit Equations

uations

anomal!:.M
= n ( t - 6 ) + M o

=l#) . ( t - to)+Mo

= E - esinE

n = i x h

Eq. (6-8)

P=Znln P=2n", !a ' lp

Rudius ofapogee: ro
,o = o(r+ r)

r o = 2 a - r ,

( t + e )
' a - ' p ( t _ " )

( t  + ecosv,),o= \-at_d-
See Table,6-2

Radius: r

"( t  
-  

" ' )r = : -
I  +  ecosy

,o(t + e)
r = ;_:_I  +  ecosy

See Eq. (6-3)

Right ascension of the nod,e: (2
' 1 1

t ^ l

s) = cos-rl #* |
LH Fll

- if (nr, < 0) then {2 = 2n - d2
where n is the nodal vector not the
mean motion

Time since periapsis: t
(E- esin E)

t = '  '
n

See Table 6-3

True anomaly: v

- r l  ( e . r )  |y = c o s  ^ l '  ' I

Lkt )
i f  ( r .V)<0 then

r^( l+ e\  I
c o s Y =  r '  '  - 1

r e e

/  . \
alr- e" ) 1

c o s y =
r e e

c o s E - e
c o s y =

1 - e c o s E

v  = 2 n  - y

/ v )*(.t=
See Table 6-2

E+; ( E\
- l -  tan l  -  |
Y1-e  \ 2 )

See Table 6-2

Semimajor axis: a

a =

Velocity: V

V _

roV, = roVo

See Eq. (6-4)

Circ ular v e lo cillt : V 
" 
i *

v"io = ^[1t/r

See Eq. (6-5)

Escape velocity: V"r,

vn" = ̂ l21tf ,

See Eq. (6-6)

-p

2e

o  =  - ' ! -
\ 1 t " )

a =  :  
f o  

:
(l-+-e)

See Table 6-2

Specifrc angular momentum: h
h = r x V

h = r o V o = r p V p

See Eq. (6-7)

2tt _ tt
r a
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Appendix D

Spherical Geometry

D.l General Formulas

This appendix provides a summary of basic rules. More detailed discussions are
provided by Green [1985], Smart [977], and Newcomb [1960]. Wertz [2001] pro-
vides a detailed discussion of global geometry and its application to problems 9f space
mission analysis, including a discussion of "full-sky" techniques that eliminate the
quadrant ambiguities which make automated spherical geometry solutions complex
and inconvenient.

A right spherical triangle is one with at least one right angle. (Unlike plane trian-
gles, spherical triangles can have l,2,or 3 right angles.) Any two of the remaining
components, including the two remaining angles, serve to completely define the trian-
gle. Napier's Rules, given in any of the above books, provide a concise formulation
for all possible right spherical triangles. However, experience has shown that it is
substantially more convenient to write out explicitly the rules for the relatively small
number of possible combinations of known and unknown sides and angles. These are
listed in Table D- l.

A quadrantal spherical triangle is one with at least one.side which is 90 deg in
length. As with right spherical triangles, any two of the remaining five components
completely define the triangle. These are given by a corresponding set of Napier's
Rules. Again, it is more practical to write out explicitly all possible relationships.
These are given in Table D-2.

An oblique spherical triangle has arbitrary sides and angles. Sides and angles are
generally defined over the range of0 to 180 deg, although most of the spherical geom'
etry relations continue to hold in the angular range up to 360 deg. A set of basic rules
which can be applied to any spherical triangle are given in Table D-3. Finally, these
general rules can be used to write explicit expressions for any of the unknown compo-
nents in any oblique spherical triangle with any three components known. These are
given in full by Wertz [2001].
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Table D-1. Right
Spherical Triangles

The line below each formula indice
quadrant of the answer. Q(A) = QG
that the quadrant of angle A is the r
that of side a. "2 possible solutions
that either quadrant provides a con
tion to the defined triansle.

Given Find

a r b c o s f t = c o s a c o s D
Q(ft) = {Q(a) Q(e)}*

c o s 6 = c o s h / c o s a
Q(b)  = [Q(a) /Q( iz) ]**

c o s c = c o s h / c o s b
Q(a)  = {Q(e) /Q(f t ) }**

s i n D = t a n a / t a n A
2 possible solutions

tanb = sin a tan B
Q(e) = Q(B)

t r , na=s inb tanA
Q(a) = Q(A)

s i n a = t a n b / t a n B
2 possible solutions

s i n a = s i n f t s i n A
Q(a) = Q(A)

sin D = sin /r sin.B
Q(b) = Q(B)

cos a = cosA ,/sin B
Q(a) = Q(A)

s
(

b , h

s
2

a r B

b , B

h , A

h , B

A , B

c
(

tl

C

a
(

si
a

tt

a
ta
a
c(
n
Y

* {Q(x) Q0)} = lst quadrant if Q(** {Q(r) /Q&)) = quadrant of x if
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Table D-1. Right
Spherical Triangles

The line below each formula indicates the
qiradrant of the answer. Q(A) = e(a) means
that the quadrant of angle A is the same as
that of side a. "2 possible solutions" means
that either quadrant provides a correct solu-
tion to the defined triansle.

Given Find

905

up to 360 deg. A set ofbasic
given in Table D-3. Finally,

NewYork:

Netherlands : Microcosm Fress

cosf t  =cosa cos b tanA=t ina/s i \b  tqn B =tanb /s ina
Q(rt) = {Q(a) Q(b)}* Q(A)'= Q(a) e(B) = e(b)
cosD =cosf t . /cosa s in^4 =sina/s inf t  cosB = tana/ tanh
Q(D) = {Q(a)/Q(ft)}** Q(A) = Q(a) e(B) = {e(a)/e(D}*x

cosa = coslr lcos b cosA = tanD / tanh sin,B -sin b /snh
Q(a) = {Q(r)/Q(&)}** Q(A) = tQ(r)/Q(ft)}** e(B) = e(r)
sinD = tana/ tanA s inf t  =s ina/s inA s inB = cosA /  corsa
2 possible solutions 2 possible solutions 2 possible solutions 

1

tanb - -s ina tanB tanh=tana/cosB cosA =cosasinB
Q(b) = Q(B) Q(ft) = {Q(a) e(B)}* e(A) = e(a)

tana = sin D tanA tanh =tanb / cosA cos B = cos D sinA
Q(a) = Q(A) Q(&) = tQ(b) e(A))a. e(B) = e(r)
sinc = tanb / tanB sin fr = sin D/sin B sinA = cosB/cos D
2 possible solutions 2 possible solutions 2 possible solutions

sin c = sin ft sin A tan D = tan ft cos A tanB = l/ coshtan,4
Q(a) = Q(A) Q(b) = {Q(A)/e(r))** e(a)={e(A)/e(ft)}**
s inD=s in f ts inB tana=tan f tcosB tanA=l /coshtanB
Q(b) = Q(B) Q(a) = {Q(B)/Q(r)}** e(A)={e(r)ze(a)}**
cos a = cosA /sin B cos D = cosB,/sinA cosft = I/tznAtanB
Q(4) = Q(A) Q(b) = Q(B) Q(/,) = {Q(A)Q(B))*

* {Q(x) Q0)} = lst quadrant if Q(,r) = Q0), 2nd quadrant if e(r) * e0)** {Qk) /Q@)} = quadrant of x if h S 90 deg, quadrant opposiie'x iti > 90 deg.
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Table D-2. Quadrantal
Spherical Triangles

The line below each formula indicates the quadrant of
the answer. Q(A) = Q(a) means that the quadrant of
angle A is the same as that of side a. "2 possible

solutions" means that either quadrant provides a
comect solution to the defined triangle.

Given Find

A , B  c o s - l ? = - c o s A c o s B
Q(rO = {Q(A) Q(B)}.

A, H cos B = - cos .Ell cos I
Q(B)  =  {Q(A) \Q(m}**

B,H cosA =-cos I I /cosB
Q ( A ) :  t Q ( B ) \ Q ( m ) * *

A , a  s i n B = t a n A / t a n a
2 possible solutions

A , b  t a n B = s i n A t a n D
Q(B) = Q(D)

B , d  t a n A = s i n B t a n a
Q(A) = Q(a)

B , b  s i n A = t a n B / t a n b
2 possible solutions

H,a  s inA =s in l f  s ina
Q(A) = Q(a)

H , b  s i n B = s i n I l s i n b
Q(8) = Q(D)

a , b  c o s A = c o s a / s i n b
Q(A) = Q(a)

tana =tan A / sin B

Q(a) = Q(A)

s i n a = s i n A / s i n / 1
Q(a) = Q(/)

c o s a = - t a n B / t a n H
Q(a )  =  {Q(B) \Q(m} * *

sin .EI = sin A / sin a
2 possible solutions

tanH=- tanA  / cosh
Q(,i10 = tQ(A) Q(b))*

t z n H = - t a n B / c o s a

Q(II) = {Q(B) Q(a)}*

s i n H = s i n B / s i n D
2 possible solutions

tanB  = - tan .E Icosa

Q(B) = {Q(a)\ Q(m}**

t anA  = - tan .E IcosD

Q11) = {Q(6)\ Q(m}**

c o s B = c o s D / s i n a
Q(B) = Q(b)

tanb= tanB /s inA
Q(b) = Q(B)

cosD=- tanA  / t anH

Q(b)={Q(A)\Q(m}**

s i n D = s i n B / s i n I l
Q(e) = Q(B)

s inD  =cosa /cosA
2 possible solutions

cos d, = cos A sin D

Q(a) = Q(A)

c o s D = c o s B s i n a
Q(r) = Q(B)

s i n a = c o s D l c o s B
2 possible solutions

tanb =-U cps H tana

Q(b)={Q(a) \O(/4}**

tana=-U cosH tanb

Q(4)={Q(b) \Q(rt}**

cosII--1,/tan atalh

Q(II) = {Q(a)Q(D)}*

Sphr

Table D-3. Oblique
Spherical Triangles

The following rules hold for any
spherical triangle:

s i na  s inb
The Law of Sines: ---- = - '

sin A sin B

The Law of Cosines for Sides:

c o s d = c o s b c o s c
c o s b = c o s c c o s 4
c o s c = c o s a c o s &

The Law of Cosines for Angles:

c o s A = - c o s B c o s
c o s B = - c o s C c o s
c o s C = - - c o s A c o s

Gauss's Formula:

s in[ ] (a  -  r l ]= l

Useful Derived Formulas:

c = tan-I (tan b cos

D.2 Thermal Geometry*

As discussed in Sec. 11.5, thermal
IR and albedo radiation from the Eart
a large area ofthe sky from low orbit,
and not amenable to simple approxlm

* New section added to the 5th printing, I

c  = t * a (  1

\ tan A cor

*{Q(r) Q0)} = lst quadrant if Q(;r) = Q0), 2nd quadrant if Q(x) + Q0)
**1Qix1\ Ofml = quadrant of x if H > 90 deg, quadrant opposite x if H<90 deg'



H cosb
) \ o(rt)**
/ sina
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tq ib= tanB / ,

Q(D) = Q(B)lri

cos D =-
Q(r)={Q(A

sin D = sinB/
Q(b) = Q(B) ,

s inD=cosa/ " i
2 possible

cosa=cosAs i r r
Q(a) = Q(A)

i i1

c o s D = c o s B
Q(b) = Q(B)

s i n a = c o s b /
2 possible soluti

tan b = -Vcos

Q(b)={Q(a)\Q(

tana=-UcosE
Q(4)={Q(r)\0(

cosH=-1,/tana
Q(11) = {Q(a)Q(D

Ld quadrant if Q(x) * Q0)
quadrant opposite x if H<90'

Spherical Geometry

. Table D-3. Oblique
Spherical Triangles

The following rules hold for any
spherical triangle:

s ina s in& s ihc
l n e l a w o I S l n e s : _ = _ = _

sinA sin.B sin C

The Law of Cosines for Sides:

'  cos  a  =cos  bcosc+ s inD s inccosA
cos D = cos c cos a + sin c sin a cos B
cos c = cos a cos b + sin a sin b cos C

The Law of Cosines for Angles:

, cos A = -cos B cos C + sin.B sin C cos a
cosB = -cos C cos A + sin Csin A cos D
cos C= --cos A cos B + sin A sin B cos c

Gauss's Formula:

.  r ,  .  * . . ,  s in[ ] fo _ D)l
sin [](A 

- B)l= -# cos C/2"

Useful Derived Formulas :

c = tan-l (tan D cos.A) + tan-l(tan a cos .B)

* 
New section added to the 5th printing, Sept. 2003.

9W

N'

I

I

I
i

D.2 Thermal Geornetry*

As discussed in Sec. I 1.5, thermal calculations are made morecdmplex by both tire
IR and albedo radiation from the Earth or other nearby planet. Because the planet fills
a large area of the sky from low orbit, the calculation of geometrlcal factors is complex
and not amenable to simple approximations. consequenlly, the thermal IR and albedo

c=tan- l f  1  
) - ,un

\ tanAcosb )
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Oirection Normal
to Face

'180' - 0

Orbit Plane

Fig. D-l. Computation of lnputs to be Used in Determining theThermat Geometry Factors.
See text for discussion.

For an Earth-oriented spacecraft, the nadir angle, 4, is known or can be computed by

any of the methods in Secs. 5.1 and 5.2. The Earth central angle from the Sun to the

spacecraft, 0, is given by:

cos (180 deg - 9) = - cos 0 = cos Ae5* cos p5 (D-1)

Spher

For planets other than the Earth, the
planetary albedo and thermal IR chara
in-Table D-1 should be interpreted as t
Thus, in Table D- I , the data for 500 k
is the Earth's equatorial radius of 6,3?
3.397 km. the data for 500 km in Tabl
3397 x0.0784 =266km.

TABLE D-4. Geometric Factor for Eartl

. : 1

Earth
Disk

where Az5un is the azimuth of the Sun relative to nadir and B5, often called the "p

3ngle," isifri angle of the Sun out of the orbit plane. The rotation angle O is then given
oy:

cos c) = cos F1Y + cos o cos 4
sinOsin4 @-2)

where pp is the angle from the Sun to the normal, N, to the plate in question' (See
S e c . 5 . 1 . )

Ii"iir;*.;iffii



, FIq and Fabedo, which are
in the tables below.

described here and the

vestor, N, in the vicini
be approximated as a series

independently. (See Exam
angle geometry, and orbit a

radiation from the Earth is
and the center of the Earth

of the Earth. The albedo
in Fig. D-1, O is the rotatiori

it ii a rotation angle, it is the
the Earth's surface.) 0 is thb
ich, to the accuracy of the

at the spacecraft from the Sun:

Plane Parallel
to Face

Orbit Plane

ksrn

Spherical Geometry

For planets other than the Earth, the same geometry factors can be used with the
planetary albedo and thermal IR characteristics from Table 1l-46. The altitudes listed
in Table D-1 should be interpreted as the altitudes proportional to the planetary radius.
Thus, in Table D-1, the data for 500 km altitude corresponds to 0.0784 RB, where Rg
is the Earth's equatorial radius of 6,378.14 km. For Mars with an equatorill radius oT
3,397 k{fl, the data for 500 km in Table D-l corresponds to an altitude above Mars of
3397 x0.0784=266km.

TABLE D4. Geometric Factor for Earth lR on a Flat Plate

the Thermal Geometry Factors.

\ ' ,
4, is known or can be computed by,'

central angle from the Sun to the

Azgun cos B5 (D-l)

nadir and p5, often called the "p
. The rotation angle O is then given

0cos4
n 4 (D-2)

in question. (SeeI, N, to the plate

0
30
60
90
120
150

0.9401
0.8284
0.6026
o.3476
0.1324
0.0140

0
30
60
90
120
150

0.8618
0.7512
0.5186
0.2746
0.0875
0.0045

0
30
60
90
120
t 3 u

0.7527
0.6522
0.4216
0.1 980
o.0467
0.0006

0
30
60
90
120
1 E n

0.6613
0.5727
0.3572
0.1 528
v .vzr  +

0.0000

0
30
OU

90
120
t c u

0.5883
0.5099
0.3109
0j228
0.0166
0.0000
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TABLE D-5. Geometric Factor for Earth Albedo on a Flat Plate for q = 0'

Alt i tude
(km) e

Fatbedo

Q = 0 - 3 6 0

200
(0.0314 RE)

0
en

60
90

0.9486
0.8215
0.4743
0 . 0 1 1 8

500
(0.0784 RE)

0
2n

60
on

0.8587
0.7437
0.4293
0.0232

1 000
(0.158 RE)

0

60
on

0 . 1
0.6392
0.3688
0.0344

1 500
(0.235 RE)

0
30
OU

90

0.6423
u-3coJ

0.3203
0.0400

2000
(0.314 RE)

0
30
60
90

0.5662
0.4904
0.2818
0.0426

GEO
(5.611 RE)

U

JU

60
on

0.0175
0 . 0 1 5 1
0.0099
0.0046

Spher

TABLE D-7. Geometric Factor for Earth

0.5068
0.4550
u.zo  I  J

0.0331

0-3153
0.2037
0.0415

(5 .611 RE)

TABLE D-6. Geomeiric Factor for Earth Albedo to a Flat Plate, n = 30.

Alt. (km)
Falbedo

e O = 0 Q = 3 0 f ) = 6 0 Q = 9 0 {l = 12O C) = 150 C) = 180

20Q
(0.0314 RE)

U
JU

60
on

o.4202
0.7178
0.4230
0.0185

0.8202
0.7168
0.4213
0.0182

u.6zuz
0.7141
u.4  |  oo

0.0143

o.8202
0.7103
0.4101
0.0095

o.8202
u- /  uoo
0.4036
0.0067

n 8202
0.7039
0.3989
0.0042

0.8202
0.7029
0.3972
0.0032

500
(0.0784 RE)

0
JU

60
90

0.7390
0.6520
0.3902
0.0325

0.7390
0.6504
0.3875
0.0479

n 7390
0.il60
0.3798
0.0263

0.7390
0.6400
0.3694
0.0198

0.7390
0.6340
U . J C Y  I

0.0140

0 .Teon

0.6296
0.3515
0.0097

0.7390
0.6280
0.3487
0.0081

1000
(0.1s8 RE)

0

60
90

U.6JU2
0.5671
0.3438
0.o4M

0.6382
0.5652
0.3405
0.0464

0.6382
0.5599

n neoT

u.03uz
0.5526
0.3189
0.0298

0.6382
0.5454
U . J U O J

0.0226

0.6382
0.5402
0.2972
0.0173

0.6382
0.5382
0.2939
0.0153

1 500
(0.235RE)

0

60
90

5563
0.4961
0.3020
0.0490

A  E F G ?

0.4942
0.2987
0.0471

0.4889
0.2897
0.0418

u.b56J
0.4817
0.2274
0.0346

0.5563
0.4745
0.2651
0.0274

0-5563
0.4693
0.2560
o.0221

n  q 6 A ?

0.4674
0.2527
0.0202

2000
(0.314 RE)

0

60
90

0.4904
0.4384
0.2672
0.0s06

0.4904
0.4365
0.26/.2
0.0487

0.4904
0.4{}1 5
0.2557
0.0437

0.4904
0.4247
o.2440
0.0369

0 4904
0.4178
0.2325
0.0300

4904
0.4128
o.2240
0.0250

0 . 0.4904
0 . 4 1  1 1
0.2210
0.0233

GEO
(5.611 RE)

n

30
60
90

0.0152
0.0132
0.0088
0.0041

0.0152
0.0132
0.0088
0.0041

u.ur  52
0.0132
0.0087
0.0040

0.0152
0.0131
0.0085
0.0039

0.0152
0.0130
0.0083
0.0038

0.0152
0.0129
0.0083
0.0038

0.0152
0.0129
0.0082
0.0037

TABLE D-8. Geometric Factor for Earth

0.31 12
0.1880
0.0146

0.3124
0.1899
0.0165

o.1924
0.1791
0 . 1  1 9 4
0.0256

0 . 1 8 1  1
u.  I  zoJ

0.0290
0.1470
0.1397

0 . 1 1 6 2
0.1  143
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Flat Plate for 11

0 .41  11
0.2210
0.0233

TABLE D-7. Geometric Factor lor Earth Albedo on a Flat Plate for n = 60.

Alt. (km)
Fatbedo

Q = 0 ( ) = 3 0 S 2 = b U S 2 = 9 U Q = 1 2 0 Q = 1 5 0 Q  = 1 8 0

200
(0.0314 RE)

0
JU

OU

0.
0.5261
0 .3151
0.0202

0.5959
0.5427
0.3128
0.0183

u.5Y5V
0.5211
0.3065
0.0139

u.c959
0 . 5 1 6 1
0.2980
0.0081

u.5959
0 . 5 1 1 2
0.2894
n nnAe

0.5959
0.5075
0.2831
0.0013

0.5959
0.5062
0.2808
0.0003

500
(0.0784 RE)

U
30
60
90

u.5uo6
0.4550
0.2813
0.0331

0.5068
0.4529
0.2776
0.0303

0.5068
0.4470
0.2674
0.0234

0.5068
0.€89
0.2534
0.0138

0.5068
0.4309
0.2395
0.0071

0.5066
0.4250
0.2293
0.0024

u.5uou
4.4229
0.2255
0.0009

0001
(0.158 RE)

0
en

OU

90

0.4092
0,3746
0.2417
0.0424

0.4092
0.371 I
0.2354
0.0390

0.4092
0.3644
0.2220
0.0319

0.4092
0.3544
0.2045
0.0188

0.4092
0.3443
0 . 1 5 1  I
0 . 0 1 1 3

4.4u9'z
0.3369
o.1742
0.0039

u.4uvz
0.33/.2
0.1 696
0.0018

1 500
(0.235 RE)

o
2n

bU
an

U.J4JI

0.3181
0.2098
0.0449

U.JIhJ I

n  e 1 4 e

0.2037
0.0415

0.34it1
0.3076
0.1 901
0.0336

u.3431
0.2972
0.1712
0.021 1

0.3431
0.2866
0.1323
0.0123

0.3431
0.2789
0.1399
0.0054

0.3431
0.2761
n  1 e E 1

0.0026
2000

(0.314 RE)
U
30
OU

90

v.zv4/
o.2758
0.1842
0.0449

u.zv4/
0.2731
0.1789
0.0417

a.zY4/
0.2655
0.1661
0.0341

u.2Y4/
0.2552
0.1 468
0.0220

.2940
0.2448
o.1292
0.0123

o.2947
0.2373
0 .1163
0.0066

v.294/
0.2345
0.1 137
0.0033

GEO
(s .611 RE)

U
JU

60
90

U.UUUU
0.0079
0.0053
0.0026

U,UUU6
0.0078
0.0053
0.0026

U,UU66
0.0077
0.0051
0.0024

U.UU6U
0.0075
0.0049
0.0022

U.UUU6
0.0073
0.0047
0.0021

0.0088
0.0072
0.0044
0.0019

0.0088
0.0072
0.0044
0.0019

TABLE D-8. Geometric Factor for Earth Albedo on a Flat Plate for n = 90.

Alt. (km)
tsalbedo

0 5 2 = Q 5 2 = J U t l = O U 1 2 = 9 U Q = 1 2 0 Q = 1 5 0 sJ  -180

200
(0.0314 RE) QN

OU
on

o.3511
0.3124
0.1 899
0.0165

0.351 1
0 . 3 1  1 2
0.1 880
0.0146

n q E 1 1

0.3081
0;1827
0.0101

0.3511
0.3040
0.1 755
0.0052

u.35r I
0.2998
0.1684
0.0017

u.J3 | |

0.2969
U .  I O J U

0.0002

0.3511
0.2957
0 . 1 6 1  1
0.0000

500
(0.0784 RE)

0
30
60
90

0.2689
0.2453
0.560
o.0249

u.zb6Y
0.2+36
0.1 531
0.021 I

0.2689
0.2391
0.1452
0.0152

o.2689
0.2328
0.1344
0.0079

u.zb6v
0.2266
0.1 236
0.0026

u.zb69
0.2220
0.1157
0.000s

0.26E9
0.2203
0.1128
0.0000

1 000
(0.158 RE) 30

60

U U vz4
0 . 1 8 t 1
u- | zoJ

0.0290

O:1924
0.1791
0 . 1  1 9 4
0.0256

u. l9z4
0.1 738
0.1383
0.0161

u.t vz4
0.1 665
0.0960
0.0092

o.1924
0.1 693
0.0835
0.0031

o .1vz4
0.1540
0.0743
0.0004

Q . 1 Y Z 4

0.1 520
0.0709
0.0000

1 500
(0.235 RE)

U
30
OU

90

, 14700
0 .1416
0.1 026
0.4287

0.1397
0.0963
0.0253

1 470 0. 1470
0.1345
0.1032
0.0165

u . 1 4 t Q
0.1272
0.0731
0.0091

u . I4 tu
0.1200
0.0608
0.0031

u.14 /U
0.1  1  48
0.0518
0.0004

470U . 1
0.1 1 29
0.0485
0.0000

2000
(0.314 RE)

0
en

60
on

o . l 1 6 2
0.1  143
0.0840
0.0272

62o .1
0 .1  125
0.0793
0.0240

1 620.1
0.1075
0.0695
0.0165

0 .1  162
0.1006
n ntr7E

0.0086

0 .1  162
0.0938
0.0460
0.0029

162o. 1
0.0888
0.0376
0.0004

0.1 1 62
0.0870
0.0345
0.0000

(iEU
(5 .611  RE) JU

60
90

0.0004
0.0006
0.0006
0.0003

0.0004
0.0006
0.0004
0.0003

0.0004
0.0004
0.0003
0.0002

0.0004
0.0003
0.0002
0.0001

0.0004
0.0003
0.0000
0.0000

0.0004
0.0002
0.0000
0.0000

0.0004
0.0002
0.0000
0.0000
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TABLE D-9. Geometric Factor for Earth Albedo on a FIat Plate for q - 120.

Art. (km)
Falbedo

e Q = 0 Q = 3 0 Q = 6 0 ( ) - 9 0 Q = 1 2 O Q = 1 5 0 Q = 180-

oi 326-
0.1 103
0.0585
0.0000

-og3o-
0.0669
0.0323
0.0000

200
(0.0314 RE)

U
30
60
90

0.1 326
0.1  1  93
0.0741
0.0089

0.1326
0 .1  187
0.0730
0.0073

U .  I  J Z O

0.1171
0.0701
0.0060

0.1 326
0 . 1 1 4 9
0.0663
0.0030

0.1326
0 . 1 1 2 6
0.0624
0.0015

0.1  326
0 . 1  1 0 9
0.0596
0.0001

500
(0.0784 RE)

0
JU

60
90

0.0836
0.0079
U . U C  I J

0.0109

0.0771
0.0500
0.0094

0836o 0.0836
0.07s2
0.0465
0.00s5

n 0836
0.0724
0.0418
0.0030

u.uu3b
0.0697
0.0371
0.0009

0.083ti
u .uo  /o

0.0000

1 000
(0.158 RE)

60
90

0.0444
0.0434
0.0307
0.0098

0.0444
0.0428
0.0296
0.0084

0.0444
0.0409
0.0264
0.0051

0.0444
0.0385
0.0222
0.0022

0.oM4
0.0360
0.0179
0.0004

Q.O444
0.0343
0.0148
0.0000

o.0444
0.033s
0.0135
0.0000

1 500
(0.235 RE)

0
30
60
90

u.u256
0.0261
0.0195
0.0076

0.0258
0.0257
0.0186
0.0065

0.02s8
0.0242
0.0161
0.0040

U.U25U
0.0223
0.0128
0.0015

0.0258
0.0204
0.0095
0.0002

u.uz56
0.0190
0.0072
0.0000

u.u25E
0.0185
0.0063
0.0000

2000
(0.314 RE)

0

60
0.0159
0.0125
0.0057

q0.0 I 0.0151
0.0156
0 . 0 1  1 B
0.0048

0 . 0 1 5 1
0.0145
0.0100
0.0030

0 . 0 1 5 1
0.0131
0.0074
0 . 0 0 1 1

0.0151
0 . 0 1 1 6
0.0050
0.0001

0 .0151
0.0106
0.0033
0.0000

0.0102
0.0028
0.0000

1 q l0.0

GEO
(c.o I  I  nE/

0
30
60
90

0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000

U.UUUU
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000

U.UUUU
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000

A1

Universal Ti

Calendar time in the usual form o

because arithmetic is cumbersome
Nonetheless, this is used for most hu
the system with which we are mo
problems can arise, because time
spacecraft operations typically invol'
solution to this problem is to use t
longitude (i.e., the Greenwich merid
the world or in space. This is referri
Time (GMT), or Zulu (Z), all of wh

operations. The name Greenwich I\
defined by the site of the former l
London.

CiYiI time, Tr;ui1, as measured bY a

Universal Time by an integral numb
longitude of the observer. The appro;

Triril= U't

where Trir;1 and UT are in hours, anc

corresponding to East longitude and
The conversion between civil time al
European time zones is given in Tat
created for political convenience. In
observe Dayiight Savings Time from
October. Most European countries i
time") from the last Sunday in Marcl
in the southern hemisPhere also n
October to March. Counuies near tht
t1me.

Calendar time is remarkabiY incot
time intervals of months or years. We
of time units from some arbitrary refe
may then be found bY simPlY subtrac
that of the f,rrst. The universally adc
Julian Day, JD, a continuous count
(12:00 UT) on JanuarY 1, 4'713 BC'
Julian Days start at noon UT, theY v
White this is inconvenient for transl
useful for astronomers because the d
European observers).

TABLE D-l0.Geometric Factor for Earth Albedo on a Flat Plate for 1 = 150'

Alt. (km)
Falbecto

U C ) = 0 O = 3 0 Q = 6 0 f , )=90 ,Q = 120 Q = 1 5 0 Q  = 1 8 0

200
(0.0314 RE)

U
30
60
90

0.0139
0.0127
0.0082
0.0015

0.0139
0.0126
0.0080
0.0013

0.0139
0.0124
0.0076
0.0008

0.0139
0.0120
0.0069
0.0003

0.0139
0.o117
U.UUOJ

0.0000

0.0139
0 .01  14
0.0058
0.0000

0.0139
0.01 13
0.0056
0.0000

500
(0.0784 RE)

0
2n

60
90

0.0034
0,0032
0.0022
0.0006

U.UU34
0.0032
0.0022
0.0004

0.0034
0.0031
0.0019
0.0003

0.0034
0.0030
0.0017
0.0000

U.UUJ4
0.0028
0.0015
0.0000

0.0034
0.0027
0.0012
0.0000

.0034
0.0027
0.0012
0.0000

U

1 000
(0 .158 RE)

0
30
60
90

0.0003
0.0003
0.0002
0.0001

0.0003
0.0003
0.0002
0.0001

U.UUU3
0.0003
0.0002
0.0000

0.0003
0.0003
0.0001
0.0000

0.0003
0.0002
0.0001
0.0000

0.0003
0.0002
0.0001
0.0000

0.0003'
0.0002
0.0001
0.0000

1 500
(0.235 RE)

0
JU

60
90

0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000

U.UUUU
0.0000
0.0000
0.0000

0.oooo
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000

U.OOUU
0.0000
0.0000
0.0000

2000
(0.314 RE)

0

60
90

O,{JOUU
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000

UEU
(5 .611  RE)

n

60
90

0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000

0.000u
0.0000
0.0000
0.0000

i:::,J,jri; -!.i: l:--illi::r:i'
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Flat Plate for n = 120. Appendix E

Universal Time and Julian Dates

James R. Wertz, Microcosm,Inc.

Calendar time in the usual form of date and time is used only for input and output
because arithmetic is cumbersome in months, days, hours, minutes, an{ seconds.
Nonetheless, this is used for most human interaction with space systems because it's
the system with which we ar€ most familiar. Even with date and ti"le systems,
problems can arise, because time zones are different throughout the world and
spacecraft operations typically involve a worldwide network. The uniformly adopted
solution to this problem is to use the local standard time corresponding to 0 deg
longitude (i.e., the Greenwich meridian) as the assigned time for events anywhele in
the world or in space. This is referred to as Universal Time (UT), Greenwich Mean
Time (GMT), or ZuIu (Z), all of which are equivalent for most practical spacecraft
operations. The name Greenwich Mean Time is used because 0 deg longitude is
defined by the site of the former-Royal Greenwich Observatory in metropolitan
London.

Civil time,Tr;r;1, as measured by a standard wall clock or time signals, differs from
Universal Time by an integral number of hours, corresponding approximately to the
longitude of the observer. The approximate relation is:

Tc i v i t =UT t (L+7 '5 ) l l 5 (E-l)

where Tr;u;1 and UT are in hours, and I is the longitude in degrees with the plus sign
corresponding to East longitude and the minus sign corresponding to West longitude.
The conversion between civil time and Universal Time for most North American and
European time zones is.given in Table E-1. Substantial variations in time zones are
created for political convenience. In addition, most of the United States and Canada
observe Daylight Savings Time ftom the first Sunday in April until the last Sunday in
October. Most European countries observe daylight savings time (called "summer
time") from the last Sunday in March to the first Sunday in October. Many countries
in the southern hemisphere also maintain daylight savings time, typigally from
October to March. Countries near the equator typically do not deviate from standard
time.

Calendar tirne is remarkably inconvenient for computation, particularly over long
time intervals of months or years. We need an absolute time that is a continuous,count
of time units from some arbitrary reference. The time interval between any two events
may then be found by simply subtracting the absolute time of the second event from
that of the first. The universally adopted solution for astronomical problems is the
Julian Day, JD, a continuous count of the number of days since Greenwich noon
(12:0O UT) on January I, 4113 BC*, or, as astronomers now say,4712' Because
Julian Days start at noon UT, they will be a half day off with respect to civil dates.
While this is inconvenient for transforming from civil dates to Julian dates, it was
useful for astronomers because the date didn't change in the middle of the night (for

European observers).

0.1 1 09
0.0596
0.0001

o.oiozl:
0.002bi;:

Flat Plate for 4 = 150.

0.0000
0.0000
0.0000
0.0000
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TABLEE-1. Time Zones in North America, Europe, and Japan. In most ol the United
States, Daylight Savings Time is used irom the first Sunday in April until the last
Sunday in October. In Europe, the equivalent "summer time" is used from the last
Sunday in March to the tirst Sunday in October.

As described below, there are four general approaches for converting between cal-
endar dates and Julian dates.

Table Look-Up
Tabulations of the current Julian Date are in most astronomical ephemerides and

almanacs. Table E-2 lists the Julian Dates at the beginning of each year from 1990
through 203 1. To find the Julian Date for any given calendar date, simply add the day
number within the year (and fractional day number, if appropriate) to the Julian Date
for Jan 0.0 of that year from Table E-2. Day numbers for each day of the year are on
many calendars or can be found by adding the date to the day number for day 0 of the
month from Table E-3. Thus 18:00 UT on April 15,2002 = day number 15.75 + 90 =

105.75 in2002 = JD 105.75 + 2,452,274.5 = ID 2,452,380.25.
To convert from Julian Days to dates, determine the year in which the Julian Date

falls from Table E-2. Subtract the Julian Date from the JD for January 0.0 of that year
to determine the day number within the year. This can be converted to a date (and time,
if appropriate) by using day numbers on a calendar or subtracting from the day number
for the beginning of the appropriate month from Table E-3. Thus, from Table E-2,
ID 2,45I,608.25 is in the'year 2000. The day number is2,45I,608.25 -2,45I,543.5 =

64.75. From Table E-3, this is 18:00 UT, March 4,2000.

Software Routines Using Inteier Arithmetic
A particularly clever procedure for finding the Julian Date, JD, associated with any

current year, Y, month, M, and day of the month, D, is given by Fliegel and Van

* This strange starting point was suggested by an Italian schoiar of Greek and Hebrew, Joseph
Scaliger, in 1582 as the beginning of the cunent Julian period of 7,980 years. This period is
the product of three numbers: the solar cycle, or the interval at which all dates recur on the
same days of the week (28 years); Lhe lunar cycle, containing an integral number of lunar
months (19 years); and rhe indiction or the tax period introduced by the Emperor Constantine
in 313 AD (15 years). The last time that these started together was 4'713 BC and the next lime
will be 3267 AD. Scaliger was interested in reducing the astronornical dating problems asso-
ciated with calendar reforms of his time and his proposal had the convenient selling point that
it pre-dated the ecclesiastically approved date ofcreation, October 4,4004 BC.

Universal

TABLE E-2. Jutian Date at the Begir. explanation of use. The di
, 0.0" (actually Dec. 31st of

by simply using dates. Thu
thatfor Jan. 0. * = leap yei

Year
JD 2,400,000+
for Jan 0.0 UI Year

1 990

I Y Y I

1 992'

1 993

1 994

1 995

1 996'

1 997

1 998

1 999

2000*

2001

2002

2003

47,891 .5

48,256.5

48;621.5

48,987.5

49.352.5

49,717.5

50,082.5

50,448.5

50,813.5

c t , t / 6 . c

c  r , c 4 J . c

51,909.5

52,274.5

52,639.5

2004*

2005

2006

2007

2008-

2009

201 0

2011

2012-

201 3

2014

2015

201 6*

2017

TABLE E-3. Day Numbers for Day 0.0 r
days) are those evenly divil

i not leap years, except tha
, indicated by * in Table E-2.

Month Non

January

February

March

April

May

JUne

July

August

September

October

November

December

3 . .

Time Zone
Standard Meridian
(Deg, East Long.)

UT Minus Standard
Time (Hours)

UT Minus Dayl ight
Time (Hours)

Atlantic 300 4

Eastern 285 4

Central 270 5

Mountain 255 o

Pacific 240 I 7

Alaska 225 I 8

Hawaii 210 1 0 NA

Japan - 9 NA

Central EuroPe 1 5 I- I

United Kingdom 0 v



Universal Time and Julian Dates

Month Non-Leap Years Leap Years

January 0 0

February 31 J I

March 60

April 90 o l

May 120 121

June 1 5 1 152

July 1 8 1 182

August 212 213

September 243 244

October 273 274

November 304 305

December 334 335

915

and Japan. In most of the
from the first Sunday in April until thg;

"summer time" is used from

hes for converting between

most astronomical ephemerides'r
beginning of each year from 1

TABLE E-2. Julian Date at the Beginning of Each year from 1990 to 2031. see teld forexplanation of use, The day number for the beginning of the year is ca1eJ,:jai.
0.0" (actually Dec.31st of the.preceding year) s-o thaiday nurnbers can be foundby simpry using dates.Thus, Jan. 1 is day number 1 and has a.lD t greaterGan
that for Jan. 0. * = leap year.

TABLE E-3. Day Numbers lor Day 0.0 of Each Month. Leap years (in which February has 29
days) are those evenly divisible by 4. However, years evenly divisible by 100 are
not leap years, except that those evenry divisible by 400 are. Leap years are
indicated by * in Table E-2.

Lcalendar date, simply add the:&j
, if appropriate) to the Julian Date

for each day of the year are
to the day number for day 0 of th!

5,2002 = day number 15.75 + 90 i
,452,380.25. ;,i'il

the year in which the Julian
the JD for January 0.0 of that

can be converted to a date (and
or subtracting from the day nuribdi
Table E-3. Thus, from Table E_-2i
ber is 2,451,608.25 - 2,451,543.5,.
,2000.

Julian Date, JD, associated with
D, is given by Fliegel and Van

scholar of Greek and Hebrew.
period of 7 ,980 years. This period is i

interval at which all dates recur on thei
ng an integral number of lunar,

introduced by the Emperor Constantine,
was 4773 BC and the next tirie'

the astronomical dating problems asso-
sal had the convenient selling point that
ion, October 4. 4004 BC.

Year
JD 2,400,000+
for Jan O.O UT Year

JD 2,40O,OOO+
tor Jan O.O UT Year

JD 2,400,000+
tor Jan 0.0 UI

1 990

I  O O I

1 992"

1 993
'1994

1 00A

1996'

1997

1 998

1999

2000"

2001

2002

2003

47,891.5

48,256.5

48,621.5

48,987.5

49.352.5

49,717.5

50,082.5

50,448.5

50,813.5

51 ,  178.5

51,543.5

51,909.5

52,274.5

52,639.5

2004*

2005

2006

2007

2008-

2009

2010

2011

2012*

2013

2014

2015

201 6'

2017

53,004.5

53,370.s

53,735.5

54,100.5

54,465.5

54,831.5

55,196.5

55,561.5

55,926.5

56,292.5

CO,OC/r.C

57,022.5

57,387.5

57,753.5

2018

201 9

2020*

2021

2022

2023

2024"

2025

2026

2027

2028*

zvzY

2030

2031

58,1 18.5

58,483.5

58,848.5

59,214.5

59,944.5

60,309.5

60,675.5

61,040.5

61,405.5

6',1 ,770.5

62,136.5

62,501.5

62,866.5
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Flandern [1968] as a computer statement using integer arithmetic. Note that all of the

variables must be defined as integers (i.e., any remainder aftet a division must be

truncated) and that both the order ofthe computations and the parentheses are critical.

This procedure works in FORTRAN, C, C++, and Ada for any date on the Gregorian

calen'dar that yields JD > 0. (Add 10 days to the JD for dates on the Julian calendar

prior to 1582.)

Do = D - 32,075 + 146l x (Y + 4800 + (M - 14)/12)14

+ 36'7 x(M - 2 - (M - l4)lI2 x l2)ll2
-3 x ((Y + 4900 + (M - 14) | 12) / 100) /4 (E-2a)

Here JDg is the Julian Day beginning at noon UT on the given date and must be an

integer. ior a fractional day, F, in UT (i.e., day number D.F), the floating point Julian

Day is given bY:

J D = J D o + F - 0 . 5 (E-2b)

Universal !

arithmetic. Thus, using the same va

computation of JD from the date as:

c = T R U N C ( ( M - 1 4

D o = D - 3 2 ' 0 ' 7 5 + 1
+ TRTINC(367 >
-TRUNC(3 x (1

J D  = J D o + F - 0 . 5

where again Do, Y, M, D, and C are

thesamerulesto* . rjT::

N = TRU\

L = L - T F

I =TRUN(

L = L - T t r

J = TRUItit

D ' L  - T I

L = TRTIN

M = J + 2 -

Y = 1 0 0 x

where the variables are thE same as I
,iesponding to the date and fraction o
becomes:

For example, the Julian Day beginning at 12:00 uT on December 25,2007 (Y = 2007 ,
M= 12, D=25) is ID 2,454,460 and 6:00 UT on that date (F = 0'25) is JD
2,454,459.15.

The inverse routine for computing the date from the Julian Day is given by:

L = J D o + 6 8 , 5 6 9

N = (4 xL) I 146,097

L = L - ( 1 4 6 0 9 1 x N + 3 ) / 4

I = (4000 x (I- + l)) / 1,461,001

L = L - ( 1 4 6 1 x I ) / 4 + 3 1

J = (80 xL) | 2,447

D = L - ( 2 4 4 7 x J ) 1 8 0

L = J  / I I

M = J + 2 - l 2 x L

Y = 1 0 0 x ( N - 4 9 ) + I + L

(E-3a)

(E-3b)

ftr_?n\

(E-3d)

(E-3e)

(E-30
/F-?o\

(E-3h)

(E-3i)

r  F -  { l  I

i.;,:where I < W < 2 corresPonds to Sun

:11' t"tt 
"ut"t 

for Eqs' @-5)' (E-6)' and (

W = J D -
= I D -

Modified Julian Date

i', The Julian Date presents minor 1

where integer arithmetic is used throughout. Y, M, and D are the year, month, and day'

and I, J, LIand N are intermediate variables. Finally, again using integer arithmetic,

the aay of ttre week, w, corresponding to the Julian Date beginning at 12:00 on that

day is given by:

W = J D o - 7 x  ( ( J D  + r ) 1 7 ) + 2  G - 4 )

where W = I corresponds to Sunday. Thus, Decembet 25,2007 falls on Tuesday'

Software Routines Without Integer Arithmetic

While most computer languages provide integer arithmetic, spreadsheets such as

Excel or Matlab typrcally a6 nit. (bee below f6r use of Excel and Matlab DATE

functions.) Similai-"upu6iliti"r are available using integer (INT) or truncadon

(TRUNC in Excel, FIX in Mat1-ab) tunctions. INT- and TRI-INC are identical for

;;;i;r" numbers, but differ for negative numbers: INT(-3'1) = -4' whereas

tmnc(_:.t) = _3. It is rhe TRUNC or FIX function which is equivalent to integer

'introduced principally for astronomi<
0 hours UT, as the civil calendar dor

addition, the 7 digits required for t

iprecision arithmetic in older compu
i modern computer storage and numt
; cated Julian dates have gained at lea
i1' The most common of the truncat'

use is the Modified Julian Date,MJJ

MJD = II

MJD begins at midnight, to cor

Table E-2, the MJD is given bY add
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arithmetic. Thus, using the same variables as above, we can rewrite Eqs. (E-2) for
computation of JD from the date as:

C = TRUNC((M-14)t12)

D0 = D - 32,075 + TRUNC(1,461 x (Y + 4,800 + C)/4)
+ TRUNC(367 x (M -2-Cx12)/12)
-TRUNC(3 x (TRUNC(Y + 4,900 + C) / 100) /4)

J D  = J D o + F - 0 . 5

where again JDo, Y, M, D, and C are integers and F and JD are real numbers- Applying
the same rules to Eq. (E-3) gives the inverse formula for the date in terms of JD as:

L = J D + 6 8 . 5 6 9

N = TRLINC((4 x L) | 146,097)

L = L -TRLTNC((146097 x N + 3) | 4)

I = TRUNC((4000 x (L + l)) | 1,461,001) @-6d)
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nteger arithmetic- Note that allr
remainder after a division m
ions and the parentheses zire c:

Ada for any date on the
JD for dates on the Julian

+ (M - r4)lr2)t4
2)t12
trc0) /4

on the given date and must
mber D.F), the floating point

on December 25,2007 (Y =
on rhat dare (F = 0.25)

the Julian Day is given by:

3 ) t4

,461,00r
3 l

- @-6a)
(E-6b)

(E-6c)

(E-5a)

(E-sb)
(E-5c)

(E-6e)

(E-60

(E-6s)

(E-6h)

(E-6i)

(E-6j)

(E..3,b

G.3c

L = L - TRUNC((1,461 x I) / 4) + 3I

J=TRUNC((80xL) /2,M7)

D = L - TRUNC((2,447 x D / 80)

L = TRUNC(J/ 1i)

M = J + 2 - I 2 x L

Y =  l 0 0 x ( N - 4 9 ) + I + LJ

(E-3e
1i r,ir,

(E;

(E-

(E'

where the variables are the same as Eg. (E-3), except that D is now a real number cor-
responding to the date and fraction of a day. Finally, Eq. @-4) for the day of the week
becomes:

W= JD -7 x TRUNC ((JD + 1.5) | 7) + 2.5
= ID - 7 x INT((JD + 1.5) / 7) + 2.5 @-7)

where I < W < 2 corresponds to Sunday. The examples given above can also serve'as
test cases for Eqs. (E-5), (E-6), and @-7).

Modified Julian Date

The Julian Date presents minor problems for space applications. Because it was
introduced principally for astronomical use, Julian Dates begin at 12:00 UT rather than
0 hours UT, as the civil calendar does (thus the 0.5 day differences in Table E-2). In
addition, the 7 digits required for the Julian Date did not permit the use of single
precision arithmetic in older computer programs. This is no longer a problem with
modern computer storage and number formats. Nonetheless, various forms of trun-
cated Julian dates have gained at least some use.

The most common of the truncated Julial dates for astronomical and astronautics
use is the Modified Julian Date, MJD, given by:

MJD=JD-2,400,000.5 (E-8)

MJD begins at midnight, to correspond with the civil calendar. Thus, in using
Table E-2, the MJD is given by adding the day of the year (plus fractions of a day, if

ally, again using integer arithmetic;')
ian Date beginning at 12:00 on that,,l

l 7 ) + 2 @-+)'
25,200/ falls on Tuesday.

,_1*i
arithmetic, spreadsheets such as,i;-i-:

-use of Excel ind Matlab DAT,E':
ing integer (INT) or truncation.l:_;1

INT and TRUNC are identical for rli:il
mbers: INT(-3.1) = -4, whereas': ' .:

which is equivdlent to integer :,.
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appropriate) to the number in the table, with the ".5" at the end of the table-listins
dropped. For example, the MJD for l8:00 UT on Jan. 3,2002 = MJD 52,277.75.Th;
definition of the MJD given here is that adopted by the International Astronomical
Union in 1997. Note, however, that other definitions of the MJD have been used. Thus.
the most unambiguous approach remains the use of the full Julian Date.

Spreadsheets such as Excel or Matlab
Spreadsheets, such as Excel or Matlab, typically store dates internally as some

form of day count and allow arithmetic operations, such as subtraction. Thus, we can
either subtract two dates directly to deterrnine a time interval or convert them to Julian
Dates by simply finding the additive constant, K, given by:

K = J D - I (E-e)
where I is the internal number representing a known date, JD. Once this is determined,
then the JD for any date is:

J D = K + I (E-10)

Many versions of Excel use Jan. I, 1904, as "day 0," such that KB*""1 = 2,416,480.5.
However, this should be checked for individual programs because other starting points
are sometimes used and the starting point is a variable parameter in some versions of
Excel. While this can be a very convenient function, Excel date routines run only from
1904 to 2018.

Matlab typically uses Jan. 1,0000,0:0:0 as "day 0." Thus, in the formula above,
KMutLub = l',721,058'5'

Any of the day counting approaches will work successfully over its allowed range.
However, systems intended for general mathematics or businesS use may not account
correctly for leap years and calendar changes when historical times or times far in the
future are being evaluated. Thus, the use of the full Jqlian Date remains the most
unambiguous solution, particularly if a program or result is to be used by more than
one pefson or program. For a more extended discussion of time systems, see for exam-
ple, Seidelmann [1992] or Wertz [2001].
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Appendix F
Units and Conversion Factors

Robert BelL, Microcosm. Inc.

The metric system of units, officially known as the International system of units,
or'^s1, is used throughout this book, with the exception that angular measurements are
usually expressed in degrees rather than the SI unit ofradians. By international agree-
ment, the fundamental SI units of length, mass, and time are defined as follows (see
National Institutes of Standards and rechnology, special Publication 330 [1991]):

The meter is the length of the path traveled by light in vacuum during a
time interval af l/299,792,458 of a second.

. The kilogram is the mass of the international prototype of the kilogram.
The second is t}le duration of 9,192,631,770 periods of the radiation
corresponding to the transition between two hyperfine levels of the
ground state of the cesium-l33 atom.

Additional base units in the SI system are the ampere for electric current, the kelvin
for thermodynamic temperature, the mole for amount of substance, and the candela for
luminous intensity. Taylor [1995] provides an excellent summary of SI units for
scientific and technical use.

The names of multiples and submultiples of SI units are formed by application of
the following prefixes :

y Supplement to the A
rce Books.

it and Constellation Desisn and Mai7.'he Netherlands: Microcosm Press and,...l:i

Factor by Which
Unit is Mult ipl ied Prefix Symbol

1024

1021

1 0 1 8

1 0 1 s

1012

10e

106

103

102

1 0 1

yotta

zetta

exa

peta

Iera

gtga

mega

kilo

hecto

deka

z
E

P

T

G

M

k

h

oa

Factor by Which
Unit is Mult ipl ied Prefix Symbol

1 0-1

10-2

1 0-3

1 0-6

1 0-e

10-12

1 0-1s

1 0-18

10-21

10-24

deci

centi

mil l i

mrcro

nano
pico

femto
, atto

zepto

yocro

m

p

p

I

z

v

For each quantity listed below, the SI unit and its abbreviation are given in brackets.
For convenience in computer use, most conversion factors are given to the greatest
available accuracy. Note that some conversions are exact definitions and some (speed
of light, astronomical unit) depend on the value of physical constants. ". . ." indicates
a repeating decimal. All notes are on the last page of the list.
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To convertfrom

Acceleration [meter/secondz, *l sz)

Gal (galileo)

Inch/second2, in/s2

Foot/second2, ft/s2

Free fall (standard), g

Revolutions/second2, rev/s2

RevolutionVminuls2, 1ev/minz

Rev6lutions/minute2

Radians/secon d2, ::Lilsz

Revolutions/second2, rev/s2

Angular Acceleration [radiary'secondz, radt s2)

Degrees/second2, deglsz rad/s2

Mubiply by N

0.01
0.025 4
0.304 8
9.806 65

?T/180
= 0.017 453 292 5r9 943 295'17

2n
= 6.283 185 307 r79 586 477

ru /1,800
=1.7 45 329 25r 994 329 577 x l0-3

0 .1
180/n
=57.29 577 951 308 232088
360

(TEll8qz
=3.046 l ' :,4197 867086x 10.4
(,T/10,800)2
= 8.461 5949940'75237 xlF
(d648 000)2
= 2.350 443 053 909 289 x lOa
(l81tn)z
=3.282 806 350 0 l174/x lO3
u3,600
=2 .777 . . . x  101

E
E

E
E

(l/3,600)2
=7.716C/;9 382'716 049 x 10-8 E

I radz E

7rl180
= 0.017 453 292 519 943 295 77

,T/10,800
=2.908 882 086 65'1 216x \F

rd648 000
= 4.8r' l8136 811 095 360 x 10'6
= 180/n
= 57.295 779 513 082320 877
1t60
= 0.01666. . .
1/3,600
=2 .777 , . . x  l 0 r

To convert from

Units and (

To

Angular Momentum [kilogram' metet?l

Gram. cm2lsecond, g 'cm2ls kg' l

Ibm.inchz/second, lbm'in2/s kg ' I

SIug . inch2/second, slug' in2ls kg' I

lbm- foot2/second, Ibm 'ft2ls kg 'r

Inch . lbf '  second, in ' lbf 's kg ' t

Slug .foot2/second, slug ' f t2ls kg'I

= foot. lbf . second, ft' lbf ' s

Angular Velocity [radian/second, rad/s].

Degrees/second, deg/s radls

Revolutions/rninute, rPm rad/s

Revolutions/second, rev/s radls

Revolutions/minute, rPm deg/s

Radians/second, rad/s deg/s

Revolutions/second, rev/s deg/s

Area [meter2, m2]

Acre m2

Foot2, ft2 fl

Hectare m2

Inch2, in2 mz

Mile2 (U.S. statute) mz

Yar&,y& m2

(Nautical miie)z m2

Density ftilogram/meter3, kg/m3l

Gram/centimeter3, g/cm3

Pound mass/inch3, lbm/in3

Pound mass/foot3, lbm/ft3

Slug/ft3

Electric Charge [coulomL, C]

Abcoulomb

Faraday @ased on carbon-I2)
i Faraday (chernical)

Faraday (physical)

Statcoulomb

blectric Conductance [siemens, S]
I Ab.ho

Mho (Q-t;

: Electric Current [amPere, A]
". Abampere

Appendix F

To

m/s2
m/s2
rnls2
m/s2

radJs2

rad/s2

degls2

deg/s2

deg/s2

d"g2

degz

d"o2

ra&

E
E
E
E

Angular Area [sr], book also uses degz
Degree2, degz

Minute2, minz

Second2, s2

Steradian, sr

Minute2, min2

Second2, s2

Steradian, sr

Angular Measure [radian, radl. This book uses degree (abbreviated "deg") as the basic

unit.
Degree, deg

Minute (of arc), min

Second (of arc), s

Radian, rad

Minute (of arc), mtn

Second (of arc), s

rad

rad

rad

--o

deg

deg

kg/n
kg/m:
k/m:
kg/m

C
C
C
C
C

s
S

A



To convert from

Units and Conversion Factors

To Multiply by

Angular Momentum [kilogram .meter2/second, kg .m?s]
Gram.cm2lsecond,g.cmzls kg.m2ls lx  l0-7
Ibm. inch2/second, lbm. in2ls kg. m2li : ; 2.926396 534292x lF
Slug . inchz/second, slug . in2ls kg 'm2ls 9.415 4m 4lg 96g x 10-3
lbm. foor2/second, lbm . ft2ls kg . m2ls 0.042140110 0i3 80
Inch .lbf.second, in .lbf 's kg .m2ls 0.ttZ9B4B29 U27 6
Slug . footz/second, slug .fr2ls kg . mzls 1.355 817 949 331
= foot . lbf . second. ft - lbf ' s

Angular Velocity [radian/second, rad/s]. This book uses degreeVsecond as the basic unit.
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Notes

E
E
D
D
D
D

Degrees/second, deg/s

Revolutions/minute, rpm

RevolutionVsecond, rev/s

Revolutions/minute, rpm
.Radians/secon4 rad/s

Revolutions/second, rev/s

Area [meter2, m2]
Acre
Foot2, ft2
Hectare
Inch2, in2
Mile2 (U.S. stature)
Y.62, yd2
(Nautical mile)2

Density [kilograrn/meter3, kg/m3]
Gram/centime1g13, g/6rn3
Pound mass/inch3, lbrn/in3
Pound mass/foot3, lbm/ft3
Slug/ft3

Electric Charge [coulomb, C]
Abcoulomb
Faraday (based on carbon-l2)
Faraday (chemical)
Faraday (physical)
Statcoulomb

Electric Conductance [siemens, S]
Abmho
Mho (Q-l;

Electric Current [ampere, A]
Abampere

rad/s n/180
= 0.017 453 292 519 943 295 77 E

rad/s rd30
= 0.104 719755 1r9 6597746 E
2n
= 6.283 185 307 179 586 477 E
6 E
180/n
= 57.295779 513 082 320 88 E
360 E

4.046 856 422 x 103 E
0.w2903 04 E
l x l O a  E
6 .4516x  1O+  E
2.589 f10 336 x 106 E
0.836 r27 36 E
3.429 904x 106 E

1 .0x  103  E
2.767 990 477 020x lV D
16.018 463 373 96 D
515.378 818 393 2 D

rad/s

deg/s
deg/s

deg/s

m2
m2
m2
n2
m2
m2
m2

v3,6N
= 2 . 7 7 7 . . . x  l F  E

kg/m3
kg/m3
kglm3
kglm3

C
C
C
C
c

S
S

A

E
NIST
NIST
NIST
NIST

E
E

E

10
9.64870x lM
9.&9 57 x 104
9.65219 x 104
3.335 641x 10-10

1 x 1 0 e
1

10



Electric Field IntensitY

[volVmeter = kilogram 'meter ' amperrl 'second-3, Y/m = kg 'm 'A-r 's-3]

Electric Potential Difference

[volt=watUampere=ki logram'meter2'ampere-l 'second-3,V=WA=kg'm2'A-l '5-3]
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To convert from

Gilbert

Statampere

Abvolt
Stawolt

Abohm

Statohm

Footcandle

Phot

Length [meter, m]

Angstrom, A

Astronomical unit (Sl)

Astronomicai unit (radio)

Earth equatoriai radius, R5

Fermi (l fermi = 1 fm)

Foot, ft

Inch, in

Appendix F

To Multiply by

A l0/4n
= 0.795 77 4 7l5 459 5

A 3.335 641x 10-10
E

NIST

E
NIST

E
E
E
c

E
D
E
E
E

E
E
D
E
E

E
E

E
AA

NIST
IERS
AQ
E
E
E

Units and

To convertfrom To

Light year m

Micron, pm m

Mil (10-: inch) m

Mile (U.S. statute), mi m

Nautical rnile (U.S.), NM m

Parsec (IAU) m

Solarradius m

Yard, yd m

Luminance [candela"/mete 12 = cd/mzl
Footlambert

Lambert

1 x 10-8 E
NISTv 299.792 5

Electric Resistance
lohm=volvampere=kilogram'meter2'ampere-2'second-3,f)=V/A=kB'm2'A-2'r3l

Energy or Torque
[ioule = newton'meter = kilogram' meter2/s2, J = IlI' m = kg' m2ls2]

British thermal unit, Btu (mean) J 1.055 055 852 62 x 103

Calorie (IT), cal J

Kilocalorie (lT), kcal J

Electron volt, eV j

Erg=gram.cm2ls2
-  po le  ' cm'oers ted  J

Foot poundal J

Foot lbf = slug 'footz/s2 J

Kilowatt hour, kW 'hr J

Ton equivalent ofTNT J

Force [newton = kilogram' meter/second2, N = kg' m /s2]

Stilb cd.in

Magnetic Field Strength, H [ampere tur
Oersted (EMU) Nm

Magnetic Flux

[weber = volt . s: kilogram 'meter2 'ar

Maxwell (EMU)

Unit pole

Magnetic Induction, B

[tesla = weber/meter2 = kilogram 'ampe

Gamma (EMU) (V) T

Gauss (EMU) T

Magnetic Dipole Moment

[weber . meter = kilogram . meter3 'aml

Pole .centimeter (EMU) Wb .

Gauss .centimeter3 (Practical) Wb .

Magnetic Moment [ampere turn 'meteri

Abampere .centimeterz(EMu) A 'n

eJ
. a'r

I x 10-e
8.987 552 x 10tr

cd/n

cd/n

wb
wb

A . n

Dyne

Kilogram-force ftgf)
Ounce force (avoirduPois)

Poundal

Pound force (avoirdupois),
lbf = slug.fooVs2

Illuminance flux = candela 'steradian/meter2, lx = cd 'sr/m2]

4 .186  8
4.186 8 x 103
1.602177 33 x 10-te

1 x f0-7
0.042140110 093 80
1.355 817 948331 4

3.6 x 100
4.184x 10e

N  1 x 1 0 - s
N 9.806 65
N 0.278 013 8s0 953 8
N 0.138 254 954376
N 4.448 221 615 260 5

cd . sr/mz 10.763 910 416709 70
cd .s r /m2  1x104

m I x 10-lo
m 1.495 978 706 6 x l01I

m 1.495 978 9 x 1011
m 6.378136 49 x 100

6.378 14x 106
m 1 x 10-15
m 0.304 8
m 0.025 4

Ampere 'centimeter2

Mass ftilogram, kgl

Y (= I ttg)
Atomic unit (electron)

Atomic mass unit (unifred), amu

Metric carat

Metric ton

Ounce mass (avoirdupois), oz

Pound mass, lbm (avoirdupois)

Slug

Short ton (2,000 lbm)

Solar mass

kg
ko

kg
kg
kg
kg
kg
kg
kg
kg



l0l4tr
0.795 774 7 t5 459 s
35 641 x 10-to

,Y lm=  kg  .  m  .A - r  . r 3 l

' V = W A = k g . m 2 .
x 10-8

.792 5

r..oo6-3, Cl = V/A = kg . m2 . A-2 .
x l0-e
987 552 x l0tt

.m=kg .m2 ls27

.055 055 852 62x 103
186 8
186 8 x 103

.602 177 33 x 10-te

x l0-7
t40 110 093 80

355 8r7 948 331 4
x 106

184 x 10e

lszJ
x l0-J
,806 65
278 013 850 953 8
138 254954376

221 615 264 5

. sr/m2l
763 910 416709 70

x 104

x 10-10
4959787066i  101r

978 9  x  10 t l

8 136 49 x 100
78 14 x 106

x 10-15

To convertfrom To

Lightyeal m
Micron, pm m
Mil (10-3 inch) m
Mile (U.S. statute), mi m
Nautical mile (U.S.), NM m

.Parsec (lAU) m
Solarradius m
Yard, yd m

Luminance [candela/mete 12 = cdlm2l

Units and Conversion Factors

cdJm2

cd/m2

cd/m2

A. .m?

kg
kg
kg
kg
kg
kg
kg
kg
kg
kg

Mubiply by

9.460730 472 580 8 x 10ls
1 x 1 0 j
2.54 x 10-s
1.609 344 x 102
1.852 x 103
3.085 677 597 49 x 1Qt6
6.960 00 x lOa
0.914 4

=3.426259 099 635 39
(l/n) x 104 = 3.183 098 862 x 103
1 x l O a

vbv
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Notes

D
E
E
E
E
D

AA
E

E
E
E

Magnetic Field Strength, H [ampere turn/meter, A./m]
Oersted (EMU) A/m (1./4rc)x l}t

= 79.577 471 545 947 667 88 E.1
Magnetic Flux
[weber '=vol t .s=ki logram.meter2.amperr l .secoo6-2,Wb=V.s=kg.p2.A- l  .5 :2]

Footlambert
Lambert
srilb

Maxwell (EMU)
Unit pole

Ampere . centimeter2

Mass ftilogram, kgl

Y (= I ttg)
Atomic unit (electron)

Atomic mass unit (unifred), amu
Metric carat

Metric ton

Ounce mass (avoirdupois), oz
Pound mass, lbm (avoirdupois)

Slug

Short ton (2,000 lbm)

Solar mass

Wb lx 10-8
Wb 1.256 637 x 10-7

1 x 10-a

Magnetic Induction, B
ltesla = weber/meter2 = kilogram . amperrl . second-Z, T = Wb/m2 = kg . A-1 . s:21

Gamma (EMU) (V) T  l x 1 0 - e
Gauss (EMU) T

Magnetic Dipole Moment
[weber . meter = kilogram . meter3 . amperrl . sbcond-2, Wb . m = kg . m3 . A-1 . 12]

Pole . centimeter (EMU) W b . m  4 n x l 0 - l o
= 1.256 637 Q61 435 917 295 x lO-e 8.1

Gauss . centimeter3 Practical) Wb .m I x 10-10

E
NIST

E,t
E,1

E,1

E , 1
E , 1

E
C
C
E
E
E
E
D
E
AA

I

Magnetic Moment [ampere turn . meter2 = jouldtesla, A ' m2 = J/T]
Abampere.cenrimerer2(EMu) A.m2 lxl0-3

l x l 0 r

I x l0-e
9 . 1 0 9 3 8 9 7 x 1 0 - 3 1
1.660 540 2x 10-27
2 .0x  l f
1 x 1 0 3
0.028 349 23125
0.453 59237
14.593 902 937 21
907.18474
1.989 I x l03o

8
4

i;a

. ? , i :

'; {!1.:
a  : i , !

'1,:,$:

E '
AA

NIST
ERq.
AQ
E
E
E
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To convertfrom

Appendix F

Moment of Inertia ftilogram ' meter2, kg ' rn21

Gram' centimg1s12, gm' cm2 kg' m2

Pound mass.inch2, lbm 'in2 kg ' .2

Pound mass. foot2, lbm ' ft2 kg '-2

Slug . inch2, slug ' in2 kg .rnz

Inch .pound force' s2, in 'lbf ' s2 kg 'm2

Siug . foot2 = ft 'lbf ' s2 kg ' .2

Atmosphere, atm Pa

Bar Pa

Centimeter of mercury (0" C) Pa

Dyne/centimeter2, dyne/cm2 Pa

Inch of mercury (32" F) Pa

Pound force/foot2, lbf/ft2, psf Pa

Pound force/inch2, lbfiin2, psi Pa

Torr (0' C)

Solid Angle (See Angular Area)

Speciflrc Heat CaPacitY

Multiply by

1 x 10-7
2.926396534292xIF
4.214011009 380 x 10-z

9.415 402 418 968 x 10-3

0.t12984829 027 6
1.355 817 9483314

1.355-817 948 331
745.699 8715823
746.0
3.845 x 1026

1.013 25 x l0 :
l x l O s
= 1.333 223 874145 x 103

0 1
3.386 388 640 341 x 10i
47.880 258 980 34
6.89475'7 293 168 x 10s
(101325t'l60)
= 133.322368 42r 052 631

ty= ra+ 213.L5
t6 = (5/9) (tp+ 459.67)
t6 = (5/9) tp

6 = (5/9) (tF - 32.0)
tc = (5/9) (tR - 491.67)

418.68
r.730 734 666 37 | 39

8.616 410 035 2 x 104
= 23h 56m 4.100 352s
8.64 x 104

To convertfrom

Ephemeris day, d" d*

Keplenan period of a satellite
in low-Earth orbit mrn

Kepierian period of a
sateilite of the Sun de

Tropical year (ref = I)
Tropical year (ref.= T)
Sidereal year (ref.=fxed stars)
Sidereal year (ref.=fixed stars)
Calendar year (365 days), yr
Julian cenhrry
Gregorian calendar century

Torque (see Energy)
: Velocity [meter/second, m./s]

Foou/minute, ftlmin m/s

Inch./second, ips nr./s

Kilometer/hour, km/hr rn/s

FooVsecond, fps or fVs m/s

Miles/hour, mph rnls

Knot (international) m/s

Miles/minute; milmin m/s

Miles/second, mi/s rnls

Velocity of Light m/s

Stoke m2ls

Foot2 .second,  f t2 .s  m2 ls

Pound mass. foor-l . second-],
l b m .  f r l  . s - 1  P a .

Pound force. second/foot2,
lbf .s/f t2 Pa' r

Poise Pa' :

Poundal second/foot2,
poundal s/ft2 Pa'r

Slug . foorl 'second-I,

To

Units and

To

E
E

D
D
D
E

Power [watt = joule/second : kilogram' meter2/secon63, W = J/s = kg' m2ls3]

Foot .pound force/second, ft lbf/s W

Horsepbwer (550 ft 'Ibf/s)' hP W

Horsepower (electrical), hP W

Solar luminosifY W

Pre-ssure or Stress
lpascat = newton/meter2 = kilogram 'meterl 'second-2, Pa = N/m2 = kg ' m-r ' r21

D
D
E

AQ

s
)ue

de

s
Iu

d

P a . r
( P a '

m3
a

m3

E
E
E
E
E
D.
D

Pa

ffi;i;.ktl;;;"*Ir - t.toio-l = meter2 'second2 'kelvin-l, J 'krl 'K-l = m2 ' s2 ' K-11 ;,Viscosily [pascal . second = kilogram 'n

cal . g-l . 6-1 lmean)
Bru .lbm_l . .p_t 

lmean)

Stress (see Pressure)

Temperature lkelvin' K]
Celsius, 

'C

Fahrenheit, "F

Rankine'R
Fahrenheit,'F
Rankine'R

J .k51 .  6- t  4 .186 80 x 10i

J .kg_t .6-t 4.186 80 x 103

K
K
N

C
C

E

E
E
E
E
E

Thermal Conductivity [watt .meterr .keMn-l : kilogram 'meter'second-3 ' kelvin-I,

W .m- l  .K- l  =  kg  .m .13  .K- r l

ca. l  .cm-l .  r- t  .  6- l  (mean) W .m-l .K-l

Bu . fr l  .1.t-t  .  "p-t (mean) W .m-l .  K-l

Time [second, s]

Sidereat daY, d* (ref. = I) s

Ephemeris day, d" s

E
D

:i::a,.:ji:

;;i:i
AQ
AQ

siug ' fr l  '  5- l

Rhe

Volume [meter3, m3]
l ( l ) , = 1 1 , L = 1 x l f L )

Foot3, ft3
' Gallon (U.S. liquid), gal

Inch3, in3



-I

, W =Ys = kg .m2ls31 : - t

1.355 817 948331
745.699 87r 5823
746.0
3.845 x 1026

r:ig

Pa = N/m2 = kg . m-l . s:2l i,
1 .013 25 x l0s
1 x 1 0 5

1.333 223 8741,45 x 103
1

.386 388 640 341 x 103
.880 258 980 34

757 293 168 x 103
t01325t760)
733.322368 42t 052 631,

Multiply by

I x 10-7
2.926396 534292x lV
4.214 0ll009 380 x 10-z
9.415 402418968x10-3
0.112984829 027 6
r.355 817 948331 4

186 80x 103
186 80 x 103

= ta+213 .75
= (5/9) (te + 459.67)
= (5/9) tp
= (5/9) (tF - 32.0)
= (5/9) (tR - 491.67)

18.68
.730 734 666 371 39

.616 4lO 035 2 x 104
23h 56m 4.100 352s
64x LOa

To convertfrom

Ephemeris day, d.
Keplerian period of a satellite

in low-Earth orbit

Keplerian period of a
satellite of the Sun

Tropical year (ref.; T)
Tropical year (ref.= T)
Sidereal year (ref.=fixed stars)
Sidereal year (ref.=fixed stars)
Calendar year (365 days), yr
Julian century
Gregori an calendar century

Torque (see Energy)

Yelocity [meter/second, rr./s]
Foot/minute, ft/min
Inch/second, ips
Kilometerftrour, km/hr
Foot/second, fps or fVs
Miles/trour, mph
Knot (intemational)
Miles/minute, milmin
Miles/second, mi./s
Velociry of Light

Stoke

Foot2 . second, ft2 - s

Pound mass. fooFl 'second-l,

lbm.  f r l  . s - l

Pound force. second.ffoot2,
lbf . sift2

Poise

Poundal second/foot2,
poundal Vft2

Slug. foorl . second-I,
slug 'f5-l ' 5-t

Rhe

Yolume [meter3, p31

l ( 1 1 " = 1 F L = 1 x 1 0 - 6 L )

Foot3, ft3

Gallon (U.S. liquid), gal

Inch3, in3

Units and Conversion Factors

IIun

4

J

se

se
de
s
d
d

m/s
nvs
m,/s
rYs
m,/s
m/s
m/s
m/s
rols

3.652 568 9541757 x
l02x a3n (a in AU) AA
3.155 692597 47xt07 AA
365.242198 781 D
3.155 814976 320 x 107 AA
365.256363 AA
3 . 1 5 3 6 x 1 0 7  E
36,525 E
36,524.2s E

5.08 x 10-3 E
0.025 4 E
(3.6;-t = 0.277777... E
0.304 8 E
0.447 o+ E
(18523600)=0514444. . .  E
26.822 4 E
1.609 344 x 10: E
2.997 924 58 x 108 E

Multiply by Notes

7.002737 795 0s6 6 AQ

1.658 669 010 080 x IH x a3t2
(a in km) Table 6-2

l . 0x  10 r  E
0.092903 04 E

1.488 163 943 570 D

47.880 258 980 34 D
0.1 E

1.488 163 943 570 D

47.880 258 980 34 D
1 0 E

l x l 0 - e  E
2.831684 659 2x7hz E
3.785 411784 x l0-3 E
1.638 706 4 x l0-s E

92s

To

, J 'kC 'K-r = -z ' tz .6-ij
Viscosity [pascal . second = kilogram . meterl . second-l, Pa . s = kg . m-r . 11]

. meter 'second-3 . kelvin-l.

E
,.: 

-ii: 
l' .E,

E
D

AQ
AQ

m2ls
m2ls

P a . s ,

P a . s
P a . s

P a  ' s

P a ' s
(Pa . s;-t

m3
m3
m3
m3
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To convert from

Liter, L
Ounce (U.S. fluid), oz

Pint (U.S. liquid), Pt
Quart, qt
Stere (st)
Yard3, yd3

Appendix F Units and t

Useful Mathematical Constan

(A) are from The Handbook of Matt
Mathematical Tables [Abramowitz al

I

Abramowitz, Milton and Irene A. Stel
Functions with Formulas, GraPhs,

Cohen, E. Richard and B.N. TaYlor, 19
Pergamon Press.

Cox, A.N. ed. 1999. Astrophysical Qu

Hagen, James B. and A. Boksenberg, <
Almanac Office, U.S' Naval Obst
1992. Washington, D.C.: U.S' Gov

McCarthy, Dennis D., USNO. 1996. "

McCoubrey, Arthur O. i991. Guide fr
(S1). National Institute of Standard' 
811, U.S. Department of Commerc

Seidelmann, Kenneth P., USNO' eci
Astronomical Almanac. Mill Valle'

Taylor, Bary N. 1991. The Internati(
Standards and TechnologY (NIST)
Commerce: U.S. Government Prinr

To

m3
m3

m3
m3
m3

Multiply by

I x 10-3
2.957 352 956 25 x l0-5
4.7317&73 x lF
9.463 529 46xrF
1
0.764 554 857 984

Notes

E
E
E
E
E
E

Notes for the Preceding table:

AA values are those of Astronomical Almanac [Hagen and Boksenberg, 1991].

AQ Values are those of Asrrophysical Quantities [Cox' 1991]'

C Values are those ofCohen and Taylor [1986]'

D Values that are derived from exact quantities, rounded off to 13 significant figures.

E (Exact) indicates that the conversion is exact by definition of the non-Sl unit or that it

is obtained from other exact conversrons'

IERS Numerical standards of the IERS.

NIST Values are those of National Institute of Standards and Technology fMcCoubrey,
1 9 9 1 1

(1) Care should be taken in transforming magnetic units, because the dimensionalily of mag-

netic quantities (B, II, etc.) depends on the system of units. Most of the conversions given

here are between SI and EMU (electromagnetic). The following equations hoid in both

sets of units:

T  =  m x B =  d x H

B = F H

m = IA for a current loop in a Plane

d = U m

with the following definitions:

T : torque

B = magnetic induction (commonly called "magnetic field")

H = magnetic field strength or magnetic intensity

m = magletic moment

I : current loop

A = vector normal to the plane of the current Ioop (in the direction of the angular
' 

velocity vectorofthe;urrentloop about the centerofthe loop) with magnitude

equai to the area of the looP.

d = magnetic diPole moment

The permeabiliry of vacuum, p9, has the following values, by definition:

1rg=1 (dimensionless) EMU

p{=4nx l0-7 NiA2 sI

Therefore, in electromagnetic units in vacuwn, m'agnetic induction and magnetic field strength

aie equivalent and the nngnetic moment and magnetic dipole motnent are equivalent. For prac-

tical purposes ofmagnetostatics, space is avacuum but the spacecrafi itselfmay have lL+p4'

' i1 i i

, . , i : :

= 3.141 592 653

=2.718281 828

= 23.140 692 63

= 0.434 294 481

= 2.302 585 092

= 1 .144 729 BB5



Units and Conversion Factors

Useful Mathematical Constants and Values

927

Constant Value

E

en

= 3.141 592 653 589 793 238 462643 (A)

= 2.718 281 828 459 045 235 360 287 (A)

= 23.14o 692 632 7/9 269 006 (A)

loQ19x

log"x

rogeTI

= 0.434 294 481 903 251 827 651 128 9 log"x

= 2.3O2 585 092 994 045 684017 991 loglsx

= 1.144 729 8BS 849 400 174 1 43 427

(A)

(A)

(A)

(A) are trom The Handbook of Mathematical Functions, with Formulas, Gnphs, and
Mathematical Tables [Abramowitz and Stegun, 1970]
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'alues, by deftnition:

tic induction and rnagnetic field strength
dipole moment are equivalent. For prac- .
d the spacecraft itself may have p # p{.



6-sigma design process
1950 coordinates
2000 coordinates

-A-
AAR (See Area Access Rate)
Aberrations, optical
Absolute stationkeeping

. - 
vs. relative stationkeeping

Absorptivity ( See also emissivity)
atmospheric Fansmission
table of values

Acceleration
unlts and conversion factors

Acceleration loads
Acceptance tests
Access area

for typical spacecraft
tnstruments

746-74-,

508-

t30,266,

6 i

830-83

83
830-83

table of values Inside rear cover (col. 1
Acoustic environment

(of launch vehicle)
sound pressure level a

Acquisition reform 5
ACR (See Area Coverage Rate)
ACS (attitude control iystem; See Attitu.d.e

. 
Detennination and, Control subsystem)

Active thermal control
ACTS (Advanced Communications

Technology Satellite) 5,
antenna s1)_<11 <'

Acts of U.S. Congress (See also
, Congress; treaties; individual acts)

Buy America Act
Commercial Launch Acr of 19g4

1-988 amendment
environmental impact

assessment
rnsurance cap
power over commercial

launch
reason for
requires [aunch license

Commercial Space Act of I99g
GPS spectrum
launch site upgrades
reusable launchers

Export Administration Acr

82
82'
82t

82(
82i
822
834



&siPmx desiP Process
1950 coordinntes
2000 coordinates

-A-

AAR (See Area Access Rate)
Aberratioris, optical 261
Absolute stationkeeping

vs. relative stationkeeping 508-509
Absorptivity (See also emissivity) 435436

atmospherictransmission 130,266,284
table of values

Acceleration
units and conversion factors

Acceleratiou loads
Acceptance tests
Access area

for typical spacecraft
rnstruments

table of values Inside rear cover (col.

Acoustic euvironment
(of launch yehicle)

sound pressure level
Acquisition reform
ACR (See Area Coverage Rate)
ACS (attitude conhol system; See Attinde

D e te fmimtion and. C ontro I subsystem)
Active thermal control
ACTS (Advanced Comrnunications

Technology Satellite) 541
anteDna 572-573,576

A,cts of U.S. Congress (See ako
Congress ; treaties ; individual acts)

Buy America Act 834
Commercial Launch Act of 1984

1988 amendment
environmental impact

assessment
rnsurance cap
power over commercial

launch
reason for
requires launch license

Commercial Space Act of 1998
CPS spectrum
launch site upgrades
reusable launchers

Export Administration Act

Index
746-.i47,781 Export Connol Act

97 Federal Tort Claims Act
n National Environmental

Policy Act

834
830

834

436

920
t J 9

520
l o J

167
l-4)

t + l
1 ^ 1

522

Acfuators /See A ttitude contral
actuators; Attitude determination
atd, control subsystem) 303

Ada (computer language)
(See also software) 666

Adaptive differential pulse code -
modulation 549

ADCS (See Attitude determination
and control subsystem)

AE8 (radiation belt electon model)
Aeroassist hajectory
Aerodynamic drag

(See Atnospheric drag)
Aerodynanric loads
Aerodynamic stabilization

use ou small satellites
Aerodynanic torques

(See also Torque)
formula for 324,366-367

Aerogel
as thermal insulatibn 43'7 ,438

Aerospace Ground Equipment
cost estimates 796

AISCN /,See Air Force Satellite
Control Network)

Agile manufacturing
Agreement on astronaut resclre and

return ofspacecraft 823-324
Air Force Satellite Control Network

(AFSCI$ (See also growd systems) 637438
parameters for 547-548
use for DMSP 635
use for FLTSATCOM 635
USC OfDSCSJII 534

Airy disk (in optics) 263
Airy, Sir George 264
AKM (apogee kick motor;

See also Kick motor, Kick snge) 306
cost estirnates 795-:796

Albedo 432434
definition of 432433
geometry factors for 907-908
planets 434

ALEXIS (small X-ray
astronomy satellite)

cost estimate
redundancv on

215
1'19, t84

738,739

864

754-755
428

830-83 1

835
830-83 1

8n
g:24
826

826
827
822
834

I
858
874
877

929



930

Algorithms
first-order
sysrcm

Aliasing
Allocation of requirements (See

Requirentents of a sPace mission)

Altifude maintenance (See also

Orbit maintenance, atmosphe ric drag)
graph of required AV

Altitude plateaus, constellation

Aluminum (See also Structural materiak)

as rocket proPellant
use of
properties of
thermal ProPerties of

Ammonia dissociation
Ammonium perchlorate

as rocket ProPellant
Ampere-hour capacity ( See Batteries )
Amplifiers

solid-state
traveling-wave tube (TWTA)

AMSAT (satellite organization for

radio amateurs; See also OSCAR
satellites, MicroSat)

AMSAT (small satellite)
cost estimate
in geosynchronous orbit
launch
mass distribution of

Analenma
Analog modulation techniques

(See also Data rates)
Analog signat processing (See signal

processing, analog)
Analy'tical redundancY
Angular acceleration

units and conversion factors

Angular impulse (See Angular
mome ntunx: Disturbance torques )

estimate for sPacecrafl
Angular measure

units and conversion factors

Index

Anomalistic year
Anomaly (failure) analYsis

equations for
table of values

Area Coverage Rate (ACR)
computation example
equations forAnomaly, in an orbit (See also Mean anomaL.t.

Eccentric anomaly,True anomaly) lgS-i4O

533-543
rc_l].,32-3'I

788
651-65'7

916
164

168-169

898
606

670

825

3'7
57

282
ANSI (software standards)
Antarctic Treaty

differences from Outer Space Treaty
Antennas (See also FootPrint)

beamhopping technique 573
computation offootprint 165-168
directional accuracY of 322
efficiency 533
equation for 555-556
gain calculation 552-554
pointing method 319-320
system for ground station 624
thermal requirements for 428
types of 570-575

Anti-Ballistic Missile Linritations
Treaty (ABM) 825

Antijamming (of RF signals) (see Joruning)
Antipode (or Antipoint) 99
Antisolar point 99
AP8 (radiation belt proton model) 215
Aperture

computation for FireSat 288
numerical 261
optical 259,2U
synthetic 265,275

Apogee Kick Motor (AKM),'also

Apogee boost motor (See nlso
Kickmotor; Kick stage) 306

Apollo (Moon mission)
cost estimate 808
in site science 244

use offuel cells 409

Apparent motion of satellites 117-123

Appendages ofspacecraft 303

examples of 309-311

effect on configuration 312-314

Application software 663

estimating resource needs 663466

Applied axial loads 48&

Apstar (communications satellite)
regulatory problem 821

Arc (or arc segment) 99

Arc length measurement . 99-100

Arc minute 920

Arc second 920

Arcjets (See Electric propukion)
Architecture

corrLmunlcatlons
Irussron
mission, as cost structure
onboard processing

Area
units and conversion factors

Area Access Rate (AAR)

for different instrument types 1r
Area moment of inertia 462,4'

equations for 4'79'
, sample computations 483,49M1.

Area Search Rate (See Area Coverage rate)

Argument of latitude
(See also Orbit elements)

Argument of perigee
(See also Orbit elements)

formulas for
Ariane launch system

adapter masses
and small satellites
characteristics of
cost estimates
fundamental frequency
injection accuracy
reliability experience
user's guide for

Ariane Structure for Attaohed Payloads
(ASAP) ring

Small satellite launch 857, 859, 8(

Arms Export ControlAct 8:

Arrays, solar (See SoLar arruys)
ASAP (Ariane Structure for Attached

Payloads) ring
Small satellite launch 857, 859, 8(

Ascending node (See aLso Orbit elements;
Right ascension oJ the ascending node) t3

Assembly
hardware nomenclature

Assembly languages
Assembly line

, for Iridium
i for satellite manufacturing

Association of data

1t

r69-1',
t 16-1

1 :

1 :
9(
7':
'7'.

8(
7"
8(
'7r

7t
72
7t

5 1
65

toz -  to

65
2

49',7
r77
198

699
465
466
436
69'7

699

5't5
5'75

860,871

808
868-869

865
895-896

r22

< A a

323-328

920

7'79

920

Angular momentum (See also Momentunt
unLoading; Momentunt wheels; Torques) 354

estimate for sDacecraft 323-328
3'16
3'70
921

|  |  t - t z J

920

265

921
633

65

FireSat example
simplifi ed equations for
units and conversion factors

Angular motion
of a satellite seen from Earth

Angular rate
units and conversion factors

Angular resolution (See Beamwidth,
resolution)

Angular velocity
uni6 and conversion factors

Anik C (communications satellite)
Animation (mission utilitY

technique) Inside rear cover (col 5-8)

Asteroids (See aLso Meteoroids, Comets)
mining of 839-84

Astigmatism (aberration) 
'24

ASTP (small spacecraft)
characteristics of 85

ASTRID (small satellite)
cost estimate 87

ASTRO (small spacecraft series)
guidance and control

Astrodynamics (See also Orbits)
book on

Astronauts
effect of solar particles on 27
"envoys ofmankind" 82
rescue and retum required 823-82
return from Moon 5l'
use of Manned Maneuvering Unit 69

Astronomical Iatitude 89'
Atlas Centaur Iaunch system 

'13

characteristics of 
'72:

cost estimaGs 80:

86
1 3 1 - 1 5

l f



year
(failure) analysis
, in an orbit (,!ee also Mean

anomaly, True anomaly) 139-
I (software standards)

Treaty
differences from Outer Space Treaty

(See ako Footprint)
beamhopping technique
computation of footprint
directional accuracy of
efficiency
equation for
gain calculation
pointing method
system for ground station
thennal requirements for

rypes of
l![i5sils I imitatisns

(ABnO
(of RF signals) (see

(or Antipoint)
point

(radiation belt Foton model)

computation for Firesat
numerical
optical
synthetic
Apogee Kick Motor (AKM),.also

Apogee boost motor (See also
Kick motor; Kick stage)

(Moon mission)
cost esttmate
in site science
use of fuel cells

motion of satellites
of spacecraft 303

esti4ating resource needs
axial loads

(communications satellite)
regulatory problem
or arc sepment)

measurement

(See Electric propulsion)

communlcauons
mrsslon
russron, as cost strucNre
onboard processing

units and conversion factors
Access Rate (AAR)
equafions for
table of values Inside rear cover (col. 5-8)

Index

Area Coverage Rate (ACR) 164
computation example 169-1'70
equations for 116-117
for different instrument types 168

Area moment of inertia 462. 476
equations for 8fuT7
samplecomputations 483,490491

Area Search Rate (See Area Coverage rate)
Argument of latitude

(See ako Orbit eletnents) 13't.
Aigument of perigee

(See ako Orbit elements) L36
fOrrrulas for 902

Arianelaunch,system 732
adaptermasses 736
and small satellites 865
characteristics of '128

cost estimates 802
fundamental frequency 741
injection accuracy '742

reliability experience 7n
user's guide for 743

Ariane Sbrrcture for Attached Payloads
(ASAP) ring

Small satellite launch 857,859, 865
Arms Export Control Act 834
Arrays, solar (See Solar atays)
ASAP (Ariane Structure for Attached

Payloads) ring
Small satellite launch 857, 859, 865

45ssnding node (See also Orbit elements;
Right ascension of the ascending node) 136

Assenbly
hardware Domenclature

Assembly languages
Assembly line

for Iridium
for satellite manufacturins

Association of data

fundamental frequency
lnJecuon accuracy
reliability experience
sound pressure level
tested shock levels
user's guide for
vibration tests for compotretrts

Atnosphere (See also Atmospheric drag;
Atmospheric pressure)

attenuation (link budget)
density, effect on orbits

(See also Atmospheric drag)
effect on payloads
effect on rocket performance
models of
scale height

table of values

931

741
742
7n

526'743

526

2A--212
564-565

208-2w
258-159

722
208
211

Inside rear cover

examples of
effect on configuratiol ttr-'j'1t4i: Asteroids (See also Meteoroids, Comets)

software 66X nrxung or
Astigmatism (aberration)
ASTP (small spacecraft)

. characteristics of
ASTRID (small satellite)

cost estimate
ASTRO (small spacecraft series)

guidance and control
Astnodynamics (See also Orbits)

books on
Astronauts

(col. 25)
structure of 207-212
temperature of 2A7
transmission vs. wavelength 258

Ahospheric
density

Inside rear cover
(col,26-28)

t44-145
1'79
722
206

208-211
144-145

508
Inside rear cover

(col.33-40)
to remove energy

from an orbit 184
Ahospheric pressure

effect oo rocket performance 690, 691
Atomic oxygen

effect on space systems 211-212
ATS ( Se e Advanced Technology Satellite)
Attitude capture 322-323

- Attitude control(See Attitude
fu te rmination and co ntrol subsystem)

analogy with
orbitcontrol 498, 510-511, 512-514

Attitude control actuators (See also Control
mement gyros; Magnetic torquers;
M omentum w he e Is : R eaett on
wheek; Thrusters) 303,32s,368-371

angular momentum capacity 368,370
FireSat example 3'76
sizing 370
torque capability 368

Attitude Control System (ACS)
(See Anitude Determination and
Control Subsystem)

Attitude Determination and
Control Subsystem (ADCS) 354-380

accuracy requirements 83-86,365

264
275

259,
265;

table-of values

Atnospheric drag
effect on AY budget
effect on launch systems
effect on micrograviry
effect on satellite lifetime-formulas 

for
rnaneuver to overcome
table of values

:t+:i

' .  
; l i r l

- ' 1 '

':,::,t:.

,.:i.,,

488

821
99,

99-100,
920
920

5 1 9
658

762-:764
654
26

' 
839-840

261

854

8:74

864
l3  t - l58

1 3 1

533-543
t0-r1,32-37

788
6514s7

916
l(y+

effect ofsolar particles on 217
"envoys of ,markind' 823
rescue andretum required 823-824
return from Moon 510
use of Manned Maneuvering Unit 693

Astronomical latitude 899
Atlas Centaur launch system '131

characteristics of 72,8
cost estimates 802



932

angular impulse caPabilitY
angular impulse requrremen$
attitude control requirements

Index

Ballistic coeffltcient
estlmaung
effect on satellite lifetimes
table of representative values

Bandwidth (See also Data rate;
C omtnunicati ons ar c hite c tur e )

antenna needs
control of
effrcient use of
FireSat
in attitude control system
in space vs ground trade
in TT&C
Nyquist frequencY and
regulatory constraints
typical capabilities
typical GEOSat capabilities
vs. data rate
vs. energy transformation process
vs. modulation type
vs. number of satellites

Baseline design
Batt

as thermal insulation
Batteries (See also Power subsystem)

average eclipse load
capaclty
a o - a n i n r  i d e r l
v 4 H g v ^ r J  '  r e v E .

characteristics
charge-discharge profrle
depth-of-discharge
design steps
linear, charge-current contol
pri'mary batteries
FireSat example
recharge power
secondary batteries

pressure vessels
specific energy densitY
thermal challenges
thermal requirements for

Beam plasma instrument
Beam width (See also FootPrint;

Angular resolution)
communications subsYstem
defrnition of
requirements for

Bsamh6pping technique
Beaus (Struchrral)

cantilevered
deflection
equivalent
natural frequencies
shear forces

Benchmark program, to evaluate
computer performance

ggnding moments
Bent pipe

TDRSS useas
BER /See Bit Error Rate)

) l J

5ZO

319-320

145
207-208

2 1 1
207

) L 9

541
560
289

379-380
25,6s2

388
28i
566
550

563
266

558-563
867

5,24'1

437,438
333-334

422
4 1 8
^ 4 1

419,420
418-419

333,420,421
422
42't

409,418419

315
4t9422
420421

419
450-451

428
275

384
555
385

5'73-574

4'13475
483-484

4'70
483,484

. 474415

662463
4'73
580
639

Beta angle (Sun geometry)
example calculation

Beta particles
BiJevel (discrete) input

telemetry data
Biconical horn antenna 571-
BIF (Built-in function)
'lBig LEOI' communications

constellations 53&
examples of 584

Binary Phase Shift Keying (BPSK)
(See aLso Modulation techntques)

Bipropellant propulsion systems
advantages and disadvantages
applications of
design of 69+
example systems
fuels used
mixture ratio
operating characteristics
use for orbit transfer
use in integral propulsion
use on FireSat

BIT (Built-in test)
Bit computer
Bit error prdbability
Bit Error Rate (BER)

as figure of merit
as function of E6/No

389, 546,

defrnition of
Bitflip (Sae ako Single-event phenomenn)
Blackbody

. heat rejection by
in thermal analysis 433,
radiation temperature

Bladder
' in propellant tanks
Blankets ( See Multilayer insuLation)
Blowdown pressurization system

10'7-

attitude control
techniques

componen$

313-314,319,359
32'7,368-377

control algorithm definition 378

cost estimates 795-:19'7

definition of 302

design of 319-328;356

failue rates 
'769

FireSat example 375-376

for small satellites 863-864

performance requirements 357

pointing requirements
(See also mapping ondpointing) 363

powerconsumption 316'369'3'13,3'76

iepresentatiue masse-s of 895-896

sensor selection 365

slewing requirements 364

software sizing 663464

spin stabilization Patent 828

torque requirements 322-323

rade with orbit
accuracy 83-84' 123-130

weight budget 316,369'3'13
Attitude determination sensors

(See also Directional antewTas; Horizon

sensors; Slar sensors; Sun sensors;
Md+netome te rs ; GYros c oPe s ;
InertiaL-measurement units) 371-377

Firesat sensors 3'15-3'77
table ofaccuracy ranges 322

Australia
launch site

Autonomous navigation
definition of
systems
trades

733
28-3r

498
t41, 162, 321, 503-5U7

Autonomous orbit maintenance
Autonomy

FireSat payload sizing
future develoPmeuts
"in moderation"'
levels of
low-cost approach
software sizing
trades-

Autotracking
Axial rigidity
Azimuth coordinate

-B-

Backload
in a thermal system 454

Baikonur
launch site 

'733

500-501
< 1 1

675482
890
890

6 15--6 1 8
890
665

?< ?R-11

625
486
100

Boosted weight
Booster adapter
BPS (bits per second)
BPSK (Binary Phase Shift Keying)

(See also Modulation techniques)
Brahe, Tycho
Brayton-cycle englrre ( See also

Power subsystem)
BremSat (small satellite)

mass distribution of
Bremsstrahlung

electrons'
X-ray dose

Brightness
temperature

BriIIiant Pebbles
Brittle substances

316,
3 0 1 ,  '

132,

409,,

895-l

:'.
) \ 1

'.

t n a ,

BudgeJs (See aLso Delta V: Mapping
and p ointing ;-W e ight: P ow e r ;
P rope llant ; RelinbiLiry )

attitude vs orbit' 83-



Index 933

567-s70
176-179,686

765
Inside front pages

8l-85, 123-130
499

83-90

coefhcient
estimating
effect on satellite lifetimes
table of representative values

(See also Data rate;
architecture)

antenna needs
control of
efficient use of
FireSat
in anirude control system
in space vs. ground trade

' inTT&C

Nyquist fiequency and
regulatory constraints
typical capabilities
typical GEOSat capabilities
vs. data rate
vs. energy transformation process
vs. modulation fype
vs. number of satellites

desrgn

as thermal insulation
ries (See also Power subsystem)
average eclipse load
capaqty
capacig, ideal
characteristics
charge-discharge profi Ie
depth-of-discharge
design steps
Iinear, charge-current control
prinrary batteries
FireSat examole
recharge powir
secondary baneries

pressure vessels
specific energy density

Beta angle (Sun geometry)
example calculation

Beta particles
Bi-level (discrete) input

telemetry data
Biconical horn altenna
BIF fBuilt-in function)

"Big LEO" communications
constellations

examples of
Binary Phase Shift Keying (BPSK)

(See also Modulation techniques)
Bipropellant propulsion systems

advantages and disadvautages
applications of
design of
example systems
fuels used
mixtue ratio
operating characteristics
use for orbit transfer
use in integral propulsion
use on FireSat

BIT (Built-in test)
Bit computer
Bit error probability
Bit Error Rate (BER)

as figure of merit
as function of E6/No
definition of

107-109
227

398
57t-572

667

538-539
584-585

558

693
688

694496
694
686
713
692
363
7n
340
66'7
656
560

communication link
Delta V (velocity)
failure probability
list of
mapping and pointing

ln navrgauon systeflxi
performance

POwer
(See also Power budget) 4,314-316

process for
creatiug 83-90,123-130,314-318

propellant 314,_686487,712
refining andnegotiating 88-90
reliability (See aho

Reliability budget) 317,'765
response time example 82-83,86-88
spacecraftdesign 31+-318
weight (See aho

Weight bud,get) 4,315-.317,724-725

5

+ J t , :

419;4
4 lH lS

Built-in tunction (BIF)
Built-in test (Bff)
Bulk charging
Burst disc
Bus (See Spacecrafi bus)
Buy America Act
Byte

667
667
204
694

833-834
656

389,546,560
389
561
555

333,420, Bifflip (See alsa Single-event phenomena) 220
Blackbody

heat rejection by
in thermal analysis
radiation temperatue

Bladder
in propellant tanks

Blankets ( Se e M ultilay e r insulation)
Blowdown pressrjrization system
Boosted weight
Booster adapter
BPS (bits per second)
BPSK (Binary Phase Shift Keying)

(See also Modulation techniques)
Brahe, Tycho
Brayton-cycle en$ne (See also

Pou)er subtystem)
BremSat (small satellite)

' 
mass distribution of

Bremsstrahlung
electrons
X-rav dose

Brightness
tempemture

Brilliant Pebbles
Britfle substances
BudggJs (See also DeltaV; Mapping

and. pointing ;-We igltt ; P ower ;
P rope llant ; Re linbility )

attiilde vs. orbit

-c-
C (computerlanguage) 666
C3 $ee Command, control,

and. cornmunications)
Qt (characteristic exhaust velocity) 713
C&DH subsystem (See Command

and Data Handl,ing subsystem)
Canada
, Anik-C satellite 633

. Daylight Savings Time 913
objection to military use ofISS 8n
reentry ofCosmos 954 830
sale of satellite imagery 833

Cantilevered beam 473475
Capillary pumping

in heat pipes 444 446
Capture range, communicatio4 389
Cargo Integration Review 735
Carrier-to-noise ratio (C/N) 555
Carrier-to-noise-

density-ratio (C/iVo) 555
Cartridge heater 44Cy'41
CASE (Computer-aided

soft\dare engineering) tools 672
use in functional analysis 83

Cassegrain telescope optics 262
Catalyst bed 69'1
CCD (charge-coupled device) 270-Z'11
CCIR (Consultative Committee on

International Radio Commnnications) 384

challenges
thermal requirements for
plasrna hstrument
width ( See also Footpint;

resolution)
cornmunications subsystem
definition of
reouirements for

technique
(Structural)

cantilevered
deflection
equivalent
uatural frequencies
shear forces

program, to evaluate
performance

moments
prpe
TDRSS use as
(See Bit Error Rate)

384
555t
385i.-i

573-574

E6
439

433,439
257

7W

708
316,725
30r,'t36

545

55&
t32,139

409,410

895-896

231
216

257,2't0
270
243

472413

473475
483484

470
483,4U
4744'15

662463
4'73
580
639

,;:'i

;+r.

i:.-::rllj

4

83-84
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CCIT (Consultative Committee on

Interaction TelePhonY)
CDMA (See Code division multiple access)

CDR (Criticat Design Review) 521' 664, 880

Celsius (unit of temPerature;
See also tent7erature)

conect use of
Celestial coordinates

1950 coordinates
2000 coordinates
component names
True of Date (TOD)

Celestial Pole
Celestial sphere

arc (or arc segment)
geometry on
great circle
view of Earth on

Centaur (Orbital transfer vehicle)

characteristics of
Central node (See aLso ComPuter

systents, s pac ec raft : arc hitecture s )
Central Processing Unit (CPU)

( See Contpute r systents, spacec ra.ft )
Central vs. distributed processing

(See Data del ivery)
Centralized architecture'

in onboard Processlng
Centrifugal force

effect on misogravitY
CGN (Commercial Ground Network)

Challenger (Space Shuttle)
effect of loss on insurance
loss of

Index

Circuit Tolerance Analysis 
'712

Circular velocitY 135,903

Classical orbit elements
(See Orbit elements)

Cleanliness requirements 522'523

Clementine (small satellite)
cosr estimate for g0g, 974

mass breakdown g95_g96

Clohessy-Wiltshire Equations I53

CMG (.See Control moment gYro)

Co-elevation coordinate I00

Colatitude coordinate 100

Code division multiPle access
(CDMA) (See ako Modulntion
techniques) 576

codes 561_563

error detecting and correcting 115

Coding
gain 562,579

types of . 561

Coherent turnaround,
communication model 381-382

Cold gas proPulsion
advantages and disadvantages 693

applications of 371' 687-688' 693

cost estimate of 7gg

operating characteristics 692493
' Pegasus attitude control 731

system weight 715

use on OGO 3l I

Collision avoidance
for debris avoidance 849

in constellations 198-200

Column buckling 4'78

Coma (aberration) 261

Combustion chamber Pressure 691

Comet S5/TemPel-Tutfle
source ofLeonid meteoroids 842

Comet Giacobini-Zinner
sPace mrssion to 508 ':

Comets
coma "name use" 261 :,
orbit propagation for 498

sourceofmeteoroidmaterial 840-842

Command and Data Handling :

(C&DH) subsystem 303-304,330' l

314-315.39540?

szrng process
spacecraft bus constraints
telemetry processing

Conunand, Control, and
Communications (CJ) (See also
C o mmunic ati on s arc hi te c t ur e )

Cornmand decoder
block diagram

Command processing
software sizing

331,  398:

I
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(See. Data rates)
Digitat signdl processing (See Signol

processing, diginl)
Ilihedral angle (rotation angle)
Diode heat pipe
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Direct-energy-transfer (DET;

in power regulation)
Direct Memory Access (DMA)
Direct orbit
Directional antennas
Discount rate (in cost estimating)

in cost modeling
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Disposal
of spacecraft 31-32' 45, 162' 849-850

debris mitigation 850

delta V budget for 17'7-1'78

deorbit delta V 157

table of Inside rear Pages (col 44)

disposal orbit 159

for collision avoidance 200

from GEO 162-163

need for 32-850

need for in constellations 189' 199

options for 162-163

Disposal orbit 159, i61

Disiortion (aberration) 261

Distributed architecture,
in onboard processing 653454

Distributed computer architecture (See also

Computerssystems,spacecrafr) 653454

Dishrrbance torques (See aho specific

to rq ues, e - g. A e rodynamic to rque s )
cyclic 354

equations and definitions .. 324'366

equations for 366

FireSat worst-case estimate 36'7

in aftitude conrol 324-325

intemal 368

secular 354

693
688
686
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692

4'12473
166

542-543

166,268,573
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409
. 409

409
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requirements)
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of a sPacecraft
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DSCS (See Defense Satellite
C ommuni c ations Sy ste m )

DSN (See Deep Space Nework)
DSP (See Defense Satellile Program)
Dual Frequency Scatterometer
Dual mode ProPulsion sYstems

advantages and disadvantages
applications of
definition of
design of
operati ng characteristics

Ductile materials
Duty cycle
Duty factor
LV (See Delta V)
Dwell time

Diversity (communications
technique)

DMA (Direct MemorY Access)

DM/LAE (rocket engine)
DMSP (Sea Defense MeteorologicoJ

Satellite Progront)
Docrimentation

reason for
of requirements
of reasons for requirernents

DOD-STD.
( S e e S tandards/St andar dization )

DOD-STD.2I67
DOD-STD.l80
Domsat (domestic

communications satellite)
DOORS (COTS software)
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Doppler frequencY shift
Doppler Imager
Doppler Irnaging Interferometer
DOT (See D ep artnze nt of Transportation )
Double-hop link
Double-Pole, double-throw switch

Downlink or return link
design procedure
signal

DPSK (See Dffirential PSK)
Drag (See Atmospheric drag)
Draim. John
Drift rate (in orbit)

(See also Exposure time)
Dynamic envelope
Dynamic power source

(See also Power subsYstem)
balance of energY
Rankine-cycle engine
Strrling-cycle engine

Dynamis pressure
(launch systems)

Dynamic range
as ima ger chamcteristic

Dynamic test models
in satellite manufacturing

-E-

e Qogarithm base)
accurate value for

E-SAT (cornmunications constellation)

geocentric and geodetic
coordinates

geometry viewed from sPace
infrared energy from
oblateness of (See Oblateness)
observatlon parameters

formulas for

example of Little LEO 539

use of store and forward 537

Early Bird (first commercial cornsat) 856

imaging system 269

Earth (See ako AtmosPhere;
Space environntent; Magnetic field)

angular radius of I 1 1

table of Inside rear cover (col.49)

apPearancefromspace 111-112'  115

90-93
887-888

payload design 245-248

DOD (See Batteries : depth-of-discharge )

672
521

632

89
383
n5
2't5

539
390
303
568
382

table of
physical constants
physical properties

Earth central angle
used to parameterize

coverage
maximum 119,
table of Inside rear pages (col. 13-

Eartb coverage (See also Swathwidth) 763-
analytic approximations for 165-
constellations 189-
FireSat example 

'70

Figures of Merit 173-
ground track as simulation
numerical simulations

Earth-fxed coordinates
definitron of

lnside rear p;
897-

l 7  t -

96
names ot componenB

Earth horizon sensors (See Horizon sensors)
Earth-referenced orbits

selection of 1'79-
Earth satellite parameters,

table of Inside rear pa
Earth station (See Ground systents)
Earth terminal (See Ground systems)
Eastern Test Range

available orbit inclination
location of

East-West stationkeeping ( See Stationkzepin
Eccentric anomaly 139.',
Eccentric orbits (See also orbits;

elliptical orbits ; M olniya orbits )
continuous coverage by l
reasons for selecting 182-183, 1
usually at critical inclination I
thermal considerations in t

Eccentricity (See also Orbit elements) I
' 

formulas for 137 ,I
selection of 1

Eccentricity vector I
formula for 9

Edipses
comoutation ofduration 105-1
effeitonpower 339,413,4204
effect on thermal input I
table ofduration Inside rear co'

(col' i
thermal shock from 3

Ecliptic 105-1
iate ofchange ofthe obliquity 8

Ecliptic coordinates
definition of
names of components i

EDAC /See Error Detection and Correction)
Edge (COTS software)
Effective emittance

(See also Emittance)
Effective horizon

68-

43'74.
I

Effective isotropic radiated power
(EIRP; See also Linkbudget) 47,3i
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385
621
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(See also System d.rivers)
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of representative spacecraft

(See Defense Satellite
System)

(See Deep Space Network)
See Defense Satellile Program)
Frequency Scatterometer
mode propulsion systens

and disadvantages
of

definition of
design of
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materials
cycle
factor

table of Inside rear pages
physical constants 897-898
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Earth central angle 113
used to parameterize

coverage 165
maximum 119;168
table of Inside rear pages (col. 13-16)

Earth coverage (See also Swathwidth) 163-1'76
analyticapproximationsfor 165-17.1

EIF{P (See Effective isotropic radiated power)
Elasticity, mettr665 f61 annlyzing 471-474
Electric charge

units and conversion factors 921
Electric conductance

units and conversion factors 921
Electic field intensity

units and conversion factors 922
Elqctric potential difference

units and conversion factors - 922
Elechic propulsion 701-708

advantages and disadvantages 693
alternative designs 702:708
applications of 688
operating characteristics 692493,

703:704.70'7

communlcatrotrs requuements
in ground system design process
in link equation

Effective area. antenna
Effective thrust
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ElecFical power zubsystem (EPS)

(See Power subsystem)
Elechomagnetic compatibility @MC)
Electromagnetic interference @MI)
Electromagnetic pulse (ElVfl))

hmdening against
Electroma gnetic radiation

atrnospheric transmission
definition of specnal bands

(See also RF)
Elechomagnetic spectrum

infrared systems
microwave radiometers
primary (direct)
radar systems
secondary (single scatter)
visible systerns

Electrornap.etic units
Electromechanical assembly

cleanliness requirement
Elechonic intelligence (ELII{T)
Electrons

rn s,pace envrotrment
shielding against

(See also Swathwi.dth)
FireSat example

cotrstellations
FireSat example
Figures of Merit

numerical simulations
Earth-fured coordinates

definition of
names of comDonents

Earth-referenced orbits
selection of

Eartb satellite para.meters,
table of

t89-tn
7V72

173-176

t71-1'73

96-n
102

160
1'79-183
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732
734

ground track as simulation 172

Earth horizon sensors {See'Harizon sensors)

Delta V)
time
also Etposure time) t66;269,

envelope
power source

also Power subsystem)
balauce of euergy
Rankine-cycle engine
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pressure
systems)

range
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test models
satellite manufacruring

-E-
base)
value for
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of Linle LEO

of store and forward
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system
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envirownent ; M agne tic fie Id)
radius of

table of
appearance from space I l1-112;t
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infrared energy from

of (See Oblateness)
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formulas for

Earth station (.le e Ground systems)
Earth terminal (See Gromd systems)
Eastern Test Range

available orbit inclination

68'7

524
213
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234Iocation of 733

East-West stationkeeping (See Stationkeping)
Eccentric anomaly 139,140
Eccentric orbits (See also orbits;

elliptical o rbits ; Molniya orbits )
continuous coverage by 194
reasons for selecting 182-183, 199
usually at critica.l inclination 182
thermal considerations in 453

Eccentricity (See also Orbit elemenu) 135
formulas for 137 ,9M
selection of 183

Eccentricity vector 136
formula for 904

Eclipses
computation ofduration 105-107
effect on power 339,413,42o-422
effect on thermal iuput I l0
table ofduration Inside rear cover

(col. 53)
thermal shock from 360

Ecliptic 105-106
rate ofchange ofthe obliquity 898

Ecliptic coordinates
definition of 96
names ofcomponents 102

EDAC (See Error Detection and Correction)
Edge (COTS software) 6849
Effective emittance

(See also Emittance)
Effective horizon

437438
l l 9

Effective isotropic radiated power
(EIRP; See also Linkbudget) 41,384

from nuclear explosion 223-226
effects ou csmnrrnigntisns 2n--228

258

255
255-25'l

266
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25'1
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25'l
266
926

523
234

Elenents of a mission (Sei Mission elements)
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system)
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100-r02

21+-2r6
230-232

tt3, t17 ,264
287,293

importance of in mission
design 116-117,126-128

Ellipse (conic section) I J J - I J +

Ellipso (communications constellation)
example of LEO cellular 538
parameten of 585
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Ellipticity of the Earth (See

Oblateness of tlrc Earth)
Embedded computer
EMC (See Electromagnetic compatibility)

EMI ( See Ele ctromagnetic interference )
Emissivity

IR
table of values

Emittance ( See EmissivitY)
EMP (See Electrontagnetic Pulse)
Encoding
Encryption
End-oflife (See Disposal of spacecraft)

End user, of a sPace mission
definition of
location of
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Equivalent axial loads
Error budgets (See Budgets)
Error correcting codes

478-499, 488

569
Error Detection and Correction (EDAC)

circuitry for 66M61

coding techniques for 
'7'75

ESA (See European Space AgencY)
Escape velocity (See also Orbits) I 35

formulas for 903

ESOC (European Space OPerations
Center) 592

ETA (Explosive Transfer Assembly) 700

ETR (See Eastern Test Range)
Euler angles 380

Euler buckling Ioads 47?418

European Space Agency (ESA)
(See aLso Ariane)

environmental models from 844

L-Sat operator 633

launch vehicle costs 803

requiremenb definition 16

upper stages 
'730

European Space Operations Center
(ESOC) s92

European Space Tracking network
ground-support scheduling 569

EUTELSAT (European Telecommunication
Satellite Consortium) 384

Event-driven software architecture 656

EWB (COTS software) 68

Excel (COTS software)
in requirements develoPment 89

Julian date in 916-917

Exhaust plume 715

Exhaust velocity, effective 689

EXOS (Small spacecraft)
characteristics of 769-:l'70

Exospheric temperature 208

Expander cycle 696

Expected launch availability 
'726

Exploitation ofspace 14

Explorer VI (small satellite)
configuration of 309

Explorers (NASA spacecraft) 853

Explosive Transfer Assembly (ETA) 700

Export Administration Act of 1979 834

Export restrictions {See Intport and

exDort restrictions)
Exposure ime (See also Dwell time)
External disturbances ( See Dkturbance

torques)
Exherne Ultraviolet TelescoPe

-F-

F-number (See also Infinity F-nwnber)
computation of, for FireSat

F-stop

F10.7 index ofsolar radio flux 2(
Face sheets 465.48241
Facility cleanliness requirements
Facility elements

ground system
FAI (communications constellation)

example of Little LEO
use of store and forward

Failure Modes, Effects, and
Criticality Analysis (FNIECA)

Failures (See ako Reli.ability)
altitude vs. orbit control
caused by debris
computer watehdog
cost of

hypothetical calculati on
evaluation of modes
failure probability
fault tree for
Galileo antenna
implications for low-cost

spacecraft design
implications for orbit fansfer

options
implications for spacecraft options
implications for strubtural design
in composite materials
in launch vehicles
in spacecraft computer
launch delay after
lifetime and reliabiliry
modes analysis
need for telemetry
rates for piece parts
reporting of

Fairings

5t

6t

89'7
648
< 1 A

in Stefan-Boltzmann equation 439
435436
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582,634
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65946
66446

'l

ZJ

Energy
units and conversion factors 922

Energy balance equation 45245'l

for sizing thermal radiator 453-456

Energy equation (orbits) 134

Energy conversion efficiencY

Equator (of coordinate system) 101

Equilateral right triangle 103-104

Equinox (See Vernal equinox)
Equipotential surface

for the Earth 899

(of a solar cell) 4t3
Energy storage zubsystem (Sae aho Batrerie.s)

design stePs 422

Engineering data
configruation management 52I

definition and control of 521

Engineering develoPment models
in salellite manufacnring 760

Engines, rocket (See Rocket engines)

Environment (See also Space environment;
Nuclearweaponsenvironment) 203-229

Environrnental concerns (See also

Orbital debris ; Space environment)
lasers and particle beams 836

mission design and 834-838

need for environmental
assessment 833

nuclear power sources and 825' 836

orbital debris 840-850

European policY 838

US poticy 838

Environmental Control SYstem
( Se e TIte rmal s ubsY s tem)

Ephemeris
definition of
propagahon

- software sizing
real time
satellite
solar

EPS (Electrical Power SubsYstem)
(See Power subsYstem)

665
501

497498
497498

166

t launch vehicle

Fatigue (structural)
Fault avoidance

reliability and
Fault detection

fault tolerance
in TT&C
related to autonomy
sofrwife methods for
software sizing for

Fault tolerance
Fault tree

for software reliability 7'12-77
FCC (See Federal Contmunications

Conunission)
FDMA (See Frequency division

multiple access)
Feasibility assessment
FED STD 209 (See Faciliry

cleanline ss ryquirenents )
Federal Communications

Commission (FCC)
proposals to 58(

259
289
259
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budgets (See Budgets)
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Detection and Correction

circuitry for
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(See European Space Agency)
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forrnulas for

@uropean Space Operations . ,

A (Explosive Trrnsfer Assembly)
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launch vehicle cosB
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(Small spacecraft)
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temperature
cycle
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configuration of

(NASA spacecraft)
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Administrati0n Act of 1979
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-F-

(See also Infinity F-ruttnber)
computation of, for FireSat

Space Operations Center ' .i:

Space Tracking network
-support Scheduling

T (European Telecommunication:
Consortium)

software architecture

F10.7 index of solar radio flux
Face sheets
Facility cleanliness requirements
Facility elements

ground system
FAI (communications constellation)

example of Little LEO
use of store and forward

Failure Modes, Effects, and
Critic' li ty Analysis (FMECA)

Failures (See also Reliability)
altitude vs. orbit control
caused by debris
computer watchdog
cost of

hypotbetical calculation
evaluation of modes
failure probability
fault tree for
Galileo antenna
implications for low-cost

spacecraft design
implications for orbit transfer

optrons
implications for spacecraft options
implications for structural design
in composite materials

. in launch vehicles
in spacecraft computer
launch delay after
Iifetime and reliabi li ty
modes analysis
need'for telemetry
rates for piece parls
reporting of

Fairings
launch vehicle

Fatigue (structural)
Fault avoidance
: reliability and
Fau]t detection

fault tolerance
' in TT&C

related to autonomy
software methodS for
software sizing for
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Fault tree

for software reliability
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Federal Tort Claims Act
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processing)
Fee

in cost models
'fi'enced fundingtt
Field of view of spacecraft (See also

Access area; Footprint)
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inslantaneous . :

Figures of Merit (FoMs)
eharacteristic exhaust velociry
characteristics of good
coverage
in constellatiou design

. Mean Mission Duration
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thust coefficient

File Transfer Protocol (FTP)
Final Operating Capability (FOC)
Finite element model
FireSat Exarnple Mission

ADCS design process
ADCS software for
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attitude determination and

control system selection
attitude determination sensor

selection
autotromous fi re detection
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C&DH subsystem
communication parameters

for payload
communications architecture
comPuter system

architecture selection
control algorithms
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173-176
197
767
765
690

632,641
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cost estimates 793, 810-818
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cost uncertainty 814-8.15
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data-flow diagram 24
Delta V budget 178
designlife cost trade 815-817
fields ofview 130
fire warning time as MoE 59-61
functiona.l flow of geopositioning

requrrement
imaging neefu
legal and policy issues
link budgets for
mapprng accuracy
Measures of Effectiveness
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miniature satellite technology
approach

mission element alternatlves
nussion objectives
mission options
mission requtrements
mission statement
onboard data Processrng
orbit choices
origin of
payload design

aperture
data rate
frequency bands
resolution
software sizing
summary of
swath width

performance drivers
performance Parameters
preliminary concePts

spacecraft Parameters
software cost esumates
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252-254

58
548
372
8 1 4
36

i87
34r

81 1-8 i2
658

897,900
580

595
4't0
'735

133
902
'723

5

339-3si
5',72

346-34'7

34'7-348
343

894-896
342-351

560
345
349
344
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weight budget
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Frequency division multiple
access (FDMA)

techniques)
Frozen orbit
FSK (See Frequency Shifi Keying)
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345
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632.
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Flybys

Frequency hopping (communications
technique)

Frequency response, launch vehicle
Frequency shift keying (FSK;

(See ako Modulation
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time distribution of costs
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transfer orbit for
weight budget
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Firmware
First Point of Aries (See Verral equinox)

Flattening factor (Earth shaPe)
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formulas for
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power subsystem
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Focal point
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launch vehicle user guide
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Free-body diagram
Frer. fall ( See M ic ro grav itY )
Free molecular heating
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cost estimate
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books on
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use of electric propulsion I

Gamma ray burst instrument .
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cost estimate I
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system 697t
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size and design integration
structules subsystem
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(See Figuros of Merit)
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units and conversion factors
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(computer language)
error correction coding
link(See also
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(See Field of view of spacecraft;
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control program
mechanis safe-life
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Frequency division multiple
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Frequency hopping (communications
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Frequency response, launch vehicle 740
Frequency shift keying (FSK)

(See ako Modulation

945

Ganma rays 255
fromnuclearexplosions 222-224,226
shielding against 230

GAS (See Get-Away Specinl)
Gasjets (See Attitude control

actuators; Thrusters)
Gauss's Formula (spherical

geometry) 9m
Gaussian statistics

how !o treat in cost modeling 805
inappmpriateforcover 173,175-l'16
inappropriate for cost modeling 804
math model for 805

GCI ( See Geocentric Inertinl
Coordinates)

GCR (see Galactic cosmic rays)
Genini

cost estimate 808
General perturbations (Sea also

O rbils ; O rbit pe rurbations )
GE,O (See Geosynchronous orbit)
Geocentric coordinates

transformation to geodetic
Geocentric Inertial Coordinates (GCI) 96

in definine orbital elements 135-136

selection of
sharing

Index

328,565-566
566

393, 559-560
180,182=183

65.!65;
779
528

5-7,88H91

889
889J91

techniques)
Frozen orbit
FSK (See Frequency Shifi Keying)
FTP fFile Transfer Protocol) 632,641
Fuel cells 4W
' regenerative 4ll

FueI mass fraction (See Propellant
nass fraction)

Fnnctional flow diagr"m 82-83
Functional partitionng (See also

C omp u t e r sys t e ms, s p ac e craft :
re quir eme nts defi nition )

.Functional redundancy
Functional testing of spacecraft
Future changes in space

misgisng

Future space progra[rs
books on
trends

920

'139-740

697498
837

inertial properties of
Geodetic coordinates

142

90r

-G-

g (unit of acceleration)
g levels

in launch vehicles
G&C (Guidance atrd conhol)

(See Guidance and Navigation System;
Attitude Determination and Connol
Subsystem)

Gft (See Gain-to-noise temperature ratio)
Gaitr

in antennas 552-554
Gain-to-noise temperature ratios

(Gft) (See also Linkbudgets) 623
requirements for 385

Galactic cosmic rays (GCR) 218-221
Galileo (interplanetary mission)

complex operations of 595
response to in-flight failure 610

GaIIium arsenide (GaAs)
in photovoltaics 413,414,415

GALS (Russian spacecraft)
use ofelectric propulsion 687

Gamma ray burstinstrument 275
Garnma Ray Observatory (GRO)

cost estimate 808
monopropellant-hydrazine

system
radiation overload

Geolocation 250
Geomagnetically trapped radiation

( See Trapped radintion )
Geomagpetism ( S e e M ag ne tic fi eld)
Geometrical horvon (See also Horizon) I 19
Geometrl 95-130

books on 98
on the celestial sphere 98-1 l0
thermal factors n'7-912

Geometry, spheical (See Spherical

Seometry)
Geopotential model
GEOSAT (Earth mapping satelJite)

anitude control
configuration of
ground system

Geosynchronous orbit (GEO) (,See
ako Sntionkeeping; Geosynchronous
Iransfer orbits)

allocation of slots
apparent satellite motion in
applications of
communications architecture
debris in
Earth coverage from
FireSat us of
ground station coverage
lauuch vehicle capacity to
numerical parameters

geriod of satellites
probabiliry of collisions in
radiation dose rate in

135
899-90r

. 1 4 3

314
3 1 1

629430

255' :.:--;
J.fl7 ::i.!

281 ...i:

825426
121-123

180
fJ / -)J6

843-844
549
t82
642
728

Inside
rear pages

138
'161

216

281 r:i:i
r:'ill

826 .4.-
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566 rL
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stationkeePing
thermal considerations in

Geosynchronous transfer orbit (GTO)

cost to
debris in
grouud controi of
injection accuracy
launch vetucle capacity to
plane change in

Germanium lens
Get AwaySPecial (GAS)

Giacobini-Zinner (comet mission)

GINGA (JaPanese X'raY satellite)
t'Globa] commons"

concept apPlied to outet sPace

Global Navigation Satellite System
(GLONASS' Russia)

Global Positioning SYstem (GPS)

advantages and disadvantages
for navigation

applications of
as tlme source
Block II cost estimate
for orbit determlnation
in orbit vs attinrde Eade
list of characteristics
mass distribution of
modulation technique
pro0ection of frequencY
siang estimate
subject of
use for attitude determinafon
use for satellite navigation
visibiliry requirement

Index

GOES (GeostationarY OPerational
Environmental Satellite)

antenna srze
cost estimate
data rates

Gold
thermal ProPerties of

GONAS (Russian sPacecraft)
use of electric ProPulsion

GPS (.9ee Global Positioning System)
Graceful degradation

in constellation
design

Granularity
Gravity assist trajectory (See Flybys)

Gravity gradient
control technique

use on small satellites
forces in microgravitY
torque comPutahon

FireSat examPle
Gravity gradiometer

role in orbit
determination

service-provided
typical installarion

Ground terminaf (See Ground. systems)
,Ground trace (See Ground. tracks)
Ground tracks

definition of
evaluation 131
FireSat example

. repeahng
satellite
use rn coverage analysis

Ground-truth calibration
measurements

GSD (see Ground. sample disnnce)
GSTDN (See Ground Space Tracking

and Data Network)
GTDS (See Goddard Traj ectory

D e t e rntinat i o n Sys t e nt )
Guidance (See also Navigation)

definition of
Guidance and navigation

subsystem
design process table
hardware sizing
requirements defrnition
srzlng

327,497-

< 1 4

system definition process 498-
GVSC (onboard computer)

characteristics of
Glration (See Radius of gyration)
Gyroscopes (See also Inertial

measurement units) 322,
software sizins

Gyroscopic stiffness .

-H-

H-2 launch system
characterisiics of
reliability experience ',

user's guide for i
H-10 (orbitat transfer vehicle)

characteristics of 'l

Ifague, International Court at the 8
IIaII Effect thrusters (See Electric propukion
Hardening of spacecraft
IfiAO-B design example

attltude control subsystem

n a 1  a

J+ I-J

346-3
comnunications and C&DH

systems 3,
initial design decisions 344-3,
rrussron parameters 3,
power budget 3,
power subsystem 3'
propulsion subsystem Jt
requifements and constraints 3t

497,508-510
452453

155
t3'1
I '7 1

548
514
808
548

436

0 6 /

802
845
30

728
185
267
859
508
837

835

s06

498, 50
63r

Globalstar (communications constellation)

coding for 545

communications bandwidth 550

effect ofnuclear burst 222

example of LEO cellular 538

fixed beams 5'73

parameters of 585

use of GDMA 5'19

use ofRAD-6000 669

use of"satellite diversitY" 582

GLOMR (Global Low Orbiting
Message RelaY) satellite 857

cost estimate 874

guidance and control 864

GLONASS (Russian Navigation
System) (See Global Navigation
Satellite System)

GMT (Greenwich Mean Time;

See Universal Tirne)
GN&C (See Guidance and navigaion system)

GNS (Ground Network SYstem)
Goddard Earth model
Goddard Range and Range Rate

system
Goddard Traj ectory Determination

System (GTDS)

641
143

547

5 0 1 , 5 0 3

Grazing an$e (See Elevation angle)
Great circle
Great circle arc
Greenwich Mean Time (GMT;

See UniversaL Time)
Greenwich meridian

in Earth-fix ed coordinates
GRO (See Gatnma RaY Obserttatory)
Ground Network System (GNS)

Ground sample distance (GSD)

Ground segment (See Ground systerns)
Ground-Space Tracking and Data Network

(GSTDN)
as communications relaY

element
hrrnaround ratio

Ground-station tracking
Ground syst€nrs

basic eiements
commercial
communication links
cost estimating relationshiP
coverage per spacecraft

computations for
surrunary of formulas

data rates and storage
data user requirements
dedicated

alternatives to
design process
functions and options

table of
GEOSAT example
host
impact on design on operatrons
interface
mission and facility elements
orbit control by

502
243
582
808

140-141
83

504
894-895

5't9
826
5 1 3
25r
505

321,505
r93

359-360, 364
863-864

205
324,366

36'1
2'75

+J

3 8 1
503

t2,621444
624429
64H'41
631432

801
642443
117-123

121
642443
643-644

623
63644r
6234L4

99
99

908
96-9'7

641
2'76

622
629
636
614
305
624
5 1 0



(Geostationary Operational
Satellite)

atrtentra size
cost estimate
data rates

thermal properties of
(Rnssian spacecraft)

use of electric propulsion
(See Global Positioning System)

degradation
in constellation

. design 163, 190-1

assist trajectory (See Flybys)
gradient

control technique
use on small satelttes

forces in microgravity
torque computatron

FireSat example
gradiometer
angle ( S ee El evation an g Ie )

circle
circle arc

Mean Time (GMT;
Universal Time)

meridian
in Earth-frxed coordinates
(See Ganna Ray Obsenatory)

role in orbit
determination

service-provided
typical installation

Ground terminal (See Ground. systems)
Ground trace ( See Ground. traclcs)
Ground tracks

definition of
evaluation
FireSat example
repeating
satellite
use in coverage analysis

Giound-truth calibration
measurements

GSD (see Ground sample distance)
GSTDN (See Ground Space Tracking

and Data Network)
GTDS (See Goddard Trajectory

Determination System)
Guidance (See also Navigatio,n)

definition of
Guidance and navigation

zubsistem
design process table
hardware sizing
requirements defi nition
slzrng
system defi nition process

GVSC (onboard computer)
characteristics of

Gyation (See Radius of gyration)
Gyroscopes (See also Inertial

measurement units)
software sizing

Gyroscopic stiffness
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size and design integration 351
structures subsystem 351
weight budget 345

Heat balance
calculation of 452457

Heat pipes 4la4n,4M 146
Ileat transfer (See Heat balance)
Heaters 440-442
Ileel, offootprint(See also Footpint) 166
Helix antmna (See also Antewus) 5'r1
Iferitage,technical(costfactor) 798-:7.99
HETE (smrll satellite)

cost estlmate
mass distribution of

Ilidden agenda
.in payload performance

Hidden drivers
Ilidden requir'ements
Eigh Energy Ashoromical

Observatory (See HEAO)
Higher-order languages (HOL)
Hill's equations

Index

498, 501, 503
63ffi39

628

1 1 6
r37-139

294
155-156
137-139
171-1:73

266

874
895-896

12,15
245
37
48

658
153

Network System (GNS) 64
sanple distance (GSD)
segment (See Ground system.s)

Tracking and Data Network

as corTlmuncatlons relav
element

turnaround ratio
.station hacking
systems

basic elements
commercial
communication links
cost estimating relationship
coverage per spacecraft

computations for
summary of formulas

data rates and storage
data user requirements
dedicated
- altematives to
design process
functions and options

table of
GEOSAT example
host
impact on design on operations
interface
mission and faciliry elements
orbit control by

631

l l 7 - l

64344/l::

Ilitchhiker (Small satcllite Iaunch
Hohmann transfer orbit

advantages of
as most effrcient

two-burn transfer
total required delta V

Hohmerur, Walter.
EOL (See Higher-order languages)
Hold Harnless Clause
Homogeneous metals
Iloop radius of curvah[e
Ilorizon

effective
foreshorten'ing near
inner/outer
rue (geomeric)

Horizon crossing indicators (See ako
Horizon sensors)

Horizon sensors
FireSat example
software sizing for

Horn antenna
IJost machi ne (computer)

-H-

H-2 launch system 732
characteristics of 728
reliability experience 7n
user's guide for 743

II-10 (orbital transfer vehicle)
characteristics of 730

Tlegue, International Court at the 823
HaIl Effect thrusters (See Electic propulsiqn)
Hardening of spacecraft
HEAO-B design example

attrtude control subsystem
communications and C&DH

systems
initial design decisions
nussroo parameters
power budget
power subsystem
propulsion subsystem
requirements and constraints

859, 865
146-150, 185

642443

32r,497-514
. 499

512-514
501
5 1 ,

498-501

669

?tt ?'15

665
1 < ^

221-236
34 r-35 I
346-347

348
344-345

3+Z

345
349
346
343

'  r85

. 146
141
146

831
463
479

1 1 9
114-116

117
1 1 3

3'14
?)) '411J1A

37s-376
665
571
6'72

Hot-gas system (See Propulsion system;
Thrusters)

"lfouse of qualitytt
Housekeeping

data definition
data handling

HS 601 (rocket engine)
Ilubble Space Telescopi: (IIST;

See Space Telescope)
Ilubble Star Catalog

(COTS Software)
Ilybrid architecture
Eybrid rockets

78-80

a

330
694

234

68
612

advantages and disadvantages 693
applications of 687-688
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design of
example sYstems
operating characteristics

Ilydrazine proPellant (N2Ha)

advantages and disadvantages
characteristics
cost estimate of
in bipropellant engines
in dual-mode systems
in monopropellaD t englDes
thermal requirements for
use in launch vehicles
use in thrusters
use on FLTSATCOM
use on HEAO-B

Hyperbola (conic section)
Hyperspectral sensor systeuts

HypervelocitY debris imPact
(See also Orbinl debris)

effect on satellite of

-I-

VO (InpuUOutptit)
VO handler
I-Y (See Currentvoltage Plot)
ICBM (Intercontinental

Ballistic Missile)
ICD (Interface Control Document)
ICO (communications consteUation)

example of MEO sYstem
parameters of
suit with TRW

IEEE Specification Guide
(software standards)

Illuminance
units and conv-ersion factors

Import and export restrictions
effects on mission design

IMU (.See lnertial-measurement unit)

Inclination $ee also Orbit elements)
definition of
formulas for
prograde vs. retrogade

India
launch sites
sale of satellite imagery
small satellites

Indiction (15 year period)
Indium phosphide (in

photovoltaics)
Indostar (small satellite)

cost estlnvrte
Industrial Space FacilitY (ISf)

Inertia matrix
lnertial-measr.uement unit (IMU)

software sizing
Inertial space

lndex

Inertial Upper Stage (IUS) (See

also Space Shuttle)
characteristics of
injection accuracy
user's guide for

Infinity F-number (F-stoP, F No.)
computation oi for FireSat

Inflation
in cost modeling

Infrared (See Detectors, IR)
lnfrared emissivity ( Se e Emis sivity )
Infrared radiation

from the Earth
from the planets

699-:701
701
692

693
692'797

69/_696
688

69't498
428

t l l - t J z

711
J4J-J4O

346
133-t34

276

846

' t12 ,131

730
- t12

144
259
,eo

791-192

658
436438
830-834

832
832
/ ) r
831
830
831
832
830
831

830-83,1

34,1n

Infrared (IR) remote-sensing
systems

need for cooling
Initial Operating CaPabilitY

ooc)
Initiation (Sae P rogratn initidtion)
Injected weight
hjection orbit

Intellectual property rights (See Patents)

Intelsat

antenna 571,
C-band margin
consornum
cost estrmate
mass distribution of 89+
operations approach
ranglng tones
relay bandwidth
representative satellites
TDMA
TT&C parameters

Interagency Nuclear Safety
Review Panel

Intercontinental ballistic missile
(rcBM)

Interdepartmental Radio Advisory
Committee

Interface Control Document (ICD)

Interface Requirements
Speciflication (IRS)

Interference (Se e J amming )
Interleaving of data
International Astronomical Union

modified Julian date
setting asnophysical constants

International Court at the Hague
International Frequency

Registration Board 384'

International space law 822-
conflicts with U.S. law

International Space S tation
active debris avoidance
commercial opportunities
design requirements
orbital debris considerations
oolitical conflict

t, 
potential SDI role
power distribution
relevance to patents
retrieval of satellites

use for
International System ofUnits (SD 919-'

International Telecommuni cation
Convention and Final Protocol i

International Telecommunications
Union (lTfD

Apstar regulatory problem
control of GEO
data relay proposals
frequencies allowed by
impact on TT&C
^ . -a - i  -o t inn  n f

regulatory approach
International Traffic in Arrrs
, Regulatiors (ITAR)

565

I

Internet (See also Wideband data rystems)
data rates :
RFfrequencies allowed :

satellite systems for :

255-257,433434
434

255,266-26't
451

'784,'r94

316,'t25
159

384
117, 16'7

656

164

-t Do

60'7
666

237
92

539
585
830

6'70

INMARSAT {International Maritime
Satellite)

Inner horizou ( See also Horizon)
InpuUoutput (VO)
Instantaneous Access Area (IAA)

(See also Access Area)
Lnstantaneous area coverage rate

(See also Area coverage rate)
Instantaneous coverage area

(See Footprint area: FieLd ofview;
Access area)

lnstmction mix
Instruction Set Architecture (ISA)

(See also Contputer systems,
sp ac ec r a,[t : central p roce ssing anlt )

Insulation
Insurance coverage

actuarial risk
contracting for
foreign launches
launch failures and
loss to government equiPment
loss to others on flight
on-orbit performance
pre-lauuch
reflight
third-party liability

Integral propulsion
as key system trade
as upper stage ophou
cost impact of 183

engines for
for FieSat
use of

Integrated Product Team (IPT)

Integrated System Test (IST)

922

833-834

l Jo

902
t J  I

733
833

854-855
914

413,415

8'74
829
354

'n) ?1s
66s

9 6 , 1 4 0 , 1 5 3

694
36

685-686
74

529-530

t
I 'i: l;
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Upper Stage (IUS) (See
Space Shuttle)

of
accuracy

s guide for
F-nnmber (F-stop, F No.)

of. for FireSat

cost modeling 79r
(See Detectori, IR)
emissivity ( S e e E nis s iv ity )
radiation

the Earth
the planets

) \ \ J \ 1

(IR) remote-sensing

for Cooling
Operating Capability

( S e e P ro g ran initiation) 1 i

weight 316r:tr25:
orbit

T (lnternational Maritine

(See alsa Horizon)
put (UO)

Access Area (IAA)
ako Access Area)

area coverage rate
also Area coverage rate)

coverage area
Footprint area; Field of view;

area)
IIT]K

Set Architecture (ISA)
ako Computer systeris,

central processing unit)

coverag€ 83H3+i
risk

for
launches
failures and

to government equrpment
to others on flight

-orbrt Dertorrnance
launch

flight
liability

propulsion
key system Eade
uPper st:tge opoon

impact of
ines for
FireSat
of

aDrcnna
C-band margin
consortium
cost estrmate
mass distribution of
operations approach
ran$ng tones
relay baDdwidth
representative satellites
TDMA
TT&C parameters

Interagency Nuclear Safety
Review Panel

Intercontinental ballistic missile
(rcBM)

Interdepartrnental Radio Advisory
Committee

Interface Control Document (ICD)
Interface Requirements

Specilication (IRS)
Interference (,9e e Jarnming)
Interleaving of data
International Astronomical Union

modified Julian date
setting astrophysical consthnts

International Court at the llague
International Frequency

Registration Board

International space law
conflicts with U.S. law

International Space Station
active debris avoidance
commercial opporhrnities
design requirements
orbital debris considerations
political conflict
potential SDI role
power disribution
relevance to patents
retrieval of satellites

use for
brternational System of Units (SD
Internatioual Telecom.munication

Convention and Final Protocol
International Teleconrmunications

Union (ITLD
Apstar regulatory problem
control of GEO
data relay proposals
frequencies allowed by
impact on fi&C
organization of
regulatory approach

International Traffic in Arms
Regulations (ITAR)
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use ofsatellites for 535,539
Internet Protocols (IP) 632,641
Interplanetary orbits

human missions 891
need for autonomy 29
payloadincrease 187
power systems for 411
reference frame for 136
representative spacecraft 808
software for 68,610
spacecraft tracking 502
thermal considerations in 453

IOC (Initial Operating Capability) '784

Ion mass spectrometer n5
Ion Fropulsion ( See Electrb propulsion)
IP (Internet Protocols) 632,641
IPT (Integrated product team) 74
B,(See Infrared)
IR emissivity (See Ernissivity)
IRAS (Infrared Astronomy Satellite) 43
Iridium (communications constellation)

effect ofnuclear burst 222
example of innovative system
example of LEO cellular
multiple bearns
origin of name
rapid deployment
satellite assembly process

Iridium (element)
-use of, in thrusteE

IRS (Interface Requirements
Specilication)

ISA (Instruction Set Architecture)
ISEE-C (spacecraft)
ISES/REX (small satellite)

characteristics of
ISF (Industrial Space Facility)

836

237

566
92

661

582

9 1 8
893
823

78+,

Index

5'71,5'12
569
384
808

894-895
43

547
550
633
576
548

384,826

822428
825

849
831
77

/ o J

829
827
A l a

828

163
919-926

826

821
826
5 8 1

565-566
385
J64

826

< 1

538
573
193
891

762-:764

697

6 1 8
614
508

854
't48

Internet (See also Wideband data systems)
data rates
RF frequeucies allowed
satellite systems for

rso 9000
software standards 671

NO-L5288 (standard) 90
Isotropic metals 464
l*o ( See Specific inpulse )
Isiaeli Launch Complex

location of 733
ISS (See International Space Station)
IST (See Integrated SystemTest)
Itansat (small satellite)

characteristics of 855
ITU (See Intemationdl

Te lecommunications Union )
ruS SRM-2 (motor) 699
IUS (See Inertial Upper Stage)

-J-

Jacchia models (atmosphere) 208

Janming (of RF signals)
antijam techniques 236,580-582

834

550
566
581
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atmosPhere blocking
phased array use to avoid
susceptibility to
vs. data rate

Japan (,See also H-|, H-2)
commercial remote sensing
communications satellites
launch sites
launch sYstems
launch vehicle costs
sale of satellite imagery
small satellites
time zone
use of electic ProPulsion
U.S exPort control

Jet Propulsion LaboratorY
Deep SPace Network

Jiuguan launch site (China)

location of
Jovial (computer language)

f,PL (See Jet Propulsion Inboratory)

Julian Century
Julian Dates

conversion to calendar dates
table for hnding

Jupiter
thermal environment

t'Just in 1ims" rnaltufacturing

-K-

K (Kelvin, unit of temperature)
K (notation for 1,000 and 1'024)
Kagoshima Space Center

location of
Kelman hlter

software sizing
Kapton

thermal properties of
Kapustin Yar (launch site)

location of
Keel littings (on Space Shutfle)
Kelvin (unit of temperature;

See ako temperature)
correct use of

Kennedy Space Ce-nter
(See Eostern Range)

Keplerian (= classical orbit) elements
(See Orbit elements)

Keplerian orbits (See also Orbits;
Two-body equntiot|s of motion)

Kepler, Johannes
laws of planetary motion

KevIarfr
Khornerstone computer benchmark
Kick motor

cost estimates
Kick stage

Kilogram
defrnition of

KIPS (thousands of instructions
per second)

Kitsat (small satellite)
characteristics of

Kosmos (small satellite)
characteristics of

Kourou Launch Center
Iocation of

Ku-band communications
characteristics of
cost estimate of
future plans for
on Intelsat-V
on TDRS

_L,-

L-9 (orbital transfer vehicle)
characteristics of

LSat (conrmunications satellite)
LShell (magaetic flreld)
Lagrange, Joseph
Lagrange point orbits
Lagrange points

space colonies at
Land Remote-Sensing

Commercialization Act of 1.984
Landmark tracking

advantages and disadvantages
for navigation

list of characteristics
sizing estimate
'use 

for satellite Davigation

constralnts on spacecraft design
cost estlmates
cost, in selection process
dedicated vs. shared
definition-
dynarnic pressure
flight path angle,
forces acting on
gavity and drag Iosses for
lmpact on structural

requrrements
injection accuracy
rnsurance coverage for
interfaces with payload
Iaunch site operations
mass fractions
multiple payload capabilities
navigation, guidance, and

control subsystem use
payload environments
payload fairings

in selection process
payload integration
performance capability
performance for

due-East launches
polar launches

\ perforrnance improvement
', performance losses
' performance margin

power sources
reliability

table of locations
test operations at

Launch systerrs (See also
ind.iv idual lawtc h v e ldcle s )

aerodynamic drag forces
availability
booster-adapters
center4f-gravity
center-of-pressure

user guides, listing of
velocity as a measure of

performance

5g
5'72

537-538
550

833
633
733

728,',l32
802
833

856, 858
909

706-'70'7
836

502

|  ) J

.666

920
91 3-91 8
914-977

9 1 5

434
'753-:755

436

| ))
336

439

732

1 35-1 36

132-t44

t32, t39
M4
663
306'796

30i

9 1 9

662

854-855

854

I  J J

53

4445,11
12
72

724,

395
801
&1
550

386,393, 639

730
633
z t J

1 8 8
160, 184, 188

830
t 5 l

738
735.

439
66s

I  ) )

665

1 8 8
52

833

502
504
5 1 3
507

3 1 0
Landsat 4, 5 (Earth observation satellite)

configuration of
Lauguage (See computer langunge)
Lasers I  ZO,

as communications link
as cost risk
as weapons
ln gyros
legal aspects of
susceptibility of power systems to
thermal challenges
vs. RF crosslinks

Latching valves -
Latency of data
Lateral rigidity
Launch azimuth
Launch rate
Launch segment (See Inwtch systems)
Launch sites

mdp of
selection process

weather considerations
streamlined spacecraft testing

583-584
803

228-229
375
836
410
451
583
698
?5

486
l ) J

t L o

l J z - l ) +

t ) )

734
749-:150

requirement allocation
selection process 720,723-
separation from spacecraft
spacecraft compatibility
stand-down dme
sFuctural and elect-ical interfaces
surge-rate capaclty
thrust-to-weight ratio
upper stages

t  + J - .

we.ight parameter definitioris i
Launch windows 153-l
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for multi-satellite manufacturing 748J 49
Learning curve 80H10
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'llights-out operations"
LightSats (Jee also Miniature

Satelliles)
annotated bibliography
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Launch windovs 153-157
Lawrinternationalspace 822-828
Law of Cosines for Angles 90'7
LawofCosinesforSides '9O7
LawofSines 9U
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Loaded weight
of representative sPacecraft

ls2fl 5fl sxding (mechanical)

buckling
colurnn buckling
coupled loads analYsis
crippling
critical loads
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design ultimate load
equivalent axial loads
in mission Planning
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Index

units and conversion factors
Lunar Economic Development Authority
LYLH (see Incal VerticaUlocal

Horizontal, also Local Tangent
coordinates)
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cost estimate

Mass
unlts and conversion factors

Mass budget (Se e Weight bu.d.get)
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Mean motion 139_
Mean Response Time (Figure of

Merit) 1j4_
Mean sea level
Mean Tirne Between Failures (MTBF)
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user's guide for

Longitude of perigee
Look point
Lorentz acceleration
LOSAT-X (small spacecraft)

characteristics of
Losses

in commuuications link (See

also Link budget)
in data compression

Louvers (thermal control)
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formulas for visibiliry
gound station coverage
ground track plot
sample thermal calculation
thermal considerations in
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Mercury (space program)

cost estimate 808
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MIL-STD499 (requirements)
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MIL-STD-1553 (data bus standard)
MIL-STD-1750 (computer)
Military specifications
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antenna
Miniature satellite (See ako

LightSats)
applications
autonomy ln
bibliography
cost differences comPared

with conventional satellites
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design considerations
distinction from conventional
FireSat example mission

approach

Index

identifying alternatives
selection

Mission constraints
payload design requirements and

Mission planning
bus planning
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qualiry assurance 861-862
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schedules 861,878-879
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when to choose 880-881
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conve$ion factors 915
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Mission analysis 49-59
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overview l-:7
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mission architecture)
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Mission concept (See aLso ConcePt

ofoperations) 2l

constraints 245,249,305
Mission Control Center (MCC) 6n

Air Force Satellite Control Network 637
combined with SOCC and POCC 62'7
for Tracking and Data Relay

Satellite System
location of

Mission data recovery equipment
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impact on bperations cost
Mission effectiveness (reliability)
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determining requirement
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Mission Needs Statement
Mission objectives

need for broad
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Mission operations
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personnel training
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Momentum unloadi_ig
Momentum wheels (S-ee also
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definition of
FireSat example
slzlng
types of
fypical parameters

Monocoque construction
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NASA (Sea National Aeronautics and

Space Administration ) .
National Aeronautics and SPace

Administration (NASA; See also Tracking

and Data Relay Satellite System; Space Shuttle)

Buy America Act 834

commercial ISS oPPornrnities 829

debris mitigation guidelines 840

debris program office 844

full cost accounting 608

Get Away Special 857

launch insurance 831

Link data 386'393'548

mission design Perspective 1' 48

Nuclear power review 836

orbit determination bY 501

reoresentative smallsats
requirements develoPment
role in satellite recovery
Space Ops Cost Model
TecbnologY readiness level
use of commercial data
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National Bureau of Standards
setting Physical constants

National Environmental Policy Act

NATO III (communications

satellite)
mass distribution of

Natural frequency
Navigation (See alsa aulonomous

navigation)

855, 874
76-'77

822
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804
833

method comparison 502
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definition of 497

methods of 49'7-514

mission operations function 589,60i' 605
payloads for (See ako Global
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purpose of 500-501
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cost estimate 874

NEAT (See Noise equivalent
temperature dffirence) 284

Needs analysis (see also Mission
objectives) 82

Neptune
thermal environment 434

NETD (See Noise equivalent
temperature dffirence)

Network control
incommunicationsarchirccnue 54U541

Neutral-particle-beam weapons 229

Neutronradiation 223

inability to harden against 233

Newton, Isaac 132

Nickel cadmium (NiCd) (batteries) 420

Nickel-hydrogen (NiH2) ftatteries) 420

Index

NIMBUS (weather satellite) 755
NNSS (See Navy Navigation Satellile System)
NOAA spacecraft

anomalies
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Non-real-time processing
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PPT (Peak-power hacker)
PPT @ulsed plasma ttrruster)

(See Electric propulsion)
PQM (Phase quadrature modulation)
Prmession, of a spinning spacecra.ft
hecession of the equinoxes (See

also Vernal equiitox)
. data

definition of
Precombustion chambers
'?redict-prevent" failure analysis
Preliminary Design Review (PDR)

Present value (itr cost estimating)
Pressurant gas

4t4

393
361

communication link for

cost estimate
(orbit-defined coordinate)

(perigee kick motor)
k's Law (Planck's equation)
blackbodY radiation curves

ephemerides of
thermal geometry factors for

diagnostics insEument
(See also Space

environment)
scale
formula for

(launch site)
location of.

(See Erhaust Plumes)

Power subsystem (See ako Solar array;

306;:

256'..:i:;i;.
. ;*lii.
:' : "':r:

Lq'l t:

908-909,.'
1 1 < ' - ,
L I J : : ; ;

3C/,407427

333
304,315,407

409r0
'195J97

332-335,4A8
408
409

'714

t t )

204,212:214"!;:l
258 _;ii"' 
259"r'

924
l J v

6 J J

334
t ) J

calculation of mass
requirements for

Pressure
units and conversion factors

Pressure differential, launch
Primary batteries (See Batteries, primary)
Primary data

vs. processed data
Primary power source
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Principles Relating to Remote

Sersing of the Earth from SPace
(U.N. General AssemblY
resolution)

Principles Treaty (See Outer Space
Treaty of 1967)

Process characterization models

Process control in manufacturing
(See aLso Qualification Progran)

Index

in satellite manufacturing
Profit

in cost models
Prograde orbit (direct orbit

See also Orbit)
Program initiation
Frogrammable read-onlY memory

(PROM)
Project Approved Materials List

(PAML)
Project Approved Parts List (PAPL)

Project West Ford
and space contamination

Proliferation (Redundant nodes)
PROM (Programmable Read'OnlY

Memory)
Prompt radiation
Propellant budget (See ako

DelnV budge.t)
FireSat example
FLTSATCOM examPle
for representanve spacecraft
formulas for mass of
maintatnrng margin in
spin stabilizatiou
tbree-axis stabilization

Propellant management
Propellant mass fraction

(launch systerns)
Propellant tanks
Propellants (See also Propellant budget;

P rop ellant manag ement ;
Propukion subsyitem)

advantages and disadvantages
for spacecraft, table of

amount for representative
spacecraft

densities of
design margin
feed approaches
mass calculation equatiou for
mass estirnation
performance and operating

characteristics, table of
Proportional plus derivative

(PD) controller
Propulsion module (See Kick stage)

832-833

R??
'759-:760

'7 59

789

r3.t
9

6s6

522
s22

824
236

656
zzJ, zJtJ

development and verifi cation'l 59-:7 60 

"7'7 

4

Process tables Inside front cover

attitude determination and
control subsystem design

comrnand and data handling
subsYstem

communications architecture
communications subsystem

design
computer sYstem develoPment
concept characterization
concept of operations
constellation design
cost estimates
delta V budget
ground segment
guidance and navigation

subsystem design
identifying altemative

mission architectures
link design and paYload sizing
launch segrnent
missions oPerations Planning
orbit selection
observation sensor design
payload design overview
power subsystem design
propulsion subsYstem

selection and sizing
req uirements definition
solar array design
space mission analYsis and design

spacecraft bus
design overview
preliminary design
requlrement sources

spacecraft qualifi cation
program design

spacecraft structures size
and mass estimation

structures and mechanisms
subject rades
system trade Process
t h e r m e l  d e c i o n

Process verifi cation tests
Processed data

vs. primary data

Propulsion zubsystem
basics of
component selection

a-nd sizing
design of
functions of
gas storage systems
metered
power budget
pressue-fed systems
principal options

356

? ? l  ? o o

534

329,388
64'l
39
22

198
'792

t78
624

499

J J

551
'720

591
r60

287-290
246
408

68'l
Y J

412
2

302
30'7
305

528

486
459
253
56

430
't48

833

314
340
3M

894-895
690
r79

L t  t - z t )

n3-2'76
708-709

723
708-7 10

894-895
692
I  t J

708-709
690

7tzJ13

302,318,685-718
688-691

'708-:716

318,687-688
685,686'109

JUL

3 1 6 , 3 1 8
708

687,693J08

301

693

692

3'79

Processing Architecture (See ComPuter
systetns, spac ec raft : ar chitectures )

Processors ( S e e C ompute r sy s te ms, s pac ec raft )
Production management

process table for selection
^ - l  ^ : - : - -4uu srzruts 687

pump-fed systems
representative masses of
requlrements
selection and sizing
types of

cold gas
weight of

68'7-
693-

316,318,712,
Protocol (See also FTP, IP,TCP, UDP)

command-response
definition of
token-Passrng

Protoflight approach
Proton launch system

characteristics of
fundamental frequency
reliability experience
user's guide for

Protons
damage in electronic devices
from solar particle events 217-
in space environment 215-

PSD (power spectral density)
Pseudorandom (PN) code
PuIl production systems

(rnanufacturing technique)
Pulse Code Modulation (PCM)

Pulse compression (chirping)

Pulse Position Modulation @PM)
Pulsed Plasma Thruster (PPT)

( See ELectric propulsion)
Pushbroomscanner 268-

focal planes
Pyrotechnic shock 460-

tesl

-r|-
Y

QPSK (Quadriphase phase
shift keying) 392'

Quad-helix antenna

Quadrantal spherical triangles 103,

formulas for

Quadriphase Phase Shift KeYing
(QPSK) 397,

Qualifrcationprogram 524-
componeDt testlng
design of
inmulti-spacecraftproduction 7.48-
qualification tests

Qualifred design, defrnition of

Quality assurance 523-
elements of

Quality factor (in observation payloads)

Quality Function Development
(QFD) 78

Quantnm efficiency (See specifc
detectivity)

Quasi-regulated power subsystem (See also

Power subsystem, Power regulation)
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669

266
16'7-r68
243-244

238

satellite manufacturing

n cost models
orbit. (direct orbit'

also Orbit)
initiation

read-only memorY

Approved Materials List

Approved Parts List (PAPL)
West Ford

and space cootarrunatron
(R.edundant nodes)

(Prograrnrnable Read-OnlY

radiation
budgel(See ako

V budget)
FireSat examPle
FLTSATCOM examPle
for representative sPacecraft
formulas for mass of
maintaining margin il

spin stabilization
three-axis sabilizatiotr

management
mass fraction

systems)
tatrks
(See ako Propellant budget;
manaSement:
subsystem)

advantages and disadvanuges
for spacecraft, table of

amount for rePreseniative
spacecraft

deusities of
design margrn
feed approaches
mass calculation equation for

mass estimation
performance and oPerating

characteristics, table of
plus derivative

controller

pump-fed systems 708
representative masses of 894
requrrements 685
selection and sizing 687-688
types of 693-:708

cold gas 693
weight of 316, 318, 712,715

Protocol (,See ako FTP, IP, TCP, UDP) 652

Quaternioru
Quiescent environment testing

-R-

R-408 (rocket engine)
R4-D (rocket engine)
R42 (rocket engine)
Rad (radiatioa absorbed dose;

rrnit of measure)
RAD 6000 (onboard computer)

characteristics of
Radar (See also specific systems, _

i.e., GEOSAT, RORSAT)
access area
active remote sbnsing
decoys for

weapons envtronment)
Radiators

for thermal contol
requirements for

command.response
definition of
token-passing

Protoflight dpproach
Proton launch system

characteristics of
fundamental frequency

612
652
612
't98

t J l

728
741

380
780

694
694
694

216

nl

708-

708-

a 1 1 , 1

reliability experience 7n
user's guide for 744

hotons
damage in electronic devices
from solar particle events
in space environment

PSD (power spectral density)
Pseudorandom (PIrD code
PuIl production systems

(manufacturing technique)
Rrlse Code Modulation (PCM)
Pulse compression (chirping)
hrlse Position Modulation (PPM)
Pulsed Plasma Thruster (PPT)

( See Electric propuhion)
Pushbroom scanner

focal planes
Pyrotechnic shock

test

-|.)-
Y

QPSK (Quadriphase phase

220
217-218
215-217

6 l
\ / a

268-l'70
232

460461
529

shiftkeying) 392,558
Quad-helix antenna 572
Quadrantal spherical fiangles 103, 904

formulas for 9M
Quadriphase Phase Shift Keying

(QPSK) 397, ss9
Qualifrcationprogram 524-530

component testing 525
design of 528
inmulti-spacecraftproduction 74*9749
qualification tests 520

Qrrqliflsfl dssign, defrdtion of 520
Quality assuratrce 523-524

elemeuts of 524
Quality factor (iu observation payloads) 264
Quality Function Development

(QFD) 78-80
Quantum efliciency (See specifi.c

detectiviry) n1
Quasi-regulated power subsysteln ( S ee. also

Power subsystem, Power regulation) 426

for satellite tracking
GEOSAT example
on Magellan

503-503, 629,842

orbit determination using
phased array vs. reflector
resolution
RORSAT example
subject hades for
typical instrumens

Radar Ocean Reconnaissance
Satellites (RORSAT)

Radar remote-sensilg syslems
RadarSat (spacecraft)

debris shielding
RADCAL (small satellite)

cost estrmate
mass.distribution of

Radian (angular measure)
conversions for
definitiou of

Radiant emittance, tolal
Radiation (Sae Ele c tr orna gnetic

radiation ; The rmal radiation; N uclear

75s
393
n3
393

3 l l
483
1N
56

265
825,83'7

254
275

846

808
89s-896

920
102
257

837
266

43W0
435
453

module(See Kickstage) ' :'E-!ii,:

subsystem 302-,318,685-71G
Radiation belts (,See Trapped radiation, van

Allen belts)
Radio L&2 (small spacecraft)

characteristics of 769
Radio frequency spectrum (See RF)
Radioisotope thermoelectric

generators (RTGs) (.Sae alsa
Power subsystem) Zl+

Radiometric resolution (See Resolurion,
radiometric)

Radiometry
performance
polarimeters
radiometers

ulsion subsystem JUI' Jt6' odJ-/ Ldr--.+f

basics of 688-69f:r+":*

component selection : il::i-f

ind sizing 708-716:'. :',;

process table for selection -^-. 
::::.

ands iz ing  oo ' .+
, i i

'i:ir$r:

266
t e ?

277
277
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scatterometers
Radius of apogee

formulas for
Radius of perigee

formulas for
Raduga (communications satellite)

Rain attenuation
Random access memorY (RAM)

Random vibration
Range and range rate

code
function
inf i&C
use in orbit determination

Range to target
Rankine-cycle engines

(See also Power subsYstem)
Rate gain
Rzte-tl2 convolutional code
Rayleigh diffraction criteria (See also

Rayleigh limit)
Rayleigh, Sir John
RCA (communications satellite)

RCS (reaction control system)
( See Propulsion sYstems )

RDD 100 (COTS software)
in requirements develoPment

RDT&E (Research, DeveloPment, Test

and Evaluation cost category)
Reaction curves (in sPacecraft

functional
in attitude control
in FireSat
in FLTSATCOM
in ground system
in low-cost spacecraft
in oDboard computer
in orbit coverage
in software architecture
infi&C
k-out-of-n
reliability improvement and

computers) 663

Reaction wheels 319

definition of 368

derived, PaYload 24'7

FLTSATCOM examPle 34'l-348

payload design 245

performance range 369

sizing 370

software sizing 665

thermal requirements for 428

Read OnIy MernorY (ROM) 658

Real-time processing 648

Receive RF equipment ' 625

Received isotropic power (RIP) 555

Receiver noise bandwidth 554

Reduced Instruction Set Computer (RISC)

throughput rating 66'7

Redundancy (See also Fault tolerance)
7'19
3'75
59

343
6n428

860-864,872,882
682
190
654

390-391,394

Index

reouirements for 16

series vs. Parallel 
'166

software management of 7'73

software methods for 659_660

rypes of 77'1-:l'78

use of failure modes auaiYsis 
'770

Redundant nodes (security) 236

Reed-Solomon code 563

Reference ellipsoid (for Earth frgure) 899

Reference point (of a coordinate
system) 100

Reflective optical system 258'261-262

Reflector antetrna 570

Reflectors
thermal proPerties of 436

Refraction (See SteIIar refraction)
Refractive optical system 258'261-262

Refrigerators
for cryogenic cooling 451

Regenerative cooling 696

Regenerative transPonder 580

Regulated pressurization system - 708

Relative quality index (payloadsl 286

Relative stationkeePing
vs absolute stationkeeping 508-509

Relay communications systems
table of bandwidths 550

Relay Mirror ExPerimeut (RME) 43

Reliability 33V339'765-:782
analyses
budget for
definition of
design for
design for fault avoidance
effect of partitioning
failure rates vs. comPlexitY
"infant mortalityl of spacecraft
mean mission dura[on
measurements of
models of

single-string

765-:768
317'765

'768-:7'73

7't3J'79

338
'16'l

765-:168

--^-^- f^-
P ' u 5 r 4 u r  r u !

satellite manufachrring
objectives

software
system vs [usslon
test techniques

Reliability budget
Remote sensing

and space law
examples
payload design
payioads

765,'7 69-:71 |

746-74'7
'7'72-:173

'765
'7'79-731

311

832-833
291-298
266-278
a n a  1 4 1

Remote-sensing systems ( See Observation
Payloods)

Rendezvous (See Orbits: renlezvous; Orbit

maneuvering; Orbit transfer; Phasing orbit)

Repeating ground track orbit 155-156' i80

2'77
1 3 3 , 1 3 5

90s
1 3 3 , 1 3 5

904
571

564-565
6s6
461

383
382

38 l-383
503
1 1 9

409
319
561

264
zo+

633

89

786

7'78
769

766
338

'7'78

77',7-:/'79
Requirements of a

space mission 12,49,73-94,245

allocation of (See also budgeting)
attitude vs. orbit
definition
example
geolocation
initial
process of
refining of

baseline
closure
decomposition
documentation of
early definition of
effect on oFbit design
FireSat Example
methods for trading on
operational
orbirrelated
preliminary estimate of
role in system development
specification of
+ ^ : l ^ : - -  ^ f@rrurruB ur

traceability
validation milestone
vs. objectives

Research, Development, Test and
Evaluation cost category (RDT&E)

Resistance
units and conversion factors

Resistojets ( See Electric propulsion)
Resolution

ground (linear)
optical
radiometric
spatial
spectral

263-

275,277,
215-2't6,
275-276,

Response Time (Figure of Merit)
Retargeting

of orbit
Retrograde orbits
Return link (See aho Communication links)

altemate definitions of :
RF (radio frequency) (See also Jamming)

definition ofbands :
noise from nuclear bursts :
part of communications

architecture :
regulatory limits :
typical TT&C parameters :
vs. laser crosslinks :

RH32 (onboard computer)
characteristics of (

Ribbon (stnrcture element) 4
Right ascension of the ascending node

(See also Orbit elements) I
formulas for 136, I
rate ofchange of 142-1

table of values Inside rear co'
(col. I

Right spherical triangles 9

8

8
8
8
8

93-94

r 80,

888-
l /

1 :
1 r

9(

9 l
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103-105
l 03-l 05

90s

837
99,101

20
908
694

329,394
522

747:748

for
vs. parallel

management of

software methods for

tvpes of
usi of failure modes analYsis

allocation of (See also budgeting) 80
attitude vs. orbit 83-84
definition 5
qxample 86-88
geolocation 81-82
initial 83-86
process of 80-81
refining of 88-90

baseline 93-94,247
closure 80
decomposition 80
documentation of 91
early definition of 3
effect on orbit design 180, l8i
FireSat Example 16
methods for trading on 888-889
oper.ational 15,74
orbit-related 161
preliminary estimate of 15-18
role in system development 7+-80
specification of 90-93
tailoring of 92
traceability 91-92
validation milestone 10
vs. objectives 13

Research, Development, Test and
Evaluation cost category (RDT&E) 786

Resistance
units and conversion factors 922

Resistojets ( See Electric propukion)
Resolutiou

ground (linear)
optical
radiometric
spatial .
spectral

Response Time (Figure of Meri|

263-265
264
264

n5,27'7,278
n5--276,2'78
n5-276,278

Retargeting
of orbit

Retrograde orbits
Return link (See also Cotrununicaion links)

altemate definitions of
RF (radio frequency) (See ako Janvning)

definitiou ofbands
noise from nuclear bursts
palt of communications

architech-re
regulatory limis

rypical TT&C parameters
vs. laser crosslinks

RH32 (onboard computer)
characteristics of

Ribbon (structure element)
Right ascension of the ascending node

(See also Qrbit elements) 136
formulas for 136,142
rate ofchange of 742-744

table of values Iuside rear cover

Right spherical triangles
(col. 56)

904

differences from
plane triangles

examples of
formulas for

Ring architecture,
iu onboard processing

RIP (Received Isohopic Power)
RISC (Reduced Instruction Set Conputer)

throughput rating
RL10-A (rocket engine)
RME (Relay Mirror Experiment)
Rocket (See ako propulsion system)

engine vs. motor
Rocket engrne5

bipropellant
hybrid
hydrazine
10n
modules
monopropellant
slzrng
topping cycle
water electrolysis

Rocket equation
Rocket motors, solid

sizing
Rockets, hybrid- 
Roll (orbit-defin"6 gseldinntes)

Roll-pitch-yaw coordinates
Firesat example

Roll-yaw coupling
ROM (See Razg h Order of Magnituile;

Read Only Memory)
RORSAT (Radar Ocean

Reconnaissance Satellite)
Rotation angle
Rough order of mngnitude (ROiVf)
Royal Greenwich ObserYatory
RS-41 (rocket engine)
RTG (Rarlioisotope Thermoelectric

Generator) 334
Rnn-time kernel (software) 667
Russia (including former Soviet

Union, See also Proton, Energia)
launch sites 

'733

launch systems 728,731
role in Outer Space Treaty 834
sa.le ofsatellite irnagery 833
satellite navigation system 506
use ofelectric propulsion 106-7W
use ofnuclear propulsion in space 837

rodes (security)
code

ellipsoid (for Earth figure)
point (of a coordinate

optical system
antentra

258,

thermal proPerties of
rction (^\ee Stellar refraction)

optical system 258,26

for cryogenic cooling
cooling
transponder

pressurization sYstem
ve quality index (PaYloads)

ve stationkeePing
vs. absolute stationkeeping
comnunications systems

table of bandwidths
Mirror Experiment (RME)

338-339,
analyses
budget for
definitioir of
design for
design for fault avoidance

effect of partitioning
failure rates vs. comPlexity
"infant mortalitY" of sPacecraft

mean mission duration
measurements of
models of

siugle-string
program for 7

satellite manufacturing
objectives

software
system vs. rrusslon
test techniques

budget
sensing

and space law
examples
payload design
payloads

systems ( See Obsenation

12, 49,'73-94,245

653
555

667
694

+3

693

165;

694
692,699-70r

697
701
463

691,694
'113

696
692,693,697498

690
699
712

692,699J0r
o? ?<5

96-97
355
362

174

508
137

535

255
')')4

< A 1

s66
394
583

669
4&2

-s-
g-69afl ggmmrrnications

S-level parts
in multi-spacecraft

manufacturing
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S80/T (small satellite)
characteristics of

SIC (See Spacecraft)
Safety, factor of
Safety, margin of
Sampex (small satellite)

cost estimate
mass distribution of

Sampling rate
Nyquist frequencY
observation payload
spatial frequencY

San Marco Launch Platform
location of

Sandpiper missile (hybrid rocket)

Satrd\dch (structure element)

Saphir (small satellite)
characteristics of
cost estlmate

SAR (.9ee Synthetic aperture radar)
SARA (small satellite)

characteristics of

"satellite diversity" (comrrunications

technique)
Satellite Switched-TDMA

(SS.TDMA)
Satellite Tool Kit (COTS software)
Satellites (See aho Spacecraft)

aooarent motion of

lifetimes (See also AtmosPheric
drag)

motian of (See Ofuits)
Sattrack (small satellite)

characteristics of
Saturn

thermal environment
Saturn launch system

cost estlmarcs
SC (onboard computer series)

characteristics of
Scale (See also nwgnification)
Scale height (atmosphere)

atmospheric dersiry

Scaliger, Joseph
invention of Julian dates

Scaling
spacecraft sizing bY

Scanning tecbniques (PaYload)

SCAT (Secondary Combustion
Augmented Thruster)

Scatterometers
SCD-1 (small satellite)

characteristics of
Scenarios

use in operations Planning
SceDe temperature
Schedule (See also Timeline)

payload design

Index

Scheduled softrtare architecture
Schmidt telescope oPtics
Scientific payloads
Scintillation
Scrubber (computer memorY)
SDI (See Strategic Defense Initiative)
SDR (System Design Review)
SE (Standard Error)

in cost estimating
SEB (Single-event burnout)
Second (of arc = angular measure)

conversion factors
Second (time)

conversion factors
def.rnition of

Second moment of area (See Area
moment of inertia)

808
895-896
5M,545

281
281-282

281

/ J J

70t
482483

85s
814

854

582-583

5'76
68,  I  17

't1'1-123

656
zoz

243-244
564

66G-66i

664

804
220

920

924-925
9 1 9

688-689
334
143
582

855
89

670471
220

854

468
468

gound Eack of (See Ground tracl<s) 116

Secondary batteries (See B atte r ie s, s e c o ndary )
Secondary Combustion Augmented

Thruster (SCAT)
Secondary power source
Sectoral terms (geopotential)
Security, of comm links
SEDS 1 (small satellite)

characteristics of
Segment specifications
SEI (Software Engineering Institute)

software standards
SEL (single-event latchup)
Semimajor axis (See also

Orbit elements)
formulas for

Semiminor axis
Semimonocoque structures
Sensors

attitude control (See Attitule
determilwtion sensors)

comparison of payload type
SEP (See Single-event phenomena)
Separation plane attachments

flvlrmon clamp
separable bolts

Serial telemetry interface
Series redundancy
Set point

thermal
SEU (Single-Event Upset)
SGEMP (System-Generated

Electromagnetic Pulse)

l J l ,  l J J ,

u5,275

SGLS (See Space-Ground Link System)
Shannon-Hartley theorem
Shannon limit
Shavit

Small satellite launch
Shielding (See ako Hardening)

against hostile envbonment
against natural radiation

Shock characteristics, launch
Shock testing (of components)
Short wave infrared

208-211
t J )

905
1 3 3
464

336
336
398'766

855

434

802

669
259
211
145

tabie of values lnside rear cover (col 25)
441

6,22W221914

285
26F2',70

688-689
277

855

597-598
284

245-248

224,234

562
562-563

860

224-236
L t o
'l4r

524
266.270

Shroud (launch vehicle, See Fairings)
Shunt regulators (in power regulation)
Shuttle (See Space Sluttle)
SI (International System ofUnits) 9lg
Signal processing, imagers

aualog
digital

Signal-to-noise quantization 544
Signal-to-noise ratio (SAI) 278, 296, ZgO

computation of, for observation
payload

Signature
decoy duplication of
distin guistdng features
ofthe subject 251

Silicon
in photovoltaics 413,

Simulation (,See also Mission simulator:
Payload simulator) 58-59,6

anrmatlon uses
Monte Carlo

Simulation/Verifi cation (Sinr/Ver)
Simulators ( See M ission silnulator ;

Payload sinulator)
Single-event phenomena (SEP)

memory scrubbing to prevent
single-event bumout (SEB)
single-event Iatchup (SEL)
single-event upset (SEU) 6,22G

Six-sigma design process 746-:747,
Sizing (See also elentent being sized)

mission, estimate of
payloads 245-248,278-
software ( See Computers, spacecrafi :

sizing and timing estimates)
spacecraft

, estimating parameters 336-
Skybridge (communications constellation)

constellation design
Skyl,ab

cost esUmate
Slant range
Slew maneuvers

requrrements
SLOC (See Source lines ofcode)
SMAD (COTS software)
SmaII circle
Small Satellite Cost Model (SSCM)

CERs based on
Small-satellite programs (See

Miniature satellites ; Lightsats )
SMM (See Solar Maximum Mission)
SNAP (Systems for nuclear auxiliary

power)
Sneak Circuit Analysis
SOCC (See Spacecraft Operations

Control Center)
Software

application
control svstem

836-l



software architecture
telescope optics
payloads

(computer memory)
Strate gi c D efe rc e Initiath' e )

{System Design Review)
Enor)

io cost estimating
(Single-event burnout)

Index

Shroud (launch vehicle, See Fairings)
Shunt regulators (in power regulation) 425
Shuttle (rSee Space Shuttle)-
SI (International System ofUnits) 919-92'1
Signal processing, irnagers n9

analog 280
digital 280

Signal-to-noise quantization 54-545
Signaf -16qris. ratio (S/f.D 278,286,290, 561
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guidance andnavigation 497-514

configurations
FireSat
FLTSATCOM
HEAO

impact of design on operations
Iridium assembly process
manufacturing

Spacecraft bus (See ako Spacecraft;
Miniature satellite technology ; and
individunl topics anl subsystems)

cost estimates
definition of
design and sizing
functions of

Spacecraft-+entered celestial
sphere

view of Earth on
Spacecraft charging
Spacecraft confrguration

drivers
examples of
FLTSATCOM and HEAO

examole

Spacecraft coordinates
names of components

Spacecraft design
books on
configuration examples
design budgets
examples of
integration
reliability

Iridium 762J64
hardening (See Hard,ening of sparccrart)
hardwarenomenclanre 519

309-31 I
339-341
341-35r
341:351

614
762-:764
519-523

301
795-797

11,12
301-35 1

302

106
:  1 1 5

212-214
308-314
308,312
309-311

341-344

336-339
305
307

62ffi41
634
642

6264n

power
propulsion
struch[es and

mechanisms
thermal

Spacecraft testitrg

332-335,4074n
- 318,685:717

335-336,45M97
330-332,428458
519-531; 670-671

processor (see computer system.$,
sparccrafi)

quantity production of 745:7@
representativeconfigurations 308-311
representahve Inass

distribution 894-896
separation from launcher 322
size estimating rules 336-337
testing 519,520,523-531

Spaceflight Tracking and Data
Network (STDN)

ground-support scheduling 592
Spatial frequency (See Sanryling rate)
Spatial resolution 275:276,n8
SPE (Sotarparticle event) 217-218
Special perturbations

(Orbit propagatiou)
Specifi c angular momentum
Specifrc detectivity (D* = Quantum

efficiency)
Specific heat capacity

units and conversion facto$
Specifrc impulse (l"r) (See also

Propulsion)
definition of
equations for

Specific mechanical energy
Specifications

definition of
need for reasons
payload

Spectral characteristics of
remote-sensin g instruments

Spectral irradiance
Spectral radiance
Spectrum (See Electromagnertc spectrum)
Spherical aberration 261
Spherical excess 102-103
Spherical geometry 98-1 l0

forrrulas for 904
Spherical triaugles 99-109

formulas for 90+90'7
right vs. quadrantal 904
differences from plane

. triangles 10zL-105
examples of 104, 105

Spin stabilization 319
angularimpulserequirement 326-328
dual-spin 313,319,360
effect otr anteuna desisn 392

effect ofpointing and attitude control 313

142,568
135

2'71:273

924

176,689
689

689,691
134

90-.94
9 1

887
245-2n

255-:257
256
256

96-97,35s
102

301-351
301

309-3 1 1
314-318

308-314,339-351
336-339

requirements and constrahts
tradeoffs

44
574
428

Spacecraft nraterials 463466.472-4't3
Spacecraft Operations Control

Qenlgr (SOCC)
demultiplexing with
number of
role of



key parameters
nutatlon
passlve spln
patent on
precesslon
propellant budget
use on small satellites
with precession control
wobble

SPL (Sound Pressure level)

Sponsor, of a sPace mission

3'79
361
3 1 9
828
361
314
864
319
361'74?

definition of 7

Spring constanl 483

Sputnik (first artificial satellite) 541' 853

Sriharikota (launch site)
location of 133

SRM-I motor 699

SROSS (small satellite)
characteristics of 854-855

SRS (Software Requirements
Specification) 661

SS-TDMA(SatelliteSwitched-TDMA) 5'76

SSCM (Sea Small Satellite Cost Model)

SSP(Subsatellitepoint) 112'165,167

SSR (Software Specification Review) 664

SSTL (See Surrey SpaceTeclmolog
L"aboratory: UoSAT)

Stability (in structural members) n0

Staging 
'716-'11'7

velocity incremens 716

Stand-down time (for launch vehicles\ 726

Standard Error (SE)

in cost estimating 804

Standards/S tandardization
(See also MIL-STD, DOD-STD) 77

STAR (rocket motors) (See also
PAM, Orbit trar*fer vehicle) 699

Star architecture (in onboard processing) 653

Star catalogs
COTS Hubble catalog 68

Star Lynx (communications constellation)

examples of MEO sYstems 539

parameters of 585

Star mapp€rs (See Star sersors)
STAR-RH (onboard comPuter)

characteristics of 669

Star sensors
software sizing 665

thermal requirements for 428

Star trackers (See Star sensors)
Starfish (high-altitude nuclear test) 222

Starsys (communications consteUation)
example of Little LEO
parameters of
use ofstore and forward

State diagr"m
for onboard computer

Static power sources (See also
Power subsystent)

Statically determinate structure

Index

Station control center
Stationkeeping (See also Orbit

maintenance; Orbit
maneuvering)

absolute vs relative
elecn-ic ProPulsion for
formula summary
geosYnchronous

use of autonomous orbit
maintenance

in constellations
need for

Statistical analysis
Gaussian rnath model
in cost modeling
inappropriateness for

coverage
non-Gaussian cost model
terminology

STDN (Spaceflight Tracking
and Data Network) 592

Stefan-Boltzmann constant 439

Stefan-Boltzrnann equation ?57,439

Stellar rirfraction (navigation approach)
advantages and disadvantages 502

list of characteristics 5M

sizing estimate 513

use in navigation systems 506

Stentor (Freirch spacecraft)
use of elecfic proPulsion 707

STEP-3 (small satellite)
characteristics of 855

Step and stare scanner imaging mode"268-270
Steradian (angular area)

conversions for
definition of

Stiffness (in structural members)
Stirling-cycle engines

(See also Power Subsystem)
Storage orbit (See also parking orbit)

Store-and-forward
communications

examples of
low cost systems

Strain (See also Stress)
Poisson's ratio

Strain energy

536-53'7,539, 859

Strategic Defense Initiative (SDI)
potential role of SPace Statron

"Streets of coveragd'
definition of
constellation pattern

Strength dispersion
reliability and

Stress (See aLso Strain)
bending stress
cylinder buckling stress
hoop stress
meridional stress
methodS for analYzing

modulus of elasticity
proportional limrt
reduction factor
stiffness
units and conversion factors
yield stress
Young's modulus

Stressed environment t.esting
Structural design of a spacecraft

(See also Structures and Mechanisms
subsystem) 459

fractwe control PolicY' 
philosophy and criteria 46'1

safe-life analysis
safety factors 467

Structure mass fraction
(launch systems)

Structures and Mechanisms
subsystem 304,335-336'459

cost estimales 795

design of 335

design options 463

design process
margin of safety (MS)
materials 463

monocoque
sizing example 486

packaging and configuring 462

power consumpuon
primary itructure 304' 335

representative masses of 895

requirements 459

by mission Phase
launch vehicle, imPact on
materials selection

secondary structure

i semi-monocoque structure
' 

size andmass estimahon
skin-shinger examPle
tensile strength of materials
weight budget

STRV (small satellite)
characteristics of

463
304, 335

47(
490

STS (Space Transportation System)
(See Space Shuttle)

Subject, of a sPace
mission t0-12,39,251

conbollable (active)
definition of
passive 253

signature 25O

trades 25L

Subsatellite poirt (SSP) (See

also Ground track)
Subsysterns (See ako individual subsystems

626

t56,49't
508-s09

702,'t04,707
Inside front cover

487,509-510

5 i 1
199
508

805
803-806

r73, r'75-t'16
804
804

920
102
4't0

409
r 8 8

539
s85
537

650-65 1

409
470

s85
859, 868

471
471
4'70

234,837
8n

t91-192
r92-193

I  t o

4'18
480

480-481
480

M7485

t12,165

353design of
hardware nomenclature
nomenclature for
reDresentative masses of

Suffrcienfly inertial coordinate frame



control center
(See ako Orbit

; Orbit

vs. relative
c propulsion for
la summary Inside front

702,'104,

geosyncruonous 487,
use of autonomous orbit

maintenance
in constellations
need for

analysis
Gaussian math model
in cost modeling
inappropriateness for

coverage I  t J ,  I  t ) -

non-Gaussian cost model
terminology

(Spaceflight Tracking
Data Network)

constant
equation

refraction (navigation approach)
and disadvantages

of characteristics
zing estimate

in navigation systems
(French spacecraft)
of electric propulsion
(small satellite)

of
stare scanner imaging mode
(angular area)
rsions for

of
(,in structural members)

engmes
also Power Subsystem)

orbit (See also parking orbit)

536-537 ,539,

Iow cost systens
(See ako Stress)

Poisson's ratio

Defense Initiative (SDI)

role of Space Station
of coveragdt

definitiou of

modulus of elastrciry
proportional limit
reduction factor
stiffness
uniS and conYersiotr factors
yield stress
Young's modulus

Stressed environment testing
SFuctural desip of a spacecraft

(See also Structures and Mechanisms
subsystem)

fractue contol policy
phi losophy and criteria
safeJife analysis
safety factors

Structure ma"s fraction
(Iaunch systems)

Struchrrds :ind Mechanisms
subsystem 304,335-336,459497

cost esumates
desip of
design options
design process
margin of safety (MS)
materials
monocoque

sizing example
packaging and configuring
power consumptron
primary structure
representative masses of
requlrements

by mission phase
launch vehicle, impact on
materials selection

secondary structure
senu-monocoque strucu,lre
size aud mass estimation
skiu'sninger example
tensile srength of materials
weight budget

STRV (small satellite)
characteristics of

STS (Space Transportation System)
(See Space Shuttle)

Subject, of a space
mission 10-12,39, 251--255

ml

Sun (See also Solar radiation; Solar cycLes)
orbit perturbations due ro 142-144

Index

472
n 1 1

480
4'71
823
i a 1

780

ls6;
physical propenies
thermal energy from

Sun incidence ang)e (See also
Solar arrays)

eclipse computations
geometry relative to spacecraft

Sun sensors
FueSat example
software sizing

Sun-synchronous orbits
determining inclination
tables of values

uses for

897
431432

107-109
107-109
J Z Z , J t )

375-3'77
665

1 8 0 , 1 8 4
144

Inside rear pages
- (col .48)

180

459485
- M 9
467469

469
467-468

723 Sunspot cyde (See Solar c2cles)
Superbird (spacecraft)

antenna size
Supervised autonomy
Supply chain maragement

iu satellite manufachrring
Surface charging'
Surface finishes

for thermal control
Surface lension

use iu propellant
management

Surge-rate capacity (for launch
ychigls5)

Surrey Space Tschn elsgy
Laboratory (SSTL; See also UoSAT)

. spacecraft computers
Survivability

requ.irements for
Swath

coverage
width

FireSat example
width vs. elevation angle

Symphonie (communications
satellite)

Synthetic Aperture Radar (SAR)

574
5 l l795:7n

335-336
46346'7

459
489

463467

486490
462463

3 1 6
304,335,459

895-896
459-462

450
461

46346'7
304,335,459

33s
470-497
490494

473
3 1 6

855

886-887
221:238

221
1 1 6
1 1 6

168, i91
?o?

128

633

167-168
265
275

57-58

655
6&

4,48,53
37-38

3'7
r'1 '7'\

t ,19 ,4748
887-888

74

759
2't3

434436

7 10,

726707::.',' it;.t.:
d)l

nications
rples of

i - i  . ' I

cotrtrollable (active)
definition of
passlve
slgnattrle
trades

Subsatellite point (SSP) (See
also Ground. track)

Subsystems (See also individual subsystems)
design of .  351-518
hardware nomenclature 519
nomenclature for 303
representative masses of 895-896

Sulfrciendy inertial coordinate fTame 135

access area
resolution
typical instruments

System algorithms
System block diag'rm

computer system
System Design Review (SDR)
System drivers

identifying
"hidden drivers"

' 
System engineering process
books on
over mission lifecycle
"top-down"

System-generated electromagnetic
pulse (SGEMP) 224,234

System management software 661

253
10

253-254
25U251

tt2,165, t67

constellation Dattern
dispersion

reliability and
(See also Strain)

bending stress
cylinder buckling stess
hoop sEess
meridional stress
methods for analyzing

192-193

t t o

478
480

480-481
480

467485



System specification 92

Systemstandards(See Standards) 
'76

System trades 2l'53-57

972

System noise temperature (See also

Noise temperature)
System requirements (See Requirements

of a space mission)
System Requirements Review

(sRR)

Index

Temisat (small satellite)
characteristics of

Temperature
units and conversion factors

Temperafure range, launch environment
Temporal redundancy
Tesseral ternrs (geopotential)
Test Readiness Review (TRR)

Testing

Thermal-vacuum test of
components

temperature cycle
Thermionic energy conversion

(See also Power subsystem)
Thermodynamic power cycle
Thermoelectric couple

(See also Power subsystem)
Thermosphere
Thermostats

use on spacecraft
reliability of

Tlree-axis stabilization
advantages and disadvantages
angular impulse computation
classes of
configuration examples
conFol algorithns

' 
failure rates for
hardware for
on FireSat
ou FLTSATCOM, HEAO-B
on small spacecraft
sensing needed
techniques for
use with solar arrays

Tbroughput, computer
estimating needs

Thrust

343

36i
313,408

662,

Thrust coefficient

Thrust range
Thrust-to-weight ratio

of launch systems
Thrust vector control

table of methods
, Thrusters (See also Attitude control
' 

actuators; Propulsion subsystems)
' 

confol software sizitrg
desigr of
FireSat Example Mission
slzlng
table of

Thumba Equatorial Station
(launch site)

location of
Tida] forces

In rruqogravlty
Time

Julian Dates 913-
Ume zones
units and conversion factors 92+
Universal Time

Time Average Gap (Figure of Merit)
Time division multiple access

(TDMA)
Time in view

table of values

Time-of-flight

Inside rear c<
(col. 9-

139-r40,

8s5

oa^

t ) l

7'79
143
664

554

-T-

Tai-yuan launch comPlex
location of

Tanegashima launch site (JaPanl

location of
Taifts, propellant

FLTSATCOM, HEAO examPles
table of options for
weight estimation

Tantalum
use for shielding

Target machine (comPuter)
Targeting

in orbit conkol
Tasking, scheduling, and control
Taurus launch system

characteristics of
TCP (Transmission Control

Protocol)

inmulti-spacecraftproduction 748'149
in single-spacecraft

manufacturing 524-530
need to minimize 755
reliability 779-:781

TFU (See Theoretical First Unit)
Thematic mapper instrument 275
Theu-year dollars

in cost modeling 
'l9l

Theoretical First Unit (TF[I)

CERs for 796
cost allocation to 

'/98

definition of 796
FireSatexample 811-812,814
smallsats 

-19.7

Theimal conductivity
units and conversion factors 924

Thermal control subsystem
( S ee The nnal s ubsy s letn )

Thermal detector (See Detectors)
Thermal geometry factors 907-912

Thermal radiation
effect on thermal surface 435436

formula summary 256
geometry facton for 907-908
properties ofmaterials 437

spacecraft environment 428429

spectral distribution 255-257

Therrnal radiators (See Radiators )
Thermalsubsystem 304,303-332,453-458

acove vs pzls$ve
challenges
components
cost estlmates

428
450-4.52
434446
795-:79'1

design process for 429431,"44U50
gradient requirement
hardware for
heat balance equation
math models for
operational vs survival limits

650,664,675

I  ) )

'733

231
672

508
28-3 I

t 7 l

728

632,641

39'7
396
398
665

428
434-446
452457
447450

428,
45'7458

316,457458
895-896

448

43t
441

J Z I

323

3 1 0

346
709
714

TCS (Thermal Control SubsYstem;
See Thermal subsYstem)

TDMA (Time division multiple access) 576

TDRS (,See Tracking and Data RelaY

SateLLile)
Technology heritage (cost factor) 

'198-:199

Technology readiness level (TRL) 804

Techsat-1 (small satellite)
charactenstics of 855

Teledesic (communications constellation)
example of "Big LEO"
FCC proposal
parameters of

Telemetry (See also Data rates;.
Data deliv e ry ; Communications subsystem)

539
581
584

analog data
definition of
digital data
software sizing for Processing

Telemetry, tracking, and command
(TT&C) subsYstem (See

C onmunic ati on s ubsY s te m )
Telephone

data rate for
Television

data rate for
Telstar (early- communications

satellites) 633' 856

weight, power, and telemetry
iiquiremens 430,45'1458

weighi budget for 316

power consumpuon
representatrve masses
requirements flow-down
requirements for
software sizing
thermal challenges
thermal environment

428431,446448
663465

430,450452
431434546

546



(small satellite)
characteristics of

units and conversion factors
range, launch environment

redundancy
terms (geopotential)

Review (TRR)

in multi-spacecraft Production
in single-spacecraft

manufacturing
need to minimize
reliabiliw
I See Theoretical First Unit)

mapper iDsFtrment
dollars

in cost modeling
FirstUnit (TF[I)

CERs for
cost allocation to
definition of
FireSat example 8 1 I -8 1 2,' 8 1,4 :,,4,,.-:,:
smallsats

conductivity
units aud conversion factors

control zubsystem
Thermal subsystem)

detector (See Detectorc)
geometry factors
radiation

design process for 429431,44H:A^ ;;;
gradient requiremeDt
hardware for
heat ba.lance equation
math models for

Thermal-vacuum test of
components

temperatue cycle
Therrrionic energy conversion

(See ako Power subsystem)
Thermodynamic power cycle
ThermoelecFic couple

(See also Power subsystem)
Thermosphere
Thermostats

use on spacecraft
reliability of

Three-axis stabilization
advantages and disadvantages
angular impulse computation
classes of
configuration examples
conrol algorithms
failure rates for
hardware for
on FireSat
on FLTSATCOM. HEAO-B
on small spacecraft
seusrug needed
lsghniques for
use with solar anays

Throughput, computer
estimating needs

Tbrust
Tbrust coefFrcient

Thrust range
Thrust-to-weight ratio

of launch systems
Thrust vector control

table of methods

Index 973

in an elliptical orbit 139-140
summary of formulas 905

'Tine since perigee passage (.!ee also
Mean anomaly; True anomaly;
Orbit elements)

Time spreading of costs
method for

Time systems
Time word (in computer systems)
Time zones

converslons
Timeline (See Mission timeline)
Timetagging
Tros (Iirst weather satellite)
Titan launch system

characteristics of
cost estimates
fundamental frequency
rDJectron accuracy
reliability experience
sound pressure level
Titan [V
user's gulde for

TOD (True of D"te 666r'dinates)
Toe, of footprint (See also Footpint)
Topping cycle engine
Toroidal beam antenna
Torque (See also disturbance torque)

estimating requirements 322-323
uniB and conversion factors 920

Torquers (See Aninde contol actwztors;
Magnetic torquers: Control moment
gy ros ; Momentum w hee Is : R eaction
wheels; Thrusters)

TOS (Transfer Orbit Stage) 730_731
Tracking and Data Relay

Satellite(TDRS) 275,498,639440
advantages and disadvantages

for navigation
as communications relav element
axes of control
comparibiliry wirh

communications subsystem
configuration of
cost estimate
mass distribution of
parameters of
use for satellite navigation

Tracking range, cornmunication
Trade studies (See Systern trades)
Trade tree
Trajectory (See ako Orbi*)
ftqining

manufacturing
on operations procedures
operations function
team building via

Trensfer.orbit
equations for
selectins

525
527

409
409

748-"

409
208

438439
441-442

. 442

320-322
3ZJ-JZ I

3 1 8
310-31 1

379
'169

368
340

"343-347
874
375

361-365
313,408, 416

662467
688
691

136

807
913-9r8

400

909

634
856
731
728
802
741
1 i a

' 7 n
7L')

4W
743-:7M

97
166
696
5't2

502
43

3t3

389
3 i 0
809

894-896
548
498
389

35-36
1 3 1

<r1
s95

602,610
'761

160
146-151
t83-1 87

Tbrusters (See ako Attitude control
actl.ators ; Propulsion subsystems )

control software sizing
design of
FireSat Example Mission
slzIng
table of

Thumba Equatorial Station
Qaunch site)

location of
Tidal forces

in microgravity
Time

Julian Dates 913-918
time zones 914
units and conversion factors 924-925
Universal Time 913

Time Average Gap (Figure of Merit) 174
Tine division multiple access

(TDMA)
Time in view

table of values

Time-of-flight

692

722
710
712

693
66s
/  l f

372
3'72
711

733

205
operational vs. survival limis 429 .

457458 ' :

-power co$iumPuon
representative nrasses
reouirements flow-down
requirements for 428-

software sizing
thermal challenges
theFmal eDvtronment
weight, power, atrd telemery

requirements
weight budget for

316,45'7458,
895-896

448
431,M6-448

663465
430,45M52

43r434

430,45'7458
316

5',76
120

Inside rear cover
(col. 9-12)

t39-140,152



730-'131

632,641
551

552
625

\'ta-5'75

392
550
694
694

Trapped radiation (See also Von

Allenradiationbelts) 214-21'1,224-226

Bremsstrahlung X-raY dose 216

rad (radiation absorbed dose;
unit of measure)

total radiation dose
Traveling-wave tube amPlifier

(TWTA)
Treaties

Antarctic Treaty
differences from Outer

, Space Treary

Anti-Ballistic Missile Limitations
Treary

Moon Treaty of 1979
Outer Space Treaty of 1967

provisions of
Treary Banning Nuclear

Weapon Tests in Outer SPace

TRL (Technology Readiness Level)

Tropical year
TRR (Test Readiness Review)
True anomaly (See ako

Orbit elementsJ
formulas for
approximation for

True of date coordinate

974

Transfer Orbit Stage (TOS; Orbital

transfer vehicle)
characteristics of

Transmission Control
Protocol (TCP)

Transmission path loss
Transmit antenna gain

definition of
Transmit RF equiPment
Transmitters

solid-state
Transponder

block diagram
use for data relay

Transtage (rOcket engine)
Transtar (rocket engine)

TRW
orlit patent

Tsiolokovsky, Konstantin
Tsyklon launch system

cost of
reliability experience

TT&C (,Sea Telenetry, Tracktng, and

Connuznd.)
TIJBSAT (small satellite)

characteristics of
Tungsten

use for shielding
Turnaround ratio, cornmunication
'oTurnkey" space system
Two-body equations of motion

( See also Orbits)

orbit maintenance
perturbations

Two-way coherent mode, communication
Type test
Tyuratam @aikonur launch site)

location of

Van Allen radiation belts (See ako
Trapped radiation) l Q 1  ) '

effect of nuclear explosions on
factor in
hardeningagainst  221,224-21

Vandenberg AF Base (See Western Ranpr
Variable-conductance heat pipes U
VariabilityReduction(screening) 7i
VELA (nuclear detection satellite)

configuration of 38
Velocity (See also Orbix: circular

velocity and escape velocity)
orbital
formulas for
table of values

1 1

Inside rear
(col. 4

unlts and conversion factors
Velocity change (^See DeltaV)
Venus

thermal environment
Verification
Vernal equinox

precession of the equinoxes
use of

in celestial coordinates t

in orbit elements
in sidereal time

Vibration
effect on microgravity

Vibration, launch
Vibration tests 525-52(
Viewing geometry

Earth from spacecraft 7lt
Viscosity

units and conversion factors
Visible systerns (See Obsentation payloads.

', 
Visual detectors 255
Visual payload design process
Vita (communications constellation)

example of Little LEO
use of store and forward

Viterbi decoding, with
convolutional coding 561

Volum€
units and conversion factors

Voyager (spacecraft)
analyzing payload data

-w-
Walker constellations
Walker delta pattern
Walker, John
Wallops Island facility

location of
WARC (World Administrative

Radio Conference)
Watchdog timer

387, 566,

Index

I 55-1 56
t42
3 8 1
stn

/  J J

-u-
UDP (User Datagram Protocol)
Ullage
Ultimate load
Ultraspectral sensor systems
Ultraviolet (IfV)
UNAMSAT (small satellite)

characteristics of
Unit vectors

fansformations to spherical
coordinates

United Nations Committee on
the Peaceful Uses of
Outer Space

Universal Time (UT)
conversion to civil time
use on spacecraft

632,641
/  l J

468
z t o
266

855
95, 97, 98

837
626,913-914

913-914
400
626

795J96
81 l -814
788,796

49,5949,14
zoo

216
216

232

825

854-855

t32-135

Universal Time Coordinated (UTC)

Unmanned Space Vehicle Coit Model (USCM)

133,136-137
905
140
9'7

854
8'74
864
864
303

85s

434

827
825

823-825

823
804
898
664

828
690

802'72'7

231
381
832

CERs based on
FireSat example
publicly available

UoSat
characteristics of
cost estlmate
guidance and control
use of GaAs solar cells

Uplink
I]PM-SAT (small satellite)

characteristics of
Uranus

therma.l environment
USCM (See Unmanned Spate Vehicle

Cost Model)
User Datagram Protocol (UDP)

Users Manuals (launch systems)
USSR (See Russra)
Ut (See Universal Titne)
UTC fUniversal Time Coordinated)
Utilities (software)

Utility analysis (See also
M iss ion utility analy s is )

UV ([Jltraviolet)

626
667

90
698

t9+

-v-
Validation exercises, for requirements
Valves



orbit maintenance rJ)-
pefturbations ij
way coherent mode, communication

@aikonur launch site)
location of

-u-
(User Datagram Protocol)

sensor systelrs
(w)

T (small satellite)
characteristics of
Yectors
transformations to spherical

coordinates

95,97 ,

Nations Committee on
Peaceful Uses.of

Space
Time (UT) 626,913-9141

Van Allen radiation belts (See aho
Trapped radiation)

effect of nuclear explosions on
factor in

Visual detectors
Visual payload design process
Vita (cornmunications constellation)

example of Little LEO
use ofstore and forward

Viterbi decoding, with
convolutional coding

-w-
Walker constellations
Walker delta pattern
Walker, John
Wallops Island facility

location of
WARC (World Administrative

Radio Conference)
Watchdog timer

975

Wavelength 255
WBS (See Work Breakdown Structure)

Index

Time Coordinated (UTC)

Space Vehicle Cost uoaet ruS&6,.

orbital
formulas for
table of values

134-135
905

Inside rear covei
(col.41-48)

units and couversion factors
Velocity Ltange (.See Deln V)
Venus

thermal environment
Verification
Vernal equinox

precession of the equinoxes
use of

in celestial coordinates
in orbit elbments
in sidereal time

Vibration
effect on microgravity

Yibration, launch
Yibration tests
Viewing geometry

Earth from spacecraft
Viscosity

units and conversion factors 920
Visible systems (Ste Opsemation payloads) 266

e3ii;j

hardeningagainst 221,224-226,231
Vandenberg AF Base (See Western Range)
Variable-conductance heat pipes 444 146
Variability.Reduction(screening) 775-:776
VELA (nudear detection satellite)

configuration of 389, 856
Velocity (See aLso Orbits: circular

velocity and escape velocity)

FLTSATCOM, HEAO examples 345
forrepresentativespacecraft 894-896
injected weight
loaded weight
spacecraft dry weight

Weight margin

3 1 6
316
316

_ 315-i1'7
Weightlessness ( See M icrogravity)
Westar (communicatioDs satellite)

rescue by Shuttle mission 5 lC
Western Range

available launch azimuth
available orbit inclination
location of

Whetsone computer benchmark
Whiskbroom scanner imaging mode
White Sands ground station
Wideband data systems

bandwidth of
definition of
examples of

W ick '
in heat pipes 444 446

Wien's Displacement Law 25'7

"Williarns patent" 828
Wobble (See ako Spin stabilization) 361
Woomera Launch Site

location of 733
Word processing, as illustration of

software arehitecture 656
Words, computer memory (See also

Computer systems, spacecraft) 606
Work Breakdown Structure (WBS)

224
1 8 1

920

434
94
96
96

96-9'7
r35
154

206
740

52s-526,529

I  l4- l  16

r87,214-21'1

'255-:266

) \A

539
537

561-562

Weight budget
boosted weight
definition
FireSat example

definition of
for FireSat
representative wBS

Workmanship failures
World Administrative Radio

Conference (WARC)

12,3r5-31't ,725
. 316

12,314
341

633
822
732
734
734
733
663

268-2'70
489

550
535

584-585
conversion to civil time
use on spacecraft

CERs based on
FireSat example
publicly available

9 1 3 - 9 1 4 .

795J96.
81 t-814
788,7!6,

,t 
\:

characteristics of ,854!
cost estimate 

'81+ri

guidance and control ,84a'..
use of GaAs solar cells 864
& 30J,
-SAT (small satellite) ,.;
characteristics of 855

'784

81 l -812
786
781

387,566,826

thermal environment 434
(See Unmanned Space Veliick ,.,,1r.t
Model) .' ' ',!.:

Protocol (UDP) 632,641

Universal Time)
(Universal Time Coordinated) 626

(software) 667
analysis (See dso

utility analysis) 49,59-49,70
266

-v-
exercises, for requirements

Volume
units and conversion factors 824

Voyager (spacecraft)
analyzingpayload data 562

Manuals(launchsystems) 743JA4.,
(See Russia)

90
698

194-1n
194
194
732
I  J J

387 ,566,826
401

-x-
X-33 (reusable launch vehide)

regulatory constraints 822
X-34 (reusable launch vehicle)

regulatory constraints_ 822
X-bandcommunications 386,393,641_

characteristics of 394
on DSCS III 550
on small satelliles 865

X-ray spectrometer n5
X-ray telescope (See Chandra)
X-rays 255



976

from nuclear exPlosion
from solar Particle events
production of EMP from

shielding agatnst
Xichang launch comPlex

XLR-132 (rocket engine)

-Y-

Yaw (orbit defined coordinate)
Yaw steering, spacecraft
Yield factor
Yield load
Yield margin
Yield (Nuclear exPlosion)
Young's modulus

-7,-

Z (Zultr Time = GMT = UT)

Zenit launch system
characteristics of
reliabilitY exPerience

Zenith
Zenith angle '

de tennination and c ontrol
subsystent)

Zonal coeffrcients (sPherical

harmonics)
ZuIu Time (Z = GMT = [J-I)

Zero-g ( S ee M ic rogravitY )
Zero momentum system (,See 4ho Attitude

Index

222-223
217-218

1 a A

23U231
733
694

o6-a? '155

J I J

468
468
468
222
472

913-914

'728

727
99

102

359,362

143
913-914

Explanation of E

The following table provides a vi
Iites. Limitations, formulas, and te.
paramster in the formulas is the distt
most column on each table page is t
is the equatorial radius ofthe Earth'

l. Instantaneous Area Access f,
Horizon (106krpz;. All the ar
see at any instant if it were
for which the spacecraft elel

2. Instantaneous Area Access f'
same as col. I but with eleva

3. Instantaneous Area Access J
= same as col. 1 but with ele

4. Instantaneous Area Access J
= same as col. 1 but with ele

5. Area Access Rate for an El'
new land is coming into tire

6. Area Access Rate for an Ele
with an elevation of 5 deg.

7. Area Access Rate for an Ele
5 with an elevation of 10 de1

8. Area Access Rate for an EIe
\. 5 with an elevation of 20 de1
' 

9. MoximumTime inVewfor
of 0 deg (min) = PLmatllSl
col. 13. Assumes a circular (

IO. Maximum Time in View for
of 5 deg (min) = same as col

ll. Maximum Time in View for
of l0 deg (min) = same as c(

12. Maximum Time in View for
. of 20 deg (min) = same as c(

13. Earth Central Angle for a Se
Central Angle -- acos(Rs / r
= 90 - P, where P is from cc

14. Earth Central Angle for a S,

4 = asin (cose sinP), P is fro

15. Earth Central Angle for a St '

but with e = 10 deg.

t : : :  i : : i :  
' ! - i i .

: '  .  , ' : ' l . i l



Explanation of Earth Satellite Parameters
The following table provides a variety of quantitative data for Earth-orbiting satel-

lites. Limitations, formulas, and text references are given below. The independent
parameter in the formulas is the distance, r, from the center of the Earth iu km. The left
most column on each table page is tlie altitude , h = r - Rs, where Re = 6378.14 km
is the equatorial radius of the Earth.

I. Instantaneous Area Access for a 0 deg Elevation Angle or the Fuil Geometric
' Horizon (106km2). All the area that an instrument or antenna could potentially

see at any instant if it were s_canned through its norrnal range of orientations
for which the spacecraft elevation is above 0 deg [Eq. (7-6)].

2. Instantaneous Area Access for a 5 deg Minimum Elevation Angle (L06 km2) =
same as col. I but with elevation of 5 deg.

3. Instantaneous Area Access for a l0 deg Minimum Elevation Angle (106km2)
= same as col. I but with elevation of 10 deg.

4. Instantaneous Area Access for a 20 deg Minimum Elevation Angle (106 Y'rn2)
= same as col. 1 but with elevation of 20 deg.

5. Area Access Rate for an Elevation of 0 deg (103 km2/s) = the rate at which
new land is coming into the spacgcraft's access area tEq. (7-10)1.

6. Area Access Rate for an ELevation Limit of 5 deg (L03 km2/s) = same as col. 5
with an elevation of 5 deg.

7. Area Access Rate for an Elevation Limit of l0 deg (I03 km2/s) = same as col.
5 with an elevation of l0 deg.

8. Area Access Rate for an Elevation Limit of 20 deg Q03 km2/s) = same as col.
5 with an elevation of 20 deg.

9. Maximum Time in Vew for a Satellite Vsible to a Minimum Elevation Angle
of 0 deg (min) = PLmat /180 deg, where P is from col. 52 and )"* is from
col. 13. Assumes a circular orbit over a nonrotating Earth [Eq. (5-49)].

I0. Mascimum Time in Vew for a Satellite Vsible to a Minimum Elevation Angle
of 5 deg (min) = same as col. 9 with )"**for 5 deg taken from col. 14.

Il. Maximum Time in View for a Satellite Visible to a.Minirnum Elevation Angle
of I0 deg (min) = sarie as col. 9 with ).^*for 10 deg taken from col. 15.

12. Maximum Time in Vew for a Satellite Visible to a Minimum Elevation Angle
of 20 deg (min) = same as col. 9 with ),**for 20 deg taken from col. 16.

13. Earth Central Angle for a Satellite at 0 deg Elevation (deg) = tr46tt;*um Eanh
Central Angle = acos(Rs / r). Altematively, Maximum Earth Central Angle is
= 90 - p, where p is from col. 49 [Eqs. (5-16), (5-17)].

Earth Central Angle for a Satellite at 5 deg Elevation (deg) = 9G-e-4, where

4 = asin (cose sinp), p is from col. 49, and t = 5 deg [Eqs. (5-26), (5-27)].

Earlh Central Anglefor a Satellite at l0 deg Elevation (deg) = same as col. 14
but with e = 10 deg.

14.

15 .



Explanation of Earth Satellite Parameters

16. Earth Central AngLe for a Satellite at 20 deg Elevation (deg) = same as col. 14

but with t, = 20 deg.

Maximum Range to Horizon = Range to a satellite at 0 deg elevation (km) =

(r2 - Re 2)r/2, where Re = 6,378.14 km is the equatorial radius of the Earth.

Range to a Satellite at 5 deg Elevation (krn) = Maximum Range for Satellites

with a Minimum Elevation Angle of 5 deg $m) = Re (sin,l / sin4)' where RB =

6,378.14 km is the equatorial radius of the Earth, 1 is from col. 14, 4 = 90 deg
- L- t, and t = 5 deg [Eq. (5-28)].

19. Range to a Satellite at 10 deg Elevation (krn) = same as col' 18 with l from

col. 15 and €= 10 deg.

20. Range to a Satellite at 20 deg Elevation (krn) = same as col. 18 with,t from

col. 16 and t= 20 deg.

27. Maximum Nadir Angte for a satellite at 0 deg Elevation Angle (deg) = Max.

Nadir Angle for Any Point on the Earth = Earth Angular Radius =asin @B / r),

where RE= 6,378.14 km is the equatoriai radius of the Earth tEq. (5-16)1.

22. Nadir Angle for a Satellite at 5 deg Elevation Angle (deg) = Maximum Nadir

Angle for Points on the Ground with a Minimum Elevation Angle of 5 deg =

90 deg - € - )., is the Earth central angle from col' 14 tEq' (5-27)1.

23'. Nadir Angle for a Satellite at 10 deg Elevation Angle (deg) = same as col.22

w i t h e = 1 0 d e g .

24. Nadir Angle for a Satellite at 20 deg Elevation Angle (deg) = same as col.22

w i the=20deg .

Atmospheric Scale Height (km) = RT I Mg, where R is the molar gas constant,

Z is the temperatue, M is the mean molecular weight, and g is the gravita-

tional acceleration [inside front cover].

Minimum Atmospheric Density (kg/m:), from MSIS atmospheric model-

[Hedin*tt, 1987, 1988, and 1991]. The solar flux value, F10'7, was chosen

iuch that l07o of all measured data are less than this minimum (65.8 x 10-zz

W.m-2.H2-1). See Sec. 8.i.3. The MSIS model is limited to the region

between 90 and 2,000 km. Below 150 km and above 600 km the error

increases because less data have been used. Ali data have been averaged

across the Earth with a 30 deg step size in longitude and 20 deg steps in lati-

tude (-80 deg, to +80 deg). This over'represents the Earth's polar regions;

however, satellites spend a larger fraction of their time at high latitudes. The

solar hour angle was adapted to the individual location on the Earth with I-lT =

12.00 Noon.

Mean Atmospiheric Density (kg/ml) = same as col. 26 but with a mean F10'7

value of 118.7 x Ig-22W'nr-2'Hz-r.

* Hedin, Alan E. 1987. "MSIS-86 Thermospheric Model." J' Geophys. Res', 92, No' 45'

pp.46494662.
t -. 1988. ,.The Atmospheric Model In The Region 90 to 2,000 ktn." Adv. Space Res.,8,

No. 5-6, pp. (5)9{5)25, Pergamon Press.
+ -. 1991. "Extension of the MSIS Thermosphere Model into the Middle and Lower

Afinosphere." J. Geophys. Res.,96, No. A2, pp. 1159-1172.

t7 .

i 8 .

Explanation o

28. Maximum Atmospheric Der
I g9.0 x 19-22 1ry. ̂-2.11r-r
sured values are above it.

29. Minimum LV to Maintain
n(CpAlm) x prvlP, where p
expressed in years, and the
kdm2. AVestimates are not

30. Maximum LV to Maintain I
as col. 29 with p from col. 2

31. Minirnum LV to Maintain At
col. 29 with p from col. 26;

32. Maximum LV to Maintain I
as col. 29 with p from col. 2

33. Orbit Decay Rate at Solar tr
p is from col.26, P is from r
ficient, mlCDA, is assumed t
tul above 1,500 km [Eq. (6-:

34. Orbit Decay Rate at Solar lu
col. 28 and the ballistic coef

35. Orbit Decay Rate at Solar I9
col.26, and the ballistic coel

36. Orbit Decay Rate at Solar M
col. 28 and the ballistic coef

37. Estimated Orbit Lifutime at !
the software package Satl-if,
kg/^z.

38. Estimated Orbit Lifttime at ;.
ballistic coefficient, rnl CDA,

39. Estimated Orbit Lifutime at i.
ballistic coefflcient, ftl CDA,

40. Estimated Orbit Lifetime at i.
ballistic coefficient, ml Cp A,

41. Circular Velocity (kmis) = (p

42. Orbit AngularVelocity (deglt
is from col. 52. This is the ;
Earth for a circular orbit. (St
stations) tEq. (5-3 t)1.

43. Escape Velocity (km/s) = (29

M. LV Required to De-Orbit (rn,
assumed circular orbit to an
perigee of50 km [Eq. (6-32)
corresponding columns in SI

25.

26.

27.



Parameters

Elevation (deg) = same as col,.

satellite at 0 deg elevation (V,mj
the equatorial radius of the Earth.i

) = Maximum Range for
(km) = RE Gin2t/ sin4), where
Earth, lis from col. 14, 4 = 90

) = same as col. 18 with ,1

) = same as col. 18 with ,l.1ro;"?51'_ ,tt++

Angle (deg) = same as col.22

. : . i i l : .

, where R is the molar gas constant, ,:'1.
lcular weight, and g is the grayita-.:.,ii;

Explanation of Earth Satellite parameters

28. MaximumAtmospheric Density = same as col.26 but with aF10.7 value of
189.0 x lv22w'm-2.Hr1. This is theF10.7 value such thatrovoof all mea-
sured values are above it.

29. Minimum LV to Maintain Ahitude at solar Minimum (m/s per year) =
n(CpAlm) x prvlP, where p is from col.26, v is from col. 41, p is from col.52
expre-ssed in years, and the baltistic coefficient, mlcDA, is assumed to be 50
kg/m2. AVestimates are not meaningful above 1,500-km Bq. (6-26)1.

30. Maximum LV to Maintain Altitude at solar Maximum (rrls per year) - sna1"
as col. 29 with p from col. 28; Ballistic coefficient m/CDA = 50kglm2.

37. Minimum LV to Maintain Ahitude at solar Minimum (mlsper year) = srme as
col.29 with p from col. 26; Ballistic coef0cient mlCpA = 200 kglmz.

32. Maximum LV to Maintain Ahitude at Solar Maximum (rnls per ]ear) = 5a6"
as col. 29 with p from col. 28; Ballistic coefficient mlCpA = 200kglm2.

33. Orbit Decay Rate at Solar Minimum (kmtyear) = -2:n (CoA/m) p Plp,wherc
p is from col. 26, P is from col. 52 (expressed in years), and the bailistic coef-
ficient, mlcDA, is assumed to be 50 kg/mz. orbit decay rates are notmeaning-
tul above 1,500 km tEq. (6-2q1.

34. Orbit Decay Rate at Solar Maximum (kmlyear) = s4111" as col. 33, with p from
col.28 and the ballistic coefficient, mlCpA, assumed to be 50 kglmz.

35. Orbit Decay Rate at Solar Minimum (kmtyear) = same as col. 33 with p from
col.26, and the ballistic coefficient, tn/CDA, assumed to be 200kg/m2.

36. Orbit Decay Rate at Solar Maximum (kmlyear) = same as col- 33, with p from
, col. 28 and the ballistic coefficient, m/CDA, assumed to be200 kg/m2.

3'7. Estimated Orbit Lifetime at Solar Minimum (days) = Data was produced using
the software package Satlife. Ballistic coefftcient, mlCpA, assumed to be 50
kg/mz.

38. Estimated Orbit Lifetime at Solar Maximum (days) = same as col. 37 with the
ballistic coefficienr, mlCDA, assumed to be 50 kgm2.

39. Estimated Orbit Lifetime at Solar Minimum (days) = same as co]. 37 with the
ballistic coefficient, mlCpA, assunied to be 200 kg/m2.

40. Estimated Orbit Lifetime at Solar Maximum (days) = sarne as col. 37 with the
ballistic coefficient, mlCpA, assumed to be 200 kg/^2.

47. Circular Velociry (km/s) = (tB/r)rrz = 63L3481r -trz 
tEq. (6-5)1.

42. Orbit Angular Velocity (deg/minute) = 360/ P = 2.I7 O 4 15 x 1 06r -3 D, where P
is from col. 52. This is the angular velociry with respect to the center of the
Earth'for a circular orbit. (See co1. 47 for angular rate with respect to ground
stations) IEq. (5-31)1.

43. Escape Velocity (km/s) = (2ptr1w = 892.861 Ir-u2 - (21n, v.;o Bq. (6-6)1.

44. LV Required to De-Orbit (m/s) = the velocity change needed to transform the
assumed circular orbit to an elliptical orbit with an unchanged apogee and a
perigee of 50 km lEq. (6-32) and Sec. 6.3.11. (Note that this a correction to rhe
corresponding columns in SMAD I and SMAD II which were incorrect.)

from MSIS. atmospheric model-rl
ar flux value, F10.7, was chosen", 

'l

than this minimum (65.8 x 10122. 'rii':
model is limited to the regionl-:'..

km and above 600 km the erroi'r ri:iri
. All data have been averaged:':,i::

longitude ar'd 20 deg steps in lati- ,1'1
the Earth's polar regions;

of their time at high latitudes. The
location on the Earth with UT =

as col. 26 but with a mean F10.7

" J. Geophys. Res., 92, No. A5,

n 90 to 2,000 km." Adv. Space Res., 8, ,

Model into the Middle and Lower
t t12.



+o.

47.

Explanation of Earth Satellite Parameters

Plane Change AV ((m/s)/deg) = 2,000 V.;r. SiD (0.5 deg)' where v.;r. is from

col. 41. Assumes circular orbit and linear sine function; tEq. (6-38)l

LV Requiredfor a I km Akitude Change (m/s) = assumes a Hohmann Transfer

with 16 - rA= I km; [Eq. (6-32)).

Maximum Angular Rate As Seen from a Ground Station (degis) = Znr/hP,

where lr = r - RE is the altitude and P is from col. 52. This is the angular rate

as seen from the surface of a non-rotating Earth of a satellite in a circular orbit

passing directly overhead. (See col. 42 for the angular velocity as seen from

the center of the Earth.) tEq. (5-aDl'

Sun Synchronous Inclination (deg) = acos (4173 48 x 10-15 r 7/2); assumes

circular orbit with node rotation rate of 0.9856 deg/day to follow the mean

motion of the Sun. Above 6,000 km altitude there are no Sun synchronous

circular orbits [Eq. (6-19)].

Angular Radius of the Earth (deg) = asin (RB / r), where RE = 6'378' 14 km is

the equatorial radius of the Earth [Eqs. (5-16)].

50. one Degree Field of view Mapped onto the Earth's surface at Nadir from
Altitude h (krn) = The length on the Earth's curved surface of a 1 deg arc

projected at nadir from this altitude. Note: This data is very nonlinear

[Eqs. (5-26a), (s-26b), and (5-27)].

Rgnge to Horizon (km) = same as col. 17 = (p - RE 2)U2, where Rs =

6,378.14 km is the equatorial radius of the Earth. For the range to points other

than the true horizon (i.e., e * 0 deg) use columns 18, 19, and 20 tEq' (5-28)].

period (min) = 1.658 669 x 104 frtz = (1/60) x27T, Q3/Li1t2. Assumes a circu-

lar orbit, r is measured in km, and # = 398,600.5 km3/s2. Note that period is

the same for an eccentric orbit widr semimajor axis = r; lBq' (7-7)1.

Maximum Eclipse (minutes) = (p/180 deg)P, where p is from col- 49 and P is

from col. 52. This is the maximum eclipse for a circular orbit. Eclipses at this

altitude in an eccentric orbit can be longer' [See Example 1, Sec' 5.1]

using 1,440 min as the length of a day.l

NodeSpac ins (deg )=360degx (P t1 ,436 '07 ) ,whe reP is f romco l ' 52 'Th i s
is the spacing in longitude between successive ascending or descending nodes

for a satellite in a ciicular orbit [Eq. (7-13)]. Does not take into account node

precession rate from col. 56.

Node Precession Rate (deg/day) = -2'06474 x 101a r-'7t2 cos i= -l'5 nJz

(h/a)2 (cos i) (1 - 
"2)a, 

where i is the inc-lination, e the eccentricity (which

it i"t io zero), n is the mean motion (= @la\ttz1, a the semimajor axis, and J2

the dominant zonal coefficient in the expansion of the Legendre polynomial

describing the geopotential. This is the angle through which the orbit rotates

in inertiafspa ci in-a 24 hour period. Assumes a circular orbit; r is in km in the

first expression [Eq. (6-19)].
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