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This textbook focuses on: (i) the continuum of the environ-
ment—namely the earth, water, and atmosphere, epitomized
by the term “Environmental Science”; and (ii) science-based
aspects of the pollution of the environment. Thus, this text-
book is designed to provide a scientific basis that will allow
for prudent decisions to be made to manage and mitigate pol-
lution throughout the environment. In general, pollution can
be defined as the accumulation and adverse interaction of
contaminants within the environment. Pollution is ubiqui-
tous and can occur on or within land, oceans, or the
atmosphere. Contaminants can consist of chemical com-
pounds/elements, biological entities, particulate matter, or
energy, and they may be of natural or anthropogenic origin.
Given these complexities, multidisciplinary approaches are
needed to address environmental pollution issues. Therefore,
this text provides a rigorous science-based integration of the
physical, chemical, and biological properties and processes
that influence the environment and that also affect contami-
nants in the environment.

Following the foundation chapters that describe these
factors, the text deals with numerous facets critical to pollu-
tion analysis and management:

e characterization

e risk assessment

e regulation

e fate and transport

e remediation and/or restoration

These components are described in detail for well-
developed disciplines such as waste management and water
treatment. However, newer areas of concern are also intro-
duced such as global change, pathogenic contamination, and
indoor air quality. The ultimate in this line of thought is

PREFACE

presented as “Emerging Issues in Pollution Science.” While
scientific and technical matters are the focus of the text,
social, economic, and political issues are considered as
well, to provide a holistic coverage. This is accomplished
primarily through the use of case studies.

This text is designed for a science-based junior/
senior-level undergraduate course. Students that will benefit
from this text originate from a variety of backgrounds, includ-
ing: environmental science, microbiology, hydrology, earth
science, and environmental engineering. The text will also
serve as an introductory text for graduate students originating
from traditional disciplines such as chemistry, physics, and
biology, and for those with non-science backgrounds.

Naturally, the second edition is an evolution of
“Pollution Science,” which was first published in 1996.
Time does indeed fly, and the authors are now older and
(hopefully) wiser. All original chapters have been signifi-
cantly revised or modified. In addition, we have added
several new chapters. Other changes include an enhanced
focus on providing problems and calculations, which are
designed to provide a quantitative as well as qualitative as-
pect to the book. Ultimately, we hope this text will illus-
trate that the integration of physical, chemical, earth, and
biological sciences with engineering, health, and social sci-
ences can be successfully accomplished, thereby inspiring
readers to implement inter- and multi-disciplinary solu-
tions for past, present, and future environmental pollution
problems.

lan L. Pepper
Charles P. Gerba
Mark L. Brusseau
January 2006
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CHAPTER 1

THE EXTENT OF GLOBAL
POLLUTION

I.L. Pepper, C.P. Gerba, and M.L. Brusseau

Pollution is ubiquitous, and can even cause beautiful sunsets. Photo courtesy lan Pepper.
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1.1 SCIENCE AND POLLUTION Pollution can be defined as the accumulation and adverse

affects of contaminants or pollutants on human health and
Pollution is ubiquitous and takes many forms and shapes.  welfare, and/or the environment. But in order to truly under-
For example, the beautiful sunsets that we may see in the  stand pollution, we must define the identity and nature of po-
evening are often due to the interaction of light and atmo- tential contaminants. Contaminants can result from waste ma-
spheric contaminants, as illustrated above. terials produced from the activity of living organisms,

INFORMATION BOX 1.1
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TABLE 1.1 Recently discovered microbes that have had a significant impact on human health.

AGENT MODE OF TRANSMISSION DISEASE / SYMPTOMS
Rotavirus Waterborne Diarrhea
Legionella Waterborne Legionnaire’s disease
Escherichia coli O157:H7 Foodborne Enterohemorrhagic fever,
Waterborne kidney failure
Hepatitis E virus Waterborne Hepatitis
Cryptosporidium Waterborne Diarrhea
Foodborne
Calicivirus Waterborne Diarrhea
Foodborne
Helicobacter pylori Foodborne Stomach ulcers
Waterborne
Cyclospora Foodborne Diarrhea
Waterborne

especially humans. However, contamination can also occur
from natural processes such as arsenic dissolution from
bedrock into groundwater, or air pollution from smoke that re-
sults from natural fires. Pollutants are also ubiquitous in that
they can be in the solid, liquid, or gaseous state. Information
Box 1.1 presents the major categories of pollutants and their
predominant routes of human exposure. Clearly, many of the
agents identified in Information Box 1.1 occur directly
through activities such as mining or agriculture. But in addi-
tion, pollution is also produced as an indirect result of human
activity. For example, fossil fuel burning increases atmo-
spheric carbon dioxide levels and increases global warming.
Other classes of pollutants can occur due to poor waste man-
agement or disposal, which can lead to the presence of
pathogenic microorganisms in water. Some examples of mi-
crobial pathogens and associated diseases are shown in Table
1.1. Another example of pollution due to human activity is
accidental spillage of organics that can be toxic, such as chlo-
rinated solvents or petroleum hydrocarbons that contaminate

TABLE 1.2 Common organic and inorganic contaminants
found in the environment.

CHEMICAL CLASS FREQUENCY OF OCCURRENCE

Gasoline, fuel oil Very frequent
Polycyclic aromatic Common
hydrocarbons
Creosote Infrequent
Alcohols, ketones, esters Common
Ethers Common
Chlorinated organics Very frequent
Polybrominated diphenyl
ethers (PBDEs)
Polychlorinated biphenyls Infrequent
(PCBs)
Nitroaromatics (TNT) Common
Metals (Cd, Cr, Cu, Hg, Ni, Common
Pb, Zn)
Nitrate Common

From Environmental Microbiology © 2000, Academic Press,
San Diego, CA.

groundwater. Some common contaminants that find their way
into the environment, with the potential to adversely affect hu-
man health and welfare, are shown in Table 1.2.

In this textbook, we will discuss these major sources of
pollution in a science-based context, hence the name: Envi-
ronmental and Pollution Science (Information Box 1.2).

The focus of the text will be to identify the basic scien-
tific processes that control the transport and fate of pollutants
in the environment. We will also try to define the potential
for adverse effects to human health and welfare, and the
environment using a risk-based approach. Finally, we will
present real world “case studies.” The diverse nature of the
scientific disciplines needed to study pollution science are
shown in Information Box 1.3. It is the holistic integration of
these diverse and complex entities that presents the major
challenge to understanding both “Environmental and
Pollution Science.”

1.2 GLOBAL PERSPECTIVE OF
THE ENVIRONMENT

The environment plays a key role in the ultimate fate of pollu-
tants. The environment consists of land, water, and the
atmosphere. All sources of pollution are initially released or
dumped into one of these phases of the environment. As
pollutants interact with the environment, they undergo physi-
cal and chemical changes, and are ultimately incorporated into
the environment. The environment thus acts as a continuum
into which all waste materials are placed. The pollutants, in

INFORMATION BOX 1.2

Environmental and Pollution Science is the study of the
physical, chemical, and biological processes
fundamental to the transport, fate, and mitigation of
contaminants that arise from human activities as well as
natural processes.
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INFORMATION BOX 1.3

Environmental
Chemistry

Scientific Disciplings that Integrate into Pollution Science

Municipal Waste
Management

Hazardous Waste

Atmospharnic
Science

Management

turn, obey the second law of thermodynamics: matter cannot
be destroyed; it is merely converted from one form to another.
Thus, taken together, the way in which substances are added
to the environment, the rate at which these wastes are added,
and the subsequent changes that occur determine the impact of
the waste on the environment. It is important to recognize the
concept of the environment as a continuum, because many
physical, chemical, and biological processes occur not within
one of these phases, such as the air alone, but rather at the in-
terface between two phases such as the soil/water interface.
The concept of the continuum relies on the premise that
resources are utilized at a rate at which they can be replaced
or renewed, and that wastes are added to the environment at
arate at which they can be assimilated without disturbing the
environment. Historically, natural wastes were generated that
could easily be broken down or transformed into beneficial,
or at least benign, compounds. However, post-industrial con-
tamination has resulted in the formation of xenobiotic
waste—compounds that are foreign to natural ecosystems
and that are less subject to degradation. In some cases, natural
processes can actually enhance the toxicity of the pollutants.
For example, organic compounds that are not themselves car-
cinogenic can be microbially converted into carcinogenic
substances. Other compounds, even those not normally con-
sidered pollutants, can cause pollution if they are added to the

environment in quantities that result in high concentrations of
these substances. An excellent example here is nitrate fertil-
izer, which is often added to soil at high levels. Such nitrates
can end up in drinking water supplies and cause methe-
moglobinemia (blue baby disease) in newborn infants (see
Chapter 16).

Some pollutants, such as microbial pathogens, are en-
tirely natural and may be present in the environment at very
low concentrations. Even so, they are still capable of caus-
ing pathogenic diseases in humans or animals. Such natural
microorganisms are also classified as pollutants, and their
occurrence within the environment needs to be carefully
controlled.

1.3 POLLUTION AND POPULATION
PRESSURES

To understand the relationship between population and pol-
lution, let us examine a typical curve for the growth of a pure
culture of bacteria in a liquid medium (Figure 1.1). Early on,
the bacteria growing in the medium do not increase signifi-
cantly in number, due to low population densities, which re-
sults in organisms operating as separate entities. This initial
low-growth phase is known as the lag period. Next, the
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Figure 1.1 Typical growth curve for a pure culture of bacteria.
A = lag period, B = exponential phase, C = stationary phase,
D = death phase. From Pollution Science © 1996, Academic Press,
San Diego, CA.

number of organisms increases exponentially for a finite
period of time. This phase of growth is known as the expo-
nential phase or log phase. After this exponential phase of
growth, a stationary phase occurs, during which the total
number of organisms remains constant as new organisms are
constantly being produced while other organisms are dying.
Finally, we observe the death phase, in which the total
number of organisms decreases. We know that bacteria re-
produce by binary fission, so it is easy to see how a doubling
of bacteria occurs during exponential growth. But what
causes the stationary and death phases of growth?

Two mechanisms prevent the number of organisms
from increasing ad infinitum: first, the organisms begin to
run out of nutrients; and second, waste products build up
within the growth medium and become toxic to the organ-
isms. An analogous situation exists for humans. Initially, in
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prehistoric times, population densities were low and popu-
lation numbers did not increase significantly or rapidly
(Figure 1.2.). During this time resources were plentiful;
thus, the environment could easily accommodate the
amount of wastes produced. Later, populations began to in-
crease very rapidly. Although not exponential, this phase of
growth was comparable to the log phase of microbial
growth. During this period then, large amounts of resources
were utilized, and wastes were produced in ever-greater
quantities. This period of growth is still under way. How-
ever, we seem to be approaching a period in which lack of
resources or buildup of wastes (i.e., pollution) will limit
continued growth—hence the renewed interest in recycling
materials as well as in controlling, managing, and cleaning
up waste materials. To do this, we must arrive at an under-
standing of the predominant biotic and abiotic characteris-
tics of the environment.

Currently the world population is 6.3 billion and in-
creasing rapidly. This population pressure has caused intense
industrial and agricultural activities that produce hazardous
contaminants in their own right. In addition, increased pop-
ulations result in the production of wastes that at low
concentrations are not hazardous, but which at high concen-
trations become hazardous. Hence, concentrated animal
feedlot operations (CAFOs), where large numbers of ani-
mals are kept in close proximity, require special attention to
minimize potential pollution (see Chapter 27). Finally, note
that as the world population increases, people tend to relo-
cate from sparsely populated rural areas to more congested
urban centers or “mega-cities.” Typically, urbanized areas
consume more natural resources and produce more waste per

10
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Figure 1.2 World population increases from the inception of the human species. From
Population Reference Bureau, Inc., 1990. Adapted from Pollution Science © 1996, Academic Press,

San Diego, CA.
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TABLE 1.3 Collection and storage specifications for a Quality
Assurance Project Plan (QAPP). *

Sampling strategies: Number and type of samples, locations,
depths, times, intervals

Sampling methods: Specific techniques and equipment to be used

Sample storage: Types of containers, preservation methods,
maximum holding times

“The QAPP normally also includes details of the proposed microbial
analysis to be conducted on the soil samples.

From Environmental Microbiology © 2000, Academic Press,
San Diego, CA.

capita than rural areas. The trend towards mega-cities will
intensify this problem.

1.4 OVERVIEW OF ENVIRONMENTAL
CHARACTERIZATION

In order to ascertain the potential or actual extent of pollu-
tion that has occurred, it is necessary to undertake environ-
mental monitoring of the polluted site (see Chapter 12; also
Artiola et al., 2004). This frequently involves site charac-
terization, which involves identifying the area and/or vol-
ume of the environment which has been polluted. It can
also involve comparisons with nonpolluted control sites to
evaluate normal background levels of contaminants. In or-
der to undertake site characterization, it is important to
establish proper sampling regimens for the particular envi-
ronmental sample, be it soil, water, or air. Here we provide
an overview of the basic strategies for environmental
sampling. Because so many choices are available, it is im-
portant to ensure that quality assurance is addressed by de-
veloping a quality assurance project plan (QAPP), as
shown in Table 1.3.

1.4.1 Soil and the Subsurface

Physically, surface soil samples are easy to obtain using
inexpensive equipment such as a shovel or a soil auger
(Figure 1.3).

Figure 1.3 Hand auger. From Environmental Microbiology © 2000,
Academic Press, San Diego, CA.

Augers are useful in that they allow samples to be
taken at exactly the same depth on every occasion. Augers
are available that can take soil cores to a depth of 2 me-
ters, in 1-foot increments. Typically a soil sample consists
of about 2 kilograms. Because soils are heterogeneous, it
is frequently better to collect multiple cores that are
mixed together to give a composite sample. Soil samples
that are collected for microbial analysis should be kept on
ice while transported to the laboratory. Microbial analyses
should be performed as soon as possible to minimize the
effects of storage on microbial populations and should not
be air dried prior to analyses. Soils sampled for chemical
analyses should be air dried and can then be kept indefi-
nitely pending analysis.

For subsurface sampling, mechanical drill rigs, such
as rotary mud drilling (Figure 1.4) or hollow-stem augers
(Figure 1.5), are necessary. Subsurface sampling is more
complex and more expensive than surface soil sampling,
particularly when deep subsurface sampling is attempted.

1.4.2 Water

Collecting water samples tends to be somewhat easier than
sampling soils. First of all, water at a given site tends to be
more homogenous than soils, with less site-to-site variability
between two samples collected within the same vicinity.
Secondly, it is often physically easier to collect water sam-

Hnia
-
Drilling mud
supply pit
Piston pump !

Drilling mud and cullings
redurn pit

illing mud and cutting

Figure 1.4 Rotary mud drilling. With rotary drilling the
mechanical rotation of a drilling tool is used to create a
borehole. Either air (air rotary drilling) or a fluid often called a
drilling mud (mud rotary drilling) is forced down the drill stem
to displace the borehole cuttings to the outside of the drill and
upward to the surface. From Environmental Microbiology © 2000,
Academic Press, San Diego, CA.
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Figure 1.5 Diagram of a hollow-stem auger. Note the reverse threading on the outside of the
auger. This is used to displace the borehole cuttings upward to the surface. A subcore of each
core collected is taken using a split spoon sampler or a push tube. In either case, the outside of
the core must be regarded as contaminated. Therefore, the outside of the core is shaved off with
a sterile spatula or a subcore can be taken using a sterile plastic syringe. Alternatively, as shown
in this figure, intact cores are automatically pared to remove the outer contaminated material,

leaving an inner sterile core. From Environmental Microbiology © 2000, Academic Press, San Diego, CA.

ples. Surface water samples can be collected in wide-mouth
polyethylene jars or with a bucket. Subsurface water samples
can be collected through the use of bailers or garden hose
lines submerged to specific depths and attached to a pump.
The amount of water collected can be a few milliliters, such
as when routine analyses such as pH are to be done. In other
cases, large volumes need to be collected (1000 liters), as in
the case of determining the presence of enteric viruses in ma-
rine waters. Normally water samples are kept as cool as pos-
sible in sealed containers to prevent microbial and chemical
activity and preclude evaporation.

1.4.3 Air

The collection of air samples for analysis can be done in a
variety of ways. In some cases samples of air are diverted au-
tomatically into instruments for continuous measurement
of pollutant concentrations. In yet other applications, air
samples are collected in sample bags for later laboratory
chemical analysis.

Aecrosolized biological particles including microor-
ganisms are known as bioaerosols. Many devices have
been designed for the collection of bioaerosols, including
impingement and impaction devices. Impingement is the
trapping of airborne particles in a liquid matrix. In contrast,

impaction is the forced deposition of airborne particles
on a solid surface. Two of the most commonly used de-
vices for microbial air sampling are the SKC biosamplers
(SKC-West Incorporated, Fullerton, CA) (Figure 1.6) and
the Andersen Six Stage Impaction Sampler (Anderson
Instruments Incorporated, Atlanta, GA) (Figure 1.7) (see
also Chapter 27).

Figure 1.6 SKC Biosamplers. Photo courtesy J. Brooks.



10 Chapter 1 * The Extent of Global Pollution
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Figure 1.7 Schematic representation of the Andersen six-stage
impaction air sampler. Air enters through the top of the
sampler and larger particles are impacted upon the surface of
the petri dish on stage 1. Smaller particles, which lack sufficient
impaction potential, follow the air stream to the subsequent
levels. As the air stream passes through each stage, the air ve-
locity increases, thus increasing the impaction potential, so that
particles are trapped on each level based upon their size.
Therefore, larger particles are trapped efficiently on stage 1 and
slightly smaller particles on stage 2 and so on until even very
small particles are trapped on stage 6. The Andersen six-stage
sampler thus separates particles based upon their size. From
Environmental Microbiology © 2000, Academic Press, San Diego, CA.

1.5 ADVANCES IN ANALYTICAL
DETECTION TECHNOLOGY

When evaluating environmental quality, the question is fre-
quently asked, “How clean is clean?” The answer to the
question depends on the technologies available for analytical
detection of contaminants. As our technologies improve,
they are continually redefining our understanding of the term
“clean.” Using new instruments and innovative techniques,
we are increasingly capable of measuring environmental
parameters with greater sensitivity and accuracy.

1.5.1 Advances in Chemical Analysis

An example of enhanced chemical detection technology is
illustrated by the determination of heavy metal concentra-
tions in water. Thirty years ago, atomic absorption (AA)
spectroscopy was utilized, which gave measurements at the

level of milligrams per liter. A newer improved flameless
AA technique using a graphite furnace improved detection
limits to the level of micrograms per liter. The latest tech-
nology utilizes inductively coupled plasma (ICP) spec-
troscopy, which has detection limits of nanograms per liter.

Advanced methods have been developed that allow in-
vestigation of physical, chemical, and microbial processes
at the molecular scale. For example, atomic force mi-
croscopy is being used to examine the distribution of atoms
and molecules at solid surfaces. X-ray absorption fine
structure spectroscopy is being used to determine the ge-
ometry, composition, and mode of attachment of ions at
mineral-water interfaces. Nuclear magnetic resonance
methods are being used to study the interaction of contam-
inants with soil organic matter. Recent advances in imag-
ing methods, such as synchrotron x-ray microtomography,
have allowed us to begin to directly measure the pore-scale
distribution of fluids in porous media. This will provide a
better understanding of how water and organic liquids
move through the subsurface.

1.5.2 Advances in Biological Analysis

Great progress has been made towards new innovative tech-
nology for characterizing microbial properties and activities.
State-of-the-art approaches are shown in Table 1.4.

The use of molecular technology in particular has revo-
lutionized biological detection capabilities. The polymerase
chain reaction based technique allows for detection of an
organism’s DNA at the nanogram level (Figure 1.8). Se-
quence analysis using PCR and computer searches allows for
enhanced identification of new microbes.

Overall, the advent of these new supersensitive tech-
nologies allows us to reexamine the question of “How clean
is clean?” Environmental samples that were analyzed
decades ago and found to contain no detectable heavy metals
were considered pristine. Using today’s technology allows
for quantification of metal concentrations, albeit at ex-
tremely low levels. Perhaps the real question is not “Are the
samples pristine,” but “Are they pristine enough?”

1.6 THE RISK BASED APPROACH TO
POLLUTION SCIENCE

Risk assessment is an integral part of pollution science and
is covered in detail in Chapter 14. Its importance lies in the
fact that it provides a quantifiable answer to the question “Is
this polluted site safe?” Throughout this text where
appropriate, we evaluate two types of risk assessment:
health-based risks and ecological risks. The former focuses
on human health, whereas the latter focuses on potential
detrimental effects to parts of the environment or the entire
environment.

Regardless of the focus, the risk assessment process
consists of four basic steps (Information Box 1.4).
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TABLE 1.4 State-of-the-art approaches to the monitoring of microbial properties

and activities.

TECHNIQUE

FUNCTION

I.  Microbial
Epifluorescent microscopy
Electron microscopy
Confocal scanning microscopy

II. Physiological
Carbon respiration
Radiolabeled tracers
Enzyme assays

III. Immunological
Immunoassays
Immunocytochemical assays
Immunoprecipitation assays

IV. Nucleic Acid Based
Polymerase chain reaction (PCR)
Reverse transcriptase (RT-PCR)
Gene probes
Denaturing gradient gel electrophoresis
Plasmid profile analysis

Detection of specific microbes
Magnification up to 10°
3-D images

Heterotrophic activity
Degradation of specific compounds
Specific microbial transformations

Detection of specific microbes
Location of specific antigens
Semi-quantitative determination of antigens

Detection of genes or specific microbes
Detection of mRNA or viruses
Detection of genes

Microbial diversity changes

Unique microbial functions

From Environmental Monitoring and Characterization © 2004. Elsevier Academic Press, San Diego.

Figure 1.8 (a) An automated PCR thermalcycler that is used
to amplify target DNA. (b) A gel stained with ethidium bro-

mide. From Pollution Science © 1996, Academic Press, San Diego, CA.
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INFORMATION BOX 1.4

The Risk Assessment Process

Hazard identification—Defining the hazard and nature
of the harm; for example, identifying a chemical
contaminant, such as lead or carbon tetrachloride, and
documenting its toxic effects on humans.

Exposure assessment—Determining the concentration
of a contaminating agent in the environment and
estimating its rate of intake in target organisms; for
example, finding the concentration of aflatoxin in peanut
butter and determining the dose an “average” person
would receive.

Dose-response assessment—Quantifying the adverse
effects arising from exposure to a hazardous agent based
on the degree of exposure. This assessment is usually
expressed mathematically as a plot showing the response
in living organisms to increasing doses of the agent.

Risk characterization—Estimating the potential impact
of a hazard based on the severity of its effects and the
amount of exposure.
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Once a given risk has been calculated, informed deci-
sions can be made with respect to the severity of the pollution,
and what should be done about it.

1.7 WASTE MANAGEMENT, SITE
REMEDIATION, AND ECOSYSTEM
RESTORATION

Asnoted above, human activities produce enormous volumes
of waste, much of which ends up in the environment and has
the potential to cause pollution. Improper management of this
waste exacerbates the pollution problem. Thus, significant re-
sources are expended to control and treat this waste. These
methods will be discussed in Part 5 of the book.

Once a site becomes contaminated with hazardous
pollutants and is judged to pose a risk to human health or
the environment, it must be cleaned up or remediated. Re-
mediation of contaminated sites has become a major activ-
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Soil is a heterogeneous medium. Photo courtesy K.L. Josephson.
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2.1 SOIL AND SUBSURFACE
ENVIRONMENTS

The human environment is located at the earth’s surface and
is heavily dependent on the soil/water/atmosphere contin-
uum. Ultimately this continuum moderates all of our activi-
ties, and the physical, chemical, and biological properties of
each component are interactive. The geological zone between
the land surface and subsurface groundwater consists of un-
saturated material and is known as the vadose zone. A subset
of the vadose zone is the near-surface soil environment,
which is in direct contact with both surface water and the at-
mosphere. Since pollutants are often disposed of into surface
soils, the transport of these contaminants into both the atmo-
sphere and groundwater is influenced by the properties of soil
and the vadose zone. In addition, since plants are grown in
surface soils, the potential for uptake of contaminants such as
heavy metals is also controlled by soil properties.

Soil is an intricate, yet durable entity that directly and
indirectly influences our quality of life. Colloquially known
as dirt, soil is taken for granted by most people and yet it is
essential to our daily existence. It is responsible for plant
growth, for the cycling of all nutrients through microbial
transformations, and for maintaining the oxygen/carbon
dioxide balance of the atmosphere; it is also the ultimate site
of disposal for most waste products. Soil is a complex mix-
ture of weathered rock particles, organic residues, water, and
billions of living organisms. It can be as thin as 6 inches, or
it may be hundreds of feet thick. Because soils are derived
from unique sources of parent material under specific envi-
ronmental conditions, no two soils are exactly alike. Hence
there are literally thousands of different kinds of soils just
within the United States. These soils have different proper-
ties that influence the way soils are used optimally.

Soil is the weathered end product of the action of climate
and living organisms on soil parent material with a particular
topography over time. We refer to these factors as the five soil-
forming factors (Information Box 2.1). The biotic compo-
nent consists of both microorganisms and plants. The vadose
zone is the water-unsaturated and generally unweathered
material between ground water and the land surface.

The major difference between a surface soil and a
vadose zone is the fact that the vadose zone parent material
has generally not been modified by climate. A model of a

INFORMATION BOX 2.1

The Five Soil-forming Factors

- Parent material

- Climate

- Organisms (plants and microbes)
- Topography

- Time

No
spontaneous
water
movement

Scale can range from 10 to 100’s of meters

Water table --!--1'

-
d Spontaneous
water

movement

"' Satu rated zone -

Figure 2.1 Cross section of the subsurface showing surface
soil, vadose zone, and saturated zone. Adapted from Environmental
Microbiology © 2000, Academic Press, San Diego, CA.

cross section of a typical subsurface environment is shown in
Figure 2.1.

There are several parameters of soil that vitally affect
the transport and fate of environmental pollutants. We will
now discuss these parameters while providing an overview
of soil as a natural body as it affects pollution.

2.2 SOLID PHASE

2.2.1 Soil Profiles

The process of soil formation generates different horizontal
layers, or soil horizons, that are characteristic of that partic-
ular soil. It is the number, nature, and extent of these hori-
zons that give a particular soil its unique character. A typical
soil profile is illustrated in Figure 2.2. Generally, soils con-
tain a dark organic-rich layer, designed as the O horizon,
then a lighter colored layer, designated as the A horizon,
where some humified organic matter accumulates. The layer
that underlies the A horizon is called the E horizon because
it is characterized by eluviation, which is the process of
removal or transport of nutrients and inorganics out of the A
horizon. Beneath the E horizon is the B horizon, which is
characterized by illuviation. Illuviation is the deposition of
the substances from the E horizon into the B horizon. Be-
neath the B horizon is the C horizon, which contains the par-
ent material from which the soil was derived. The C horizon
is generally unweathered parent material. Although certain
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An organic horizon
composed primarily
of recognizable or-
ganic material in
various stages of de-
composion.

A Horizon

The surface horizon:
Composed of various
proportions of miner-
al materials and or-
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decomposed beyond
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sulting from intense
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Zone of illuviation:
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by unweathered min-
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parent material from
which the soil was
formed.
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Pine needles in various E
stages of decomposition.

Shallow horizon enriched
with humic materials.

Leached horizon with
less organic matter and
clay than the horizons
above and below it.

Horizon marked by

accumulated clays: some
limestone parent material
present in the lower part.

Native grass residues. A
Moderately deep zone of
built-up humic materials. _
Horizon of heavy clay
accumulation.

Calcareous glacial till

parent material.

Shallow A horizon with a
small amount of organic
material.

Alluvial deposits. The
numbered horizons,
C1-C5, here denote
successive deposition
events that vary signifi-
cantly in mineral compo-
sition and texture.

Figure 2.2 Typical soil profiles illustrating different soil horizons. These horizons develop
under the influence of the five soil-forming factors and result in unique soils. Adapted from

Pollution Science © 1996, Academic Press, San Diego, CA.
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INFORMATION BOX 2.2

Size of the Primary Particle

Sand = 2 mm—0.05 mm
Silt = 0.05—0.002 mm
Clay = <0.002 mm (2 )

diagnostic horizons are common to most soils, not all soils
contain each of these horizons.

2.2.2 Primary Particles and Soil Texture

Soil normally consists of about 95-99% inorganic and 1-5%
organic matter. The primary inorganic material is in turn
composed of three primary particles—sand, silt, and clay—
which are delineated on a size basis (Information Box 2.2).

The differences in the size of the particles are due to the
weathering of the parent rock. Table 2.1 illustrates the size
fractionation of soil constituents including mineral, organic,
and biological constituents. This table also illustrates the ef-
fect of size on specific surface area.

The percentage of sand, silt, and clay in a particular soil
determines its soil texture, which affects many of the
physical and chemical properties of the soil. Various

TABLE 2.1 Size fractionation of soil constituents.

mixtures of the three primary components result in different
textural classes (Figure 2.3). Of the three primary particles,
clay is by far the dominant factor in determining a soil’s
properties. This is because there are more particles of clay
per unit weight, than sand or silt, due to the smaller size of
the clay particles. In addition, the clay particles are the pri-
mary soil particles that have an associated electric charge
(see Chapter 7). The predominance of clay particles explains
why any soil with greater than 35% clay has the term clay in
its textural class. In addition, because increases in soil clay
concentrations results in increased surface area, this also
increases the chemical reactivity of the soil (see Chapter 7).

2.2.3 Soil Structure

The three primary particles do not normally remain as indi-
vidual entities. Rather, they aggregate to form secondary
structures, which occur because microbial gums, polysac-
charides, and other microbial metabolites bind the primary
particles together. In addition, particles can be held together
physically by fungal hyphae and plant roots. These sec-
ondary aggregates, which are known as peds, can be of dif-
ferent sizes and shapes, depending on the particular soil.
Soils with even modest amounts of clay usually have well
defined peds and hence a well-defined soil structure. These
aggregates of primary particles usually remain intact as long
as the soil is not disturbed, for example, by plowing. In

SPECIFIC SURFACE AREA SOIL
Mineral constituents Size Organic and biologic constituents
0.0003 m%/g
Sand 2 mm Organic debris
Primary minerals: quartz,
silicates, carbonates
0.12 m?%/g
Silt 50 pm Organic debris, large microorganisms
Primary minerals: quartz, Fungi
silicates, carbonates Actionomycetes
Bacterial colonies
3m%/g
Granulometric clay 2 pm Amorphous organic matter
Microcrystals of primary minerals Humic substances
Phyllosilicates Biopolymers
Inherited; illite, mica
Transformed: vermiculite,
high-charge smectite
Neoformed; kaolinite, smectite
Oxides and hydroxides
30 m%/g
Fine clay 0.2 pm Small viruses

Swelling clay minerals

Interstratified clay minerals

Low range order crystalline
compounds

From Environmental Microbiology © 2000, Academic Press, San Diego, CA.
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Figure 2.3 A soil textural triangle showing different textural classes in the USDA system. These
textural classes characterize soil with respect to many of their physical properties. From Pollution

Science © 1996, Academic Press, San Diego, CA.

contrast, sandy soils with low amounts of clay generally
have less well defined soil structure.

The phenomenon of soil structure has a profound influ-
ence on the physical properties of the soil. Because its parti-
cles are arranged in secondary aggregates, a certain volume
of the soil include voids that are filled with either soil air or
soil water. Soils in which the structure has many voids
within and between the peds offer favorable environments
for soil organisms and plant roots, both of which require
oxygen and water. Soils with no structure, that is, those con-
sisting of individual primary particles are characterized as
massive. Massive soils have very few (and very small) void
spaces and therefore little room for air or water.

Void spaces are collectively known as pore space,
which is made up of individual pores. These pores allow
movement of air, water, and microorganisms through the soil.
Pores that exist between aggregates are called interaggre-
gate pores, whereas those within the aggregates are termed
intraggregate pores (Figure 2.4). Although the average pore

size is smaller in a clay soil, there are many more pores than
in a sandy soil, and as a result, the total amount of pore space
is larger in a fine-textured (clay) soil than in a coarse-textured
(sandy) soil (Figure 2.5). However, because small pores do
not transmit water as fast as larger pores, a fine-textured soil
will slow the movement of any material moving through it,
including air, water, and microorganisms (see Chapter 6).
Sometimes fine-textured layers of clay known as clay lenses
can be found within volumes of coarser materials resulting in
heterogeneous environments. In this case, water will move
through the coarser material and flow around the clay lens.
This has implications for remediative strategies such as
“pump and treat,” which is used to remove contaminants from
the saturated zone.

Together texture and structure are important factors that
control the movement of water, contaminants and microbes
through soils, and hence affect contaminant transport and fate.

Pore space may also be increased by plant roots,
worms, and small mammals, whose root channels, worm
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{pm to mm in size)

Enlargement
g?["‘!

T

Intraaggregate
pore space

{nm to pm in size)

e >

Aggregate
particle

Pore

Figure 2.4 Pore space. In surface soils, mineral particles are
tightly packed together and even cemented in some cases with
microbial polymers forming soil aggregates. The pore spaces
between individual aggregates are called interaggregate pores
and vary in size from micrometers to millimeters. Aggregates
also contain pores within aggregates that are smaller in size,
ranging from nanometers to micrometers. These are called in-
traggregate pores. From Envir tal Microbiology© 2000, Academic

Press, San Diego, CA.

holes, and burrows create macro openings. These larger
openings can result in significant aeration of surface and
subsurface soils and sediments, as well as preferential flow
of water through the soil.

2.2.4 Cation-Exchange Capacity

The parameter known as cation-exchange capacity (CEC)
arises because of the charge associated with clay particles.
Normally, this is a negative charge that occurs for one of two
reasons:

1. Isomorphic substitution: Clay particles exist as inor-
ganic lattices composed of silicon and aluminum oxides.
Substitution of a divalent magnesium cation (Mg>") for
a trivalent aluminum cation (AI>*) can result in the loss
of one positive charge, which is equivalent to a gain of
one negative charge. Other substitutions can also lead to
increases in negative charge.

Clay texture Loam texture

Number of pores
Number of pores

Coarse

Fine

Coarse

Fine

2. lTonization: Hydroxyl groups (OH) at the edge of the
lattice can ionize, resulting in the formation of negative
charge:

Al—OH=Al—-0" +H"

These are also known as broken-edge bonds. loniza-
tions such as these usually increase as the pH increases, and
are therefore known as pH-dependent charge. The functional
groups of organic matter, such as carboxyl moieties, are also
subject to ionization and can contribute to the total pH-depen-
dent charge. The total amount of negative charge is usually
measured in terms of equivalents of negative charge per 100 g
of soil and is a measure of the potential CEC of the soil. A
milliequivalent (meq) is 1,000™ of an equivalent weight.
Equivalents of chemicals are related to hydrogen, which has a
defined equivalent weight of 1. The equivalent weight of a
chemical is the atomic weight divided by its valence. For
example, the equivalent weight of calcium is 40/2 = 20 g. A
CEC of 15-20 meq per 100 g of soil is considered to be aver-
age, whereas a CEC > 30 is considered high. Note that it is the
clays and organic particles that are negatively charged. Due to
their small particle size, they are collectively called the soil
colloids. The existence of CEC allows the phenomenon of
cation exchange to occur (see Chapter 7).

2.2.5 Soil pH

We define pH as the negative logarithm of the hydrogen ion
concentration:

pH = — log[H"]
Usually, water ionizes to H" and OH™:
HOH <> H* + OH™
The dissociation constant (K.,) is defined as

_[HTTIOH] _ wa i
Keq = [FOH] =10""mol L

Since the concentration of HOH is large relative to that of
H* or OH™, it is normally given the value of 1; therefore

[H][OH ] = 10" mol L

Sand texture

Number of pores

Coarse

Fine

Figure 2.5 Typical pore size distributions for clay, loam, and sand-textured horizons. Note that
the clay-textured material has the smallest average pore size, but the greatest total volume of
pore space. From Environmental Microbiology © 2000, Academic Press, San Diego, CA.



TABLE 2.2 Soil pH regimes.

SOIL pH REGIME
Acidic >5.5
Neutral 6-8
Alkaline >8.5

From Pollution Science © 1996, Academic Press, San Diego, CA.

For a neutral solution
[H']=[OH ]=1Xx10""
and
pH = —log[H"] = = (=7) =7

A pH value of less than 7 indicates acidity, whereas a pH value
greater than 7 indicates alkalinity (or basicity) (Table 2.2).

In areas with high rainfall, basic cations tend to leach
out of the soil profile; moreover, soils developed in these
areas have higher concentrations of organic matter, which
contain acidic components and residues. Thus, such soils
tend to have decreased pH values and are acidic in nature.
Soils in arid areas do not undergo such basic leaching, and
the concentrations of organic matter are lower. In addition,
water tends to evaporate in such areas, allowing salts to
accumulate. These soils are therefore alkaline, with higher
pH values.

Soil pH affects the solubility of chemicals in soils by
influencing the degree of ionization of compounds and their
subsequent overall charge. The extent of ionization is a
function of the pH of the environment and the dissociation
constant (pK) of the compound. Thus, soil pH may be critical
in affecting transport of potential pollutants through the soil
and vadose zone.

2.2.6 Organic Matter

Organic compounds are incorporated into soil at the surface
via plant residues such as leaves or grassy material. These

Plant
Residues
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TABLE 2.3 Major constituents of plant residues.

CONSTITUENT % DRY WEIGHT
Cellulose 15-60
Hemicellulose 10-30
Lignin 5-30
Protein and nucleic acids 2-15
Soluble substances, e.g., sugars 10

From Pollution Science © 1996, Academic Press, San Diego, CA.

organic residues are degraded microbially by soil microorgan-
isms, which utilize the organics as food or microbial substrate.
The main plant constituents, shown in Table 2.3, vary in de-
gree of complexity and ease of breakdown by microbes. In
general, soluble constituents are easily metabolized and break
down rapidly, whereas lignin, for example, is very resistant to
microbial decomposition. The net result of microbial decom-
position is the release of nutrients for microbial or plant
metabolism, as well as the particle breakdown of complex
plant residues. These microbial modified complex residues
are ultimately incorporated into large macromolecules that
form the stable basis of soil organic matter. This stable organic
matrix is slowly metabolized by indigenous soil organisms, a
process that results in about 2% breakdown of the complex
materials annually. Owing to the slow but constant decompo-
sition of the organic matrix and annual fresh additions of plant
residues, an equilibrium is achieved in which the overall
amount of soil organic matter remains constant. In humid ar-
eas with high rainfall, soil organic matter contents can be as
high as 5% on a dry-weight basis. In arid areas with high rates
of decomposition and low inputs of plant residues, values are
usually less than 1%. The formation of soil organic matter is
illustrated in Figure 2.6, and terms used to define soil organic
matter are shown in Table 2.4.

The release of nutrients that occurs as plant residues
degrade has several effects on soil. The enhanced microbial
activity causes an increase in soil structure, which affects
most of the physical properties of soil, such as aeration and
infiltration. The stable humic substances contain many moi-

""J"l
\ }
Microbes / \
Microbial Plant Root
By-Products Exudates

Existing Soil
Organic Matter \

Plant
Roots

Figure 2.6 Schematic representation of the formation of soil organic matter. From Pollution

Science © 1996, Academic Press, San Diego, CA.
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TABLE 2.4 Terms used to define soil organic matter.

TERM

DEFINITION

Organic residues

Soil biomass
Soil organic matter or humus

Humic substances

Nonhumic substances

Undecayed plant and microbial biomass and their partial
decomposition products.

Live microbial biomass.

All soil organic matter, except organic residues and soil
biomass.

High-molecular-weight complex stable macromolecules
with no distinct physical or chemical properties. These
substances are never exactly the same in any two soils
because of variable inputs and environments. This is the
stable backbone of soil organic matter and is degraded
only slowly (2% per year).

Known chemical materials such as amino acids, organic
acids, carbohydrates, or fats. They include all known
biochemical compounds and have distinct physical and
chemical properties. They are normally easily degraded

by microbes.

From Pollution Science © 1996, Academic Press, San Diego, CA.

eties that contribute to the pH-dependent CEC of the soil. In
addition, many of the humic and nonhumic substances can
complex or chelate heavy metals, and sorb organic contami-
nants. This retention affects their availability to plants and
soil microbes as well as their potential for transport into the
subsurface (see Chapter 6).

2.2.7 Vadose Zone—Solid Phase

The vadose zone is defined as the unsaturated environment
that lies between the surface soil and the saturated zone.
Physically, the vadose zone parent material may be very
similar to that of the surface soil above it, except that it is
less weathered and has very low organic matter content. In
terms of texture, vadose zones normally contain larger
rocks and cobbles than surface soils, but still have high
amounts of sand, silt, and clay. The low organic content is
due to the fact that organic material added to surface soils
as vegetative leaf litter is usually degraded within the sur-
face soil. Therefore, the organic carbon content of vadose
zones is usually very low. This leads to oligotrophoic (low
nutrient) conditions. Hence, microbial activity in vadose
zones is normally lower than in surface soils (see also
Chapter 5). This may affect the fate of subsurface organic
contaminants, since there may be decreased rates of
biodegradation (see also Chapter 8).

TABLE 2.5 Characteristics of the soil atmosphere.

2.3 GASEOUS PHASE

2.3.1 Constituents of Soil Atmosphere

Soil and the atmosphere are in direct contact; therefore, most
of the gases found in the atmosphere are also found in the air
phase within the soil (called the soil atmosphere), but at
different concentrations. The main gaseous constituents are
oxygen, carbon dioxide, nitrogen, and other volatile com-
pounds such as hydrogen sulfide or ethylene. The concentra-
tions of oxygen and carbon dioxide in the soil atmosphere are
normally different than in the atmosphere (Table 2.5). This
variable reflects the use of oxygen by aerobic soil organisms
and subsequent release of carbon dioxide. In addition, the
gaseous concentrations in soil are normally regulated by dif-
fusion of oxygen into soil and of carbon dioxide from soil.

2.3.2 Availability of Oxygen and Soil Respiration

The oxygen content of soil is vital for aerobic microorgan-
isms, which utilize oxygen as a terminal electron acceptor
during degradation of organic compounds (see Chapter 8).
Facultative anaerobes can utilize oxygen or combined
forms of oxygen (such as nitrate) as a terminal electron
acceptor. Anaerobes cannot utilize oxygen as an acceptor.
Strict anaerobes are lethally affected by oxygen because they

LOCATION COMPOSITION (% VOLUME BASIS)

Nitrogen (N,) Oxygen (O3) Carbon dioxide (CO,)
Atmosphere 78.1 20.9 0.03
Well-aerated soil surface 78.1 18-20.5 0.3-3
Fine clay or saturated soil >79 ~0-10 Upto 10

From Environmental Microbiology © 2000, Academic Press, San Diego, CA.



do not contain enzymes that can degrade toxic peroxide
radicals. Since microbial degradation of many organic
compounds in soil, including xenobiotics, is carried out by
aerobic organisms, the presence of oxygen in soil is neces-
sary for such decomposition. Oxygen is found dissolved
either in the soil solution or in the soil atmosphere, but soil
oxygen concentrations in solution are much lower than in the
soil atmosphere.

The total amount of pore space depends on soil texture
and soil structure. Soils high in clays have more total pore
space, but smaller pore sizes. In contrast, sandy soils have
larger pore sizes, allowing more rapid water and air move-
ment. In any soil, as the amount of soil structure increases,
the total pore space of the soil increases. Aerobic soil mi-
crobes require both water and oxygen, which are both found
within the pore space. Therefore, the soil moisture content
controls the amount of available oxygen in a soil. In soils
saturated with water, all pores are full of water and the oxy-
gen content is very low. In dry soils, all pores are essentially
full of air, so the soil moisture content is very low. In soils at
field capacity, that is, soils having moderate soil moisture,
both air (oxygen) and moisture are readily available to soil
microbes. In such situations, soil respiration via aerobic
microbial metabolism is normally at a maximum. It is im-
portant to note, however, that low-oxygen concentrations
may exist in certain isolated pore regions, allowing anaero-
bic microsites to exist even in aerobic soils, thereby support-
ing transformation processes carried out by facultative
anaerobes and strict anaerobes. This is an excellent example
of how soil can function as a discontinuous environment of
great diversity.

2.3.3 Gaseous Phase Within the Vadose Zone

Vadose zones generally are primarily aerobic regions.
However, due to the heterogeneous nature of the subsur-
face, anaerobic zones can occur, particularly in clay lenses.
Thus, both aerobic and anaerobic microbial processes may
occur.

At contaminated sites, volatile organic compounds can
be found in the gaseous phase of the vadose zone. For exam-
ple, chlorinated solvents, which are ubiquitous organic con-
taminants (see Chapter 10), are volatile and are often found
in the vadose-zone gaseous phase below hazardous waste
sites. In such cases, soil venting is often used to remove the
contamination (see Chapter 19). The porosity, structure, and
water content of the vadose zone are critical to effective
application of soil venting.

2.4 LIQUID PHASE

Water is, of course, essential for all biological forms of life,
in part because of the unique nature of its structure. The fact
that the oxygen moiety of the molecule is slightly more elec-
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tronegative than the hydrogen counterparts results in a polar
molecule. This polarity, in turn, allows water to hydrogen
bond both to other water molecules and to other polar
molecules. This capacity to bond with almost anything has a
profound influence on biological systems, and it explains
why water is a near-universal solvent. It also explains the hy-
dration of cations and the adsorption of water to soil colloids
(see Chapter 7).

By definition, the vadose zone is unsaturated and con-
tains low moisture content. However, whenever rainfall or
irrigation events occur at the soil surface, some moisture
leaches into the vadose zone. Other avenues by which
moisture can reach the subsurface are through burrowing
animal holes or worm holes, which result in preferential
flow. Even so, significant moisture in the vadose zone is
the exception rather than the rule. Basic properties of water
in both surface and subsurface environments are discussed
in Chapter 3.

2.5 BASIC PHYSICAL PROPERTIES

2.5.1 Bulk Density

Soil bulk density is defined as the ratio of dry mass of solids
to bulk volume of the soil sample:

_MS_ Ms
PN TVt Vg + V,

where:
p, = Soil bulk density [M L]
M; = Dry mass of solid [M]
V, = Volume of solids [L°]
Vw = Volume of water [L]
V. = Volume of air [L?]
V't = Bulk volume of soil [L?]

The bulk volume of soil represents the combined vol-
ume of solids and pore space. In SI units, bulk density is usu-
ally expressed in g cm > or kg m 2. Bulk density is used as
a measure of soil structure. It varies with a change in soil
structure, particularly due to differences in packing. In addi-
tion, in swelling soils, bulk density varies with the water con-
tent. Therefore, it is not a fixed quantity for such soils.

2.5.2 Porosity

Porosity (n) is defined as the ratio of void volume (pore
space) to bulk volume of a soil sample:

\%% \
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where:
n is the total porosity [n]
V, is the volume of voids [L?]
V- is the bulk volume of sample [L*]
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TABLE 2.6 Porosity (n) values of selected porous media.

TYPE OF MATERIAL n (%)
Unconsolidated media

Gravel 20-40
Sand 2040
Silt 25-50
Clay 30-60
Rocks

Karst Limestone 5-30
Sandstone 5-30
Shale 0-10
Fractured crystalline rock 0-20
Dense crystalline rock 0-10

From Environmental Monitoring © 2004, Academic Press, San Diego, CA.

It is dimensionless and described either in percentages with
values ranging from 0 to 100%, or as a fraction where values
range from 0 to 1. The general range of porosity that can be
expected for some typical materials is listed in Table 2.6.

Porosity of a soil sample is determined largely by the
packing arrangement of grains and the grain-size distribu-
tion. Cubic arrangements of uniform spherical grains
provide the ideal porosity with a value of 47.65 %. Rhombo-
hedral packing of similar grains presents the least porosity
with a value of 25.95 %. Because both packings have uni-
formly sized grains, porosity is independent of grain size. If
grain size varies, porosity is dependent on grain size as well
as distribution. Total porosity can be separated into two
types, primary and secondary, as discussed in Section 2.2.3.
The porosity of a soil sample or unconsolidated sediment is
determined as follows. First the bulk volume of the soil sam-
ple is calculated from the size of the sample container. Next,
the soil sample is placed into a beaker containing a known
volume of water. After becoming saturated, the volume of
water displaced by the soil sample is equal to the volume of
solids in the soil sample. The volume of voids is calculated
by subtracting the volume of water displaced from the bulk
volume of the bulk soil sample.

In a saturated soil, porosity is equal to water content,
since all pore spaces are filled with water. In such cases, to-
tal porosity can also be calculated by weighing the saturated
sample, drying it, and then weighing it again. The difference
in mass is equal to the mass of water, which, using a water
density of 1 g cm™3, can be used to calculate the volume of
void spaces. Porosity is then calculated as the ratio of void
volume and total sample volume.

Porosity can also be estimated using the following
equation:

n=1- Ll
Pd
where:

py is the bulk density of soil [M L™3]
and

pq is the particle density of soil [M L ™3]

A value of 2.65 g cm ™ is often used for the latter, based on
silica sand as a primary soil component. Void ratio (e),
which is used in engineering, is the ratio of volume of voids
to volume of solids:
p— Vv
TV,
The relationship between porosity and void ratio is de-
scribed as:
_n
~1—n

€

It is dimensionless. Values of void ratios are typically
less than 1.

2.5.3 Soil Water Content

Soil-water content can be expressed in terms of mass (0 ) or
volume (0 ). Gravimetric (mass) water content is the ratio of
water mass to soil mass, usually expressed as a percentage.
Typically, the mass of dry soil material is considered as the
reference state; thus:

0, % = [(mass wet soil — mass dry soil)/mass dry soil] X 100

Volumetric water content expresses the volume (or
mass, assuming a water density, py, of 1 g cm®) of water
per volume of soil, where the soil volume is comprised of
the solid grains and the pore spaces between the
grains. When the soil is completely saturated with water, 6,
should generally equal the porosity. The relationship
between gravimetric and volumetric water contents is

given by:
Pb
0, = eg [E]

A related term that is often used to quantify the amount
of water associated with a sample of soil is “saturation”, S,
which describes the fraction of the pore volume (void space)
filled with water:
v

Sw:n

2.5.4 Soil Temperature

Soil temperature is often a significant factor especially in
agriculture and land treatment of organic wastes, since
growth of biological systems is influenced by soil tempera-
ture. In addition, soil temperature influences the physical,
chemical, and microbiological processes that take place in
soil. These processes may control the transport and fate of
contaminants in the subsurface environment. The tempera-
ture of the soil zone fluctuates throughout the year in
accordance with the above-ground temperature. Conversely,
the temperature below the upper few meters of the subsur-
face remains relatively constant throughout the year.



QUESTIONS AND PROBLEMS
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1.

The hydrogen ion concentration of the soil solution from a
particular soil is 3 X 107° mol L™!. What is the pH of the soil
solution?

. What is the soil textural class of a soil with 20% sand, 60%

silt, and 20% clay?

. A 100-g sample of a moist soil initially has a moisture content

of 15% on a dry weight basis. What is the new moisture
content if 10 g of water is uniformly mixed into the soil?

REFERENCES AND ADDITIONAL READING

. Which factors within this chapter affect the cation-exchange

capacity (CEC) of a so0il? Explain why.

. Which factors can potentially affect the transport of contami-

nants through soil and vadose zone? Explain why.

. How does soil moisture content affect the activity of aerobic

and anaerobic soil microorganisms?

. Compare and contrast surface soils with the vadose zone.

Maier R.M., Pepper L.L., and Gerba C.P. 2000. Environmental
Microbiology. Academic Press, San Diego, California.
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PHYSICAL-CHEMICAL
CHARACTERISTICS OF WATER
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Apache Reservoir, Arizona. Photo courtesy D. Walker.
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3.1 THE WATERY PLANET

3.1.1 Distribution

Ninety seven per cent of water on the Earth is marine (salt-
water), while only 3% is freshwater (Figure 3.1). With re-
gard to the freshwater, 79% is stored in polar ice caps and
mountain glaciers, 20% is stored in aquifers or soil moisture,
and 1% is surface water (primarily lakes and rivers). An es-
timated 110,000 km? of rain, snow, and ice falls annually on
land surfaces, and this is what replenishes fresh water re-
sources. Possible effects of global warming, combined with
continued increases in human population and economic
development are resulting in critical concern for the future
sustainability of freshwater resources.

The limited supplies of surface waters and groundwa-
ter receive significant amounts of the pollutants generated
by humans. Lakes across the planet have an average reten-
tion time of 100 years, meaning it takes 100 years to re-
place that volume of water. Rivers, on the other hand, have
a much shorter retention time. The relatively long retention
time in lakes highlights the danger of introducing pollutants
that will be present for a long time (i.e., they are “environ-
mentally persistent”). The short retention time in rivers
means that pollutants are transferred rapidly to other areas
such as groundwater or oceans. The retention time of
groundwater is measured in hundreds if not thousands of
years. In the groundwater environment, persistent pollu-
tants may remain intact for extremely long periods because
of constraints to transformation. The characteristics of
groundwater are described in Section 3.10. Pollution of
groundwater and surface water is discussed in Chapters 17
and 18, respectively.

Pollutants in the ocean may be introduced into the food
chain by filter-feeding organisms or possibly may be se-
questered in cold, deep basins where they are resistant to
degradation by natural processes. Much of the world’s pop-
ulation inhabits coastal areas, making oceans especially

Distribution of the World's Water

Figure 3.1 Distribution of the world’s water Courtesy Earth Fo-
rum, Houston Museum of Natural Science (http://earth.rice.
edu/mtpe/hydro/hydrosphere/hot/freshwater/Owater_chart.html)

D.B. Walker, M.L. Brusseau, and K. Fitzsimmons ~ 25

Figure 3.2 The hydrologic cycle. Source: Environment Canada’s

Freshwater Website (www.ec.gc.ca/water), 2004. Reproduced with the
permission of the Minister of Public Works and Government Services,
2006.

vulnerable to pollutants introduced directly or from surface
water and groundwater drainage.

3.1.2 The Hydrologic Cycle

Water covers much more of earth’s surface than does land.
The continual movement of water across the earth due to evap-
oration, condensation, or precipitation is called the hydrologic
cycle (Figure 3.2). The consistency of this cycle has taken mil-
lennia to establish, but can be greatly altered by human activ-
ities including global warming, desertification, or excessive
groundwater pumping. Water, in its constantly changing and
various forms, has been and continues to be an important
factor driving evolutionary processes in all living things.

Evaporating water moderates temperature; clouds and
water vapor protect us from various forms of radiation; and
precipitation spreads water to all regions of the globe, allowing
life to flourish from the highest peaks to the deepest caves. So-
lar energy drives evaporation from open water surfaces as well
as soil and plants. Air currents distribute this vaporized water
around the globe. Cloud formation, condensation, and precipi-
tation are functions of cooling. When vaporized, water cools to
a certain temperature, condensation occurs, and often results in
precipitation to the earth’s surface. Once back on the surface of
the earth, whether on land or water, solar energy then contin-
ues the cycle. The latent heat of water (the energy that is re-
quired or released as water changes states) serves to moderate
global temperatures, maintaining them in a range suitable for
humans and other living organisms.

Some processes involved with the hydrologic cycle aid
in purifying water of the various contaminants accumulated
during its cycling. For instance, precipitation reaching the
soil will allow weak acids absorbed from air to react with
various minerals and neutralize the acids. Suspended sedi-
ments entrained through erosion and runoff will settle out as
the water loses velocity in ponds or lakes. Other solids will
be filtered out as water percolates through soil and vadose
zones and ultimately to an aquifer. Many organic com-
pounds will be degraded by bacteria in soil or sediments.
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Salts and other dissolved solids will be left behind as water
evaporates and returns to a gaseous phase or freezes into a
solid phase (ice). These processes maintained water quality
of varying degrees before human impacts on the environ-
ment; however, the current scale of these impacts often tends
to overwhelm the ability of natural systems to cleanse water
through the hydrologic cycle. Further, we have introduced
many compounds that are resistant to normal removal or
degradation processes (Chapters 16—18).

3.2 UNIQUE PROPERTIES OF WATER

3.2.1 Structure and Polarity

Water is an unusual molecule in that the structure of two hy-
drogen atoms and one oxygen atom provides several charac-
teristics that make it a universal solvent. First is the fact that
the two hydrogen atoms, situated on one side of the oxygen
atom, carry positive charges, while the oxygen atom retains
a negative charge (Figure 3.3).

This induced polarity allows water molecules to attract
both positive and negative ions to the respective poles of the
molecule. It also causes water molecules to attract one an-
other. This contributes to the viscosity of water and to the
alignment that water molecules will take when temperatures
decrease to the point of ice formation. The fact that water be-
comes less dense in its solid state, compared to its liquid state,
is yet another unusual characteristic. Because of this, ice
floats and insulates deeper water. This is critical to maintain-
ing deep bodies of liquid waters on Earth rather than a thin
layer of water on top of an increasingly deep bed of solid ice.

The bipolar nature of water and its attraction to other
polar compounds makes it an easy conduit for the dissolution
and transport for any number of pollutants. Because so many
materials dissolve so completely in water, their removal
from water is often difficult.

Figure 3.3 Structure and charge distribution of water. (http://
faculty.uca.edu/~benw/biol1400/notes32.htm)

3.2.2 Thermal Properties

Water has unique thermal properties that enable it to exist in
three different states: vapor; solid; and liquid under environ-
mentally relevant conditions. Changes in each phase have cer-
tain terminology, depending upon state changes, as described
below:

Condensation: vapor — liquid
Evaporation: liquid — vapor
Freezing: liquid — solid
Melting: solid — liquid
Sublimation: solid — vapor
Frost Formation: vapor — solid

Most liquids contract with decreasing temperature.
This contraction also makes these liquids denser (i.e.,
“heavier) as temperature decreases. Water is unique be-
cause its density increases only down to approximately
4°C, at which point it starts to be come less dense (Figure
3.4). This is important because without this unique prop-
erty, icebergs and other solid forms of water would sink to
the bottom of the ocean, displacing liquid water as they did
so. Also, lakes and ponds would freeze from the bottom up
with the same effect.

The specific heat of water is the amount of energy re-
quired to raise one gram of water, one degree C, and is usually
expressed as joules per gram-degree Celsius (J g~ '°C™").
Specific heat values for the different phases of water are given
below.

PHASE JG tec?
Vapor 2.02
Liquid 4.18
Solid 2.06

The latent heat of fusion is the amount of energy re-
quired to change 1 gram of ice, at its melting point tempera-
ture, to liquid. It is considered “latent” because there is no
temperature change associated with this energy transfer,
only a change in phase. The heat of fusion for water is —333
Jglec!

The energy required for the phase changes of water are
given in Table 3.1.

Earth is unique because it contains the necessary
temperatures and pressures for all three states of water to
exist. Water, under the correct combination of tempera-
ture and pressure, is capable of existing in all three states
(solid, liquid, and vapor) simultaneously and in equilib-
rium. This is referred to as the friple point, where in-
finitesimally small increases or decreases in either pres-
sure or temperature will cause water to be either a liquid,
solid, or gas. Specifically, the triple point of water exists
at a temperature and pressure of 273.16 Kelvin
(0.0098°C) and 611.73 pascals (0.00603 atm) respec-
tively. Figure 3.5 shows that decreasing temperature and
increasing pressure causes water to pass directly from a
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gas to a solid. At pressures higher than the triple point, in-
creasing temperature causes solid water (ice) to transform
into liquid and eventually gas (vapor). Liquid water can-
not exist in pressures lower than the triple point and ice
instantaneously becomes steam with increasing tempera-
ture. This process is known as sublimation.

3.3 MECHANICAL PROPERTIES

3.3.1 Interception, Evaporation,
Infiltration, Runoff

Precipitation in a nonpolluted environment provides a fairly
pure form of water. However, today precipitation may
absorb pollutant gases in the environment to form acid rain
(see also Chapter 23). Precipitation can also pick up fine
particulates that were suspended in the air. As the forms of
precipitation reach the surface, they are likely to fall upon
and be intercepted by various types of vegetation. In many
regions, much of the precipitation may settle in or on trees,
shrubs, or grasses and never actually reach the ground. In
others, the plants may slow the rate of fall of raindrops, break
them into smaller drops, or channel them more gently to the
surface. Interception leads to several factors that impact the
water and its role with later pollution events. First, the water

TABLE 3.1 Phase changes of water.

PROCESS FROM TO ENERGY GAINED OR
LOST(Jg '°C™)
Condensation Vapor Liquid 2500
Deposition Vapor Ice 2833
Evaporation Liquid Vapor —2500
Freezing Liquid Ice 333
Melting Ice Liquid —333
Sublimation Ice Vapor 2833

may evaporate directly from the plant, never reaching the
soil. Second, it may entrain materials settled on the plant
surfaces. Third, by slowing the momentum and reducing the
energy of falling rain, physical impacts on the soil and
resulting erosion may be reduced.

Certain anthropogenic land use practices or natural
events can lead to decreases in interception and subsequent
increases in sediment suspended within water. Often,
sediment may have other pollutants attached to it thereby
polluting the water as well. Certain mining practices, if not
re-vegetated, can result in increased erosion resulting in
contamination of streams. Natural events, such as wildfires,
can also result in substantial erosion and contamination of
downstream areas (see also Chapter 16).

Evaporation of water is another crucial part of the
hydrologic cycle. The rate of evaporation from a body of
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Figure 3.5 Phase diagram of the triple point of water. (http://
www.sv.vt.edu/classes/MSE2094_NoteBook/96ClassProj/pics/trip_pt1)
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Figure 3.6 This satellite image is of the Great Salt Lake in Utah.
This is the largest lake in the U.S. west of the Mississippi River
covering some 1,700 square miles. Itis also 3 to 5 times more
saline than the world’s oceans. It is a fishless lake with only the
most saline-tolerant (“halophytic”) organisms capable of surviv-
ing. The largest organisms inhabiting its waters are species of
brine shrimp and brine flies. (http://ut.water.usgs/gov/greatsaltlake/)

water, or mass of soil, is a function of the relative humidity,
temperature, and wind speed. An important subcomponent
of evaporation is transpiration, the active transport and
evaporation of water from plants. Plants transport nutrients
in an aqueous solution and then dispose of the water through
their leaves by evaporation. As water evaporates, it leaves a
concentrated amount of compounds that were formerly dis-
solved in that water. This applies to nutrients left in plants,
as well as to pollutants that were introduced with the water.

Water that is not contained in oceans is often referred to
as “freshwater,” implying that it is not saline. This is not
always the case, and some inland waters can be much more
saline than the world’s oceans. This is especially true in arid
environments or enclosed basins that have limited or no
drainage. Often, salinity in inland waters reaches such high
levels that it supports little, if any, life. Salinity in inland
waters, and in the world’s oceans, is largely a result of evap-
oration. As water is vaporized and once again enters the
hydrologic cycle, salts accumulate on the earth’s surface,
and in lieu of adequate dilution and flushing, can often make
water increasingly saline (Figure 3.6).

Precipitation that reaches the soil surface either infiltrates
the ground or runs off the surface. Human uses of water also
deliver enormous amounts of water onto soils or human-made
structures that can either infiltrate or contribute to run-off.

This is a major source of pollutants introduced into the envi-
ronment. The infiltration rate of water into the ground is an im-
portant measure used to determine how foundations and sewer
systems are designed, how irrigation water should be applied,
and how pollutants may migrate to a water supply.

How water runs off of surfaces is also a matter of inter-
est to hydrology, fisheries, aquatic biology, and pollution
science. Not only are pollutants entrained in flowing water,
but erosion and flooding can also occur. Studies of run off
and surface flow focus upon the amounts of soil and pollu-
tants that are transported and their eventual fate as they
arrive into lakes or streams.

3.4 THE UNIVERSAL SOLVENT

One of the most unique properties of water is its ability to
dissolve other substances. It is this ability that can lead to
large-scale landscape transformations (Figure 3.7), and the
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Figure 3.7 The Grand Canyon of the Colorado River was
formed by the dissolution and erosion of material over eons.
Historically, most of this material was deposited in the Gulf of
California. With the construction of large dams along the course
of the Colorado River, most of this material is now deposited in
storage reservoirs. (http://www.kaibab.org/tr961/1g961110.jpg)



TABLE 3.2 Examples of typical concentrations of
solutes in water.

Percent parts per hundred 10?
Milligram mg L~} parts per million 10°
Microgram pg L1 parts per billion 10°
Nanogram ngL™! parts per trillion 102

ability to carry contaminants relatively long distances. If it
were not for the various substances dissolved in water, an
organism’s cells would quickly be deprived of essential
nutrients, salts, and gasses, leading to eventual death. The
dissolution of materials in water has shaped the nature of all
living creatures on the planet.

3.4.1 Concentration Terminology

It is important to quantify the amount of material dissolved in
water. Quantification require a range of values so that we can
determine high versus low concentrations for a given con-
stituent. The values are always expressed as a ratio of solute
to water (Table 3.2). The importance of very small concen-
trations should never be underestimated. This is especially
true in toxicological studies where very small concentrations
can lead to toxic impacts on organisms (Chapter 13).

There are two major expressions in concentration ter-
minology.

—  Mass/mass. An example would be parts per million
(ppm), which equals parts of solution/parts of material
X 10°.

—  Mass/volume. An example would be milligrams/liter
(mg L"), which equals milligrams of dissolved
solid(s)/liter of solution.

Most of the time, mg L™ and ppm will be the same
number. Their relationship is that the specific gravity of so-
lution X ppm = mg L~'. Note that this same relationship
holds true when using other concentrations such as parts per
billion (ppb) and g L~" or parts per trillion and ng L™".

EXAMPLE CALCULATION 3.1

Using Concentration

Knowing the concentrations of constituents in water has
many utilitarian uses. For example, a farmer may want to
know how much salt will accumulate in the soil on his prop-
erty when using water where both sodium (Na) and chloride
(Cl) concentrations are known.

 Suppose the water contained 35 ppm Cl and 23 pm Na
(i.e., 58 ppm NaCl).

* How many pounds of Na, Cl, and NaCl are contained in
an acre foot of water? (1 acre foot = 1 acre of land with a
water depth of 1 foot).
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To calculate this we assume the following:
+ Water weighs 8.33 pounds ™' gallon.

* There are 7.5 gallons ft—> and this therefore weighs 62.43
pounds.

« One acre foot = 43,560 ft>

+ So, 43,560 ft* X 62.42 pounds ft > = 2,718,144 pounds
of solution.

* Therefore, 2,718,144 X 0.000023 (or 23 ppm) = 62.5
pounds of Na and 2,718,144 X 0.000035 (or 35 ppm) =
95.1 pounds of Cl.

* 62.5 (Na)+ 95.1 (Cl) = 157.7 pounds of NaCl.

Now that the farmer knows how much is in one acre foot,
if the rate of water flow onto his crops is known, he can
calculate an accumulation rate. For instance, let’s say the
farmer wants to know how many tons day ™' and tons year ™'
of NaCl flow onto his crops and into his soil if the flow is
held constant at 2 ft> second ™! (commonly written as cfs for
“cubic feet per second”).

+ 2.0 cfs 3600 sec hour™! X 24 hr day ™! X 62.4 pounds ft >
X 0.000058 (58 ppm) = 625 pounds NaCl day .

+ 2000 pounds ton~ ! divided by 625 pounds = 0.313 tons
NaCl day .

+ 0.313 tons/day X 365 days/year = 114 tons NaCl year .

3.4.2. Oxygen and Other Gases in Water

Just like terrestrial counterparts, aquatic organisms (other
than anaerobic microbes) need dissolved oxygen and other
gases in order to survive. Additionally, the world’s oceans
“absorb” an estimated '/ to /5 of carbon dioxide emitted by
human activity. If it were not for the ocean’s ability to absorb
carbon dioxide, an important greenhouse gas, global warm-
ing would proceed at an unprecedented rate (see also Chap-
ter 24). The amount of gas that an aqueous solution can hold
is dependent upon several variables, the most important of
which is atmospheric pressure. Simply stated, increasing

INFORMATION BOX 3.1

Examples of Why Small Numbers are Important

* An AIDS virus is only 10~ % meters in size, or 0.00001
mm, yet it only takes one virus to have potentially
devastating effects on the human immune system.

* From Science, 20 February 1991:

“In the end, after all the antibaryons had been consumed,
one odd baryon out of 10 billion was left over. It was this
tiny remnant that gave rise to all the planets, stars, and
galaxies.”
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Figure 3.8 The solubility of oxygen in water under different
atmospheric pressures.

atmospheric pressure causes a greater amount of gas to go
into solution at a given temperature (Figure 3.8). Generally,
increasing water temperature will result in an increased sol-
ubility of gas. This constant is otherwise known as “Henry’s
Law” and is written as:

p=K.c (Eq.3.1)

p = partial pressure of the gas in mmHg
¢ = concentration of gas in mmoles, mL, or mg L' at a
constant temp
K’. = the solubility factor, different for each gas

The constant K. is specific for every gas and solute at
a given temperature (see also Chapter 7). There is a direct,
linear relationship between the partial pressure and the
concentration of gas in solution. For example, if the partial
pressure is increased by '/,, the concentration of gas in
solution is increased by !/, and so on. This is because the
number of collisions of gas molecules on the surface of the
solute (water in this case) is directly proportional to in-
creases or decreases in partial pressure. Since the concentra-
tion: pressure ratio remains the same, we can predict the con-
centration of gas in water under differing partial pressures.
This relationship can be written as:

Concentration] _ Concentration2
Pressurel Pressure2

For example, 1 liter of water under 1 atmosphere of pressure,
will contain 0.0404 grams of oxygen. What will the concen-
tration of oxygen be if the partial pressure is increased to 15
atmospheres?

C1 = 0.0404 g O,/1 liter solution

P1 =1 atm
P2 = 15 atm
c2="7
0404¢0, (2
1 atm 15 atm
C2 = (15 atm) (0.0404 g O, per 1 liter/1 atm)
C2 =0.606 g O,

In any body of water, there are sources and sinks of
dissolved oxygen. Sources include atmospheric re-aeration
through turbulence; ripples and waves; and dams and
waterfalls. Another potential source of dissolved oxygen is
photosynthesis primarily by algae or submersed aquatic

vegetation. During photosynthesis, plants convert CO, into
oxygen in the process outlined below.

6CO, + 12 H,O + Light Energy

4 C6H1206 + 602 + 6H20 (Eq. 3.2)

All natural waters also have sinks of dissolved oxygen,
which include:

Sediment Oxygen Demand (SOD): Due to decomposition
of organic material deposited on bottom sediments.

Biological Oxygen Demand (BOD): The oxygen required
for cellular respiration by microorganisms.

Chemical Oxygen Demand (COD): The oxygen required
for all organic compounds. Note that BOD is a subset of
COD.

Respiration is the metabolic process by which organic
carbon is oxidized to carbon dioxide and water with a net re-
lease of energy (see also Chapter 5). Aerobic respiration re-
quires, and therefore consumes, oxygen.

CeH 2,06 + 60, — 6CO, + 6H,0 + energy  (Eq. 3.3)

This is, essentially, the opposite of photosynthesis. In
the absence of light, the CO, collected by plants via photo-
synthesis during the day, is released back into the water at
night, resulting in a net loss of dissolved oxygen. Depending
upon the amount of nutrients, algae, and available light, this
often results in large daily fluctuations in dissolved oxygen
levels known as Diel patterns (Figure 3.9).

The implications of dissolved oxygen sinks and sources
on aquatic organisms and overall water quality are crucial in
determining whether or not a river, lake, or stream is polluted
and to what degree. If dissolved oxygen sinks are greater
than sources for extended periods of time, it is safe to assume
some degree of contamination has occurred. Examples of an-
thropogenic wastes that can cause dissolved oxygen impair-
ment of receiving waters are sewage (raw and treated, human
and nonhuman), agricultural runoff, slaughterhouses, and
pulp mills.

3.4.3 Carbon Dioxide in Water

Carbon dioxide only accounts for approximately 0.033% of
the gases in earth’s atmosphere, yet is abundant in surface
water. The biggest reason for the abundance of carbon diox-
ide in water is due to its relatively high solubility; almost 30
times that of oxygen. In the atmosphere, carbon dioxide is re-
leased when fossil fuels are burned for human uses, and as a
result of large worldwide increases in the use of fossil fuels
during the last century or so, the amount of carbon dioxide in
the atmosphere has steadily increased. Carbon dioxide is
currently rising at a rate of approximately 1 mg L™ year™
or about 40% since the beginning of the Industrial Revolu-
tion. Since carbon dioxide is a major greenhouse gas,
changes in global climate may have long-term environmen-
tal consequences (Chapter 24).

At room temperature, carbon dioxide has a solubility in
water of 90 ml® of carbon dioxide per 100 ml® of water.
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Figure 3.9 Diel pattern of temperature and dissolved oxygen in
Rio de Flag, an effluent-dominated stream in Flagstaff, Arizona.
(A) Data was collected every 30 minutes over a 24-hour period
on 08/12/03. (B) Profuse growth of attached algae (“periphy-
ton”) growing in the stream at the time. Photosynthesis and res-
piration by these algae likely contributed to the large swings in
dissolved oxygen levels within the water over the 24-hour period.
Photo courtesy D. Walker.

Carbon dioxide dissociates and exists in several forms in wa-
ter. First, carbon dioxide can simply dissolve into water going
from a gas to an aqueous form. A very small portion of carbon
dioxide (less than 1%) dissolved in water is hydrated to form
carbonic acid, (H,CO;). Equilibrium is then established

between the dissolved carbon dioxide and carbonic acid.
C02 + H20 > H2C03 (Eq. 3.4)

Carbonic acid, a very weak acid, is then dissociated in
two steps.

H2C03 <~ HJr + HCO3_
HCO;™ <> H* + CO5*~

(Eq. 3.5)
(Eq. 3.6)

As carbon dioxide is dissolved in water, equilibrium is
eventually established with the carbonate ion (CO5%~). Car-
bonate, being a largely insoluble anion, then reacts with
cations in the water, causing these cations to precipitate out
of solution. As a result, Ca* and Mg? often precipitate as
carbonates. Calcium carbonate (CaCOs), otherwise known
as limestone, has resulted in large deposits as a result of this
process. As limestone is once again dissolved, carbon diox-
ide is released back into the atmosphere. In addition, several
aquatic organisms, such as corals and shelled creatures such
as clams, oysters, and scallops, are capable of converting the
carbon dioxide in water into calcium carbonate.
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Diel fluctuations in oxygen and pH levels can occur
during the day in waters where photosynthesis is taking
place (see Figure 3.9). Algae and plants convert carbon diox-
ide into carbohydrates to be used in metabolic processes. In
very productive waters, this process can leave bicarbonate or
carbonate in excess, leading to increased pH levels. In the
absence of adequate light for photosynthesis, respiration
predominates, resulting in carbon dioxide once again being
restored to the water resulting in decreased pH levels.

Calcium carbonate, while insoluble at neutral to basic
pH levels, readily dissolves in acidic conditions. In the initial
step, carbonate acts as a base resulting in calcium ions and
carbonic acid. In the next step, carbonic acid is dissociated
releasing carbon dioxide as a gas.

CaCO; + 2 H* — Ca®" + H,COs
H2CO3 > H20 + C02

(Eq. 3.7)
(Eq. 3.8)

Rain is often slightly acidic due to the dissolution of at-
mospheric carbon dioxide. Recently, due to the burning of
fossil fuels, other gases can also be dissolved in rain result-
ing in “acid rain.” Atmospheric pollutants responsible for
acid rain include sulfur dioxide (SO?) and nitrous oxides
(NOy). More than 2/3 of these pollutants come from burning
fossil fuels for electrical power generation, and prevailing
winds can result in acid rain being deposited far from origi-
nal source. Acid rain has far-reaching environmental conse-
quences including acidification of lakes and streams, making
them uninhabitable by aquatic life; extensive damage to
forests, plants, and soil; damage to building materials and
automotive finishes; and human health concerns. However
an amendment to the Clean Air Act, the Acid Rain Pro-
gram, whose goal is to lower electrical power emissions of
the pollutants causing acid rain, shows recent evidence of
success, and lakes, rivers, and streams have responded fa-
vorably (see also Chapters 4 and 23).

In lieu of any anthropogenic acidification of rain or sur-
face water, conditions often exist that can result in the disso-
lution of limestone:

CO, + H,0 + CaCO; <> Ca®>* + 2 HCO3;™  (Eq.3.9)
The remaining reaction is a 3-step process:

CaCO; & Ca?t + COz>~ (Eq. 3.10)

CO, + H,0 <> H,CO; (Eq. 3.11)

H2CO3 + CO327 2 HCO3_ (Eq. 3.12)

This reaction can result in the formation of caves when
naturally acidic rainwater reacts with a subterranean layer of
limestone, dissolving the calcium carbonate and forming
openings. As slightly acidic water reaches the cave ceiling,
the water evaporates and carbon dioxide escapes. It is this
reaction that is responsible for the many elaborate forma-
tions in cave ecosystems (Figure 3.10).

Total alkalinity is the total concentration of bases, usu-
ally carbonate and bicarbonate, in water and is expressed as
mg/L of calcium carbonate. Analytically, total alkalinity is
expressed as the amount of sulfuric acid needed to bring a so-
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Figure 3.10 Cave formation in the Big Room, Carlsbad Caverns
National Park, New Mexico. (http://www.nps.gov/cave/home.htm)

lution to a pH of 4.2. At this pH, the alkalinity in the solution
is “used up,” and any further addition of an acid results in
drastic decreases in pH levels. Total alkalinity, by definition,
is the ability of a water body to neutralize acids. In other
words, it is the “buffering capacity” of a water body, and it
is influenced by the minerals in local soils. In areas of the
northeastern U.S., where parent material contributes little to
the total alkalinity in the water, the cumulative effects of acid
rain have been most devastating and have extirpated aquatic
life from several streams. Mining activity and pulp mills can
also add to reductions in total alkalinity and subsequent
decreases in pH. Stopgap measures in watersheds, lakes, or
streams where alkalinity has been depleted include such
drastic actions as dropping lime from helicopters to increase
the buffering capacity for aquatic life.

3.5 OXIDATION-REDUCTION REACTIONS

Oxidation-reduction reactions involve the transfer of elec-
trons from one atom to another. Oxidation is defined as the
loss of an electron from an atom, and reduction is the gain of
an electron from an atom.

Zn(s) + 2 H" (aq) <> Zn**(aq) + Hy(g) (Eq. 3.13)

In the above example, the oxidation number of Zn has
changed from 0 to +2, producing Zn>", and the oxidation
number of H" has changed from +1 to 0, producing H,,
In this reaction, Zn has been oxidized and H+ has been
reduced. Since Zn(s) was oxidized, it caused the reduction of
H™"(aq) and is therefore the reducing agent. Likewise H* (aq)
caused the oxidation of Zn(s), making H" the oxidizing
agent.

Loss of electrons from one substance must simultane-
ously be accompanied by the gain of electrons from another.
Electrons are neither created nor destroyed in chemical reac-
tions, and we can envision oxidation-reduction pairs. These

oxidation-reduction reactions are often referred to as redox
reactions (see also Chapter 7). Just as the transfer of hydrogen
ions determines the pH of a solution, the transfer of electrons
between species determines the redox potential of an aqueous
solution. Redox potential is also referred to as “ORP” for
oxidation-reduction potential, and is measured in volts or Eh
(1 volt = 1 Eh). ORP specifically measures the tendency for a
solution to either gain or lose electrons when it is subject to
change by the introduction of a new species. A solution with a
higher ORP will have a tendency to gain electrons (i.e., oxi-
dize them) and a solution with a lower ORP will have a
tendency to lose electrons to new species (i.e., reduce them).

Whether a chemical species in solution is oxidized or
reduced has a profound influence on biogeochemical cycling
of metals, nutrients, salts, organic compounds, and so on.
Examples of redox couplings of interest to water quality
include the following (after Cole 1994):

REDOX COUPLE VOLTS DISSOLVED O, (MG/L)
NO;™ to NO, ™ 0.45-0.40 4.0
NO,™ to NO5™ 0.40-0.35 0.4
Fe™ " toFe*™ 0.30-0.20 0.1
SO4~ "toST T 0.10-0.06 0.0

Redox reactions have an effect on bioavailability of
nutrients. For example, iron exists either as particulate and
oxidized ferric (Fe* ™), or the reduced and soluble ferrous
(Fe™ ™). Phosphorous is an essential nutrient for plant and
animal growth and under oxidizing conditions, is bound to
ferric iron forming a ferro-phosphate complex that is bio-
logically unavailable. If pollutants enter into a water body,
dissolved oxygen may be depleted and reducing conditions
prevail. Under these reducing conditions, iron loses its
normally close association with phosphorous, with the lat-
ter becoming biologically available for algal growth some-
times forming noxious, and potentially toxic, blooms.
Reducing conditions often prevail in the bottom of ther-
mally stratified lakes and reservoirs, and phosphorous can
accumulate leading to large growths of algae when the lake
de-stratifies.

Methylation of mercury (addition of CHj3) also relies
upon physical-chemical characteristics such as dissolved
oxygen, pH, and ORP. Mercury is a metal that occurs nat-
urally in the environment and has many different chemical
forms. Methylmercury is the form of mercury that bioaccu-
mulates (increases from one trophic level to the next by
ingestion or absorption) and can cause mercury poisoning
in wildlife and humans. Methylation of mercury can occur
both abiotically and biotically by sulfate-reducing bacteria
(SRB’s) of the genera Desulfovibrio and Desulfotomacu-
lum. SRB’s require anaerobic and reducing conditions in
their environment in order to reduce sulfate to sulfide.
Specifically, they use sulfate as a terminal electron accep-
tor to break down molecular hydrogen or organic matter for
metabolism through the following processes (see also
Chapter 5).

3stO4 + C6H1206 4 6C02 + 6H20 + 3S_2 (Eq. 3.14)



Mercury (Hg) normally binds very tightly to organic
matter. The above process is the method in which mercury
can become de-coupled from organic matter and subse-
quently methylated via methyl transfer from cobalamin
(vitamin B12) to Hg>*.

3.6 LIGHT IN AQUATIC ENVIRONMENTS

Just as in terrestrial systems, light at the water’s surface
marks the beginning of photosynthesis or “primary produc-
tion.” Light is the driving force behind almost all metabolic
processes in aquatic ecosystems. Light carries heat energy to
be used in many chemical and biological processes, and can
simultaneously regulate and/or damage, aquatic biota. Pollu-
tants, especially suspended and dissolved substances, can
have profound effects on both the amount of light available
for photosynthesis and the heat energy needed for these
processes.

3.6.1 Light Energy

Light contains differing amounts of energy, depending upon
frequency and wavelength. Quantum theory states that
electromagnetic energy, such as light, is transmitted in
discrete amounts or “packets” called quanta. A single
quanta (i.e., “quantum”) of electromagnetic energy is also
referred to as a photon, and the energy carried by each
photon is proportional to its frequency. The quantity of
electromagnetic energy flow over time is measured as a rate,
i.e., quanta second ! known as the radiant flux of light.

The arrangement of light based upon differing wave-
lengths, frequencies, and energies is described by spectra.
For example, the spectrum formed by white light contains all
colors and is therefore said to be continuous (Figure 3.11).
Certain biological, chemical, and physical processes occur
only at specific frequencies of spectra, some of which can be
seen with the human eye and several of which cannot. Light
that is divided over a certain range of spectra is divided by
color and measured by its frequency in nanometers.

Light travels at 299,792 km second . It takes approxi-
mately 400 trillion waves of red light at 750 nm to span the
distance light travels every second. It takes almost twice as
many violet waves, at 380 nm, to fill the same volume of a
light second. The amount of radiation emitted by the sun that
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Figure 3.11 Wavelengths of light and associated spectra.
(http://hyperphysics.phy-astr.gsu.edu/hbase/vision/specol.html)
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reaches the earth’s outer atmosphere is 1.94 calories cm ™2

minute ! and is known as the solar constant. The most
common wavelength that makes it to our outer atmosphere is
~480nm.

Light wave frequency and energy are interrelated as ex-
plained by Planck’s equation, which is expressed as:

E=hv (Eq. 3.15)

where:
E is the energy in a photon of light
his Planck’s constant of 6.6255 X 1073* joules
second !
v is the wave frequency

Frequency of a light wave is given by v = ¢/\

where:
c is the speed of light (3 X 10® m/second), and
\ is the wavelength

For example, the frequency of red light (750 nm) is calcu-
lated from

3 %108

_ 4.00 X 10™*
v = — =
7.5 %1077

second ' wavelengths light

Substituting this number into Plancks equation (£ = hv),
26.5 X 1072 joules are contained in a single photon of light.
Compare this with the fact that it takes 6.024 X 10> photons
just to initiate a photosynthetic reaction (otherwise known as
Avogadro’s number). Thus, it can be seen that it takes a large
amount of light energy to perform what we would consider a
simple biological process. Photosynthetically active radiation,
the spectrum of light needed for photosynthesis by most plants,
is approximately 400 to 700 nm. Specific types of chlorophylls
and accessory pigments in plants have narrowed the require-
ments of wavelength ranges. For example, chlorophyll @, a
photosynthesizing pigment common to all algae, absorbs light
in two peaks, 670—680 nm and again at 435 nm.

3.6.2 Light at and Below the Waters Surface

Several processes can affect both the intensity and quality of
light reaching the earth’s surface. One such process is simple
scattering of light by particles in the atmosphere, including
water vapor. Refraction of light occurs when the speed of
light changes going from one medium, such as air, into
another, such as water. Light can also be reflected off of a
water surface due to several factors such as the incident
angle of light, wave height and frequency, or the presence of
ice. Another factor affecting light intensity is absorption due
to the decrease in light energy by its transformation into heat.
Both atmospheric gases and water can cause absorption.

Absorption (i.e., “quenching”) of light entering a body
of water can be quantified using a vertical absorption
coefficient expressed as:

Inl, —Inl,
o nlo =il
z
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where:
1, 1s the natural log of the initial amount of light
entering the water
I, is the natural log of light remaining at any given
depth
z is the thickness of the water in meters

The vertical absorption coefficient is somewhat analogous to
the coefficient of extinction, except that the latter uses the
basel0 logorithm. The vertical coefficient of absorption is
therefore 2.3 times the coefficient of extinction. Another
important variable when considering the fate of light in
water is the total coefficient of absorption, which is the
sum of all factors leading to the intensity (or “extinction’) of
light at any given depth. The total coefficient of absorption
can be expressed as:

L=1_"" 4] _~k4p —k

where:
kw = the coefficient of absorption in pure water
kp = suspended particulate matter
ke = dissolved substances

Note that kp or kc can only be determined after filtration
or centrifugation. The total coefficient of absorption is
different for each body of water and is dependent upon the
amount of dissolved or suspended material in the water. Dis-
solved substances are normally humic or fulvic acids, tan-
nins, lignins, or anything that constitutes colored, dissolved,
organic matter absorbing light strongly at relatively short
wavelengths (e.g., blues and ultraviolet radiation < 500 nm).
Suspended material includes fine clays, and phytoplankton,
which absorb light evenly over the entire spectrum.

In standing water, vertical light penetration can be
roughly estimated using a secchi disk which is standardized,
20-cm diameter, black and white, weighted disk lowered into
the water using a calibrated line. The depth at which the disk
almost, but not quite, disappears is recorded. This is known
as the secchi disk transparency expressed as Zsq. To be
comparable, this has to be done between 10 am and 2 pm on
any given day. Secchi disk depth is often mistakenly used as a
proxy for primary production (the amount of standing algal
biomass) in a water body. In reality there are many other mit-
igating factors besides algae that can cause either increases or
decreases in transparency. The phetic zone is the volume of
water from the surface to where 99% of the light needed for
photosynthesis has been extinguished. A very rough estimate
of photic zone depth is anywhere from 2.7 to 3 times Zg.

3.7 OCEANS

3.7.1 Salts

The oceans are saline due to the constant input of dissolved
salts leached from rocks and soils on land surfaces. These dis-
solved solids consist of many salts including sodium, calcium,
and magnesium salts. There are several common methods of

determining total dissolved solids and/or salinity including
electrical conductivity, density, light refraction, silver titra-
tion, and simple evaporation of a known volume. Each of
these methods will provide a result that can be converted to a
percentage, or more commonly parts per thousand, of salinity.
Open ocean seawater will vary from 33 to 35 parts per thou-
sand (ppt), while coastal waters may have less than 1 ppt.

3.7.2 Transport and Accumulation of Pollutants

The oceans tend to become the repository of many pollutants.
Air pollution and water pollution often transport the com-
pounds to the ocean through rain events or runoff. Histori-
cally, one of the most common mindsets was that the “solution
to pollution is dilution.” Over time we have discovered that
even the oceans are not vast enough to handle the volume of
pollutants that can be discharged by human activities. In many
cases, the effects of pollutants are so toxic that even vast dilu-
tion is not effective. In other instances we have found that
filter-feeding organisms bioaccumulate toxic compounds that
ascend food chains and can affect grazers and top carnivores,
as well as humans consuming various seafoods. Mercury in
swordfish and certain sharks is such an example.

3.7.3 Wave Morphology and Currents

Waves and currents move pollutants within surface water.
This is especially critical in marine systems as we attempt to
control and/or track pollution movement. Waves are typically
the result of winds blowing across the surface of a body of
water. As the air friction pushes against the water, small
ripples form. Continued breezes push against the sides of each
ripple providing additional energy. The tops of the ripples may
blow off, forming whitecaps. This releases some of the
energy, but more will continue with the bulk of the water
below. Continued wind energy transferred to the waves can
store enormous amounts of energy. The size of a wave is a
function of the average velocity of the wind, the period of time
it blows, and the distance of open water across which it blows.
The distance over which blowing winds creates waves is
called the fetch. Waves are usually described by the period
(the time between two crests passing the same point), the
wavelength (distance between two crests), and the wave
height (vertical distance between a trough and the next crest).

Waves are important factors in the dispersion of pollu-
tants, especially oil spills. Calm waters facilitate the recov-
ery of oil and other floating pollutants. However, in cases
where it cannot be collected, wave action can break up the
thick mats of oil and spread the material so that bacterial
degradation can break down the organic molecules. It will
also allow the lighter fractions to volatilize.

‘Water motion in the oceans is a function of waves, which
are wind driven, and currents, which are driven by a number
of factors. The most important is the Coriolis effect caused by
the spinning of the earth (see Chapter 4). However, wind,
runoff from rivers, density differences from temperature or
salinity extremes, and tidal fluctuations can all drive currents.



Currents are often compared to the circulatory system of a
living organism. Trade winds will power currents that trans-
port water and its constituents across vast distances along the
surface. Cooling of surface waters in the high latitudes causes
cold, dense water to sink into the depths, where it flows along
the bottom until it upwells in lower latitudes to replace warmer
surface waters that are blown away from coastlines. Tidal
action will also drive currents in local situations.

Currents and waves effectively mix surface waters on a
short time scale. Deep-water currents mix water on a much
longer time scale. Together they effectively spread pollu-
tants to every corner of the ocean. Water motion can be
effectively measured in two ways. If the motion is fairly
consistent in one direction, a current meter can be used to
determine velocity. A more common situation is when water
motion is not consistent, but varies in direction and speed in
three dimensions over short periods of time. In this case, a
better measure is to use a clod card. Clod cards consist of a
block of calcium sulfate that slowly dissolves in water. The
block is mounted on a card stock for easy attachment and
handling. Its rate of dissolution can be measured by record-
ing initial and final dry weights. These are normally used to
compare two or more environments. The clod cards can be
calibrated, if necessary, by placing controls in waters or
tanks with known velocities of water motion.

3.8 LAKES AND RESERVOIRS—THE LENTIC
SYSTEM

Lentic systems are closed ecosystems such as lakes. How-
ever, while lakes and reservoirs are relatively more “closed”
than rivers and streams, they are far from isolated. Although
some lakes and reservoirs have subterranean groundwater
inputs, the majority of water entering them is a result of over-
land flow; therefore, lakes and reservoirs are reflections of
all processes that have occurred in the watershed up to that
point. Both natural and anthropogenic watershed influences
can have profound effects on both water quality for human
use and aquatic communities living within lentic systems.

3.8.1 Lentic Typology

There are several ways to classify lakes and reservoirs: by
origin, ecoregion, shape and size, regimen of mixing, and
stratification. Detail about every different type of lake or
reservoir is beyond the scope of this chapter, and the reader
is instead referred to any of several available limnological
texts. Rather, this section will discuss the differences be-
tween two main types of lentic systems: lakes and reservoirs.

The main difference between lakes and reservoirs is that
the former have natural origins, while the latter are manufac-
tured by humans for anthropogenic needs. Both are lentic
systems and therefore share some common attributes. Lakes
are dominant where glaciers have scoured the landscape, as,
for example, around the Great Lakes. In other cases, tectonic
activity has formed rifts, allowing for the African Rift Lakes,
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or some other depression has been made through natural
causes and there is adequate ground or surface water inputs to
fill these depressions. Reservoirs, on the other hand, are
constructed where lakes are not in abundance and water is
needed for human use. Reservoirs are often found in greater
abundance in arid and semi-arid regions such as in the western
U.S., where large natural lakes are not abundant. The large
number of reservoirs built in arid regions often means sacri-
ficing lotic habitats through either direct impoundment or
some change in water chemistry caused by impoundment.
Endemic aquatic organisms living in streams and rivers of the
western U.S. are among the most endangered species on the
planet due to impoundment of habitat and changes in environ-
mental conditions below large dams.

Some of the major differences between lakes and reser-
voirs are given in Table 3.3. The arrows are either increasing
or decreasing as they relate to either lakes or reservoirs. For
example, lakes generally have a much smaller watershed
area than reservoirs.

3.8.2 Trophic State

Material within lentic systems are generally classified as
either autochthonous or allochthonous in origin. Al-
lochthonous (from the Greek, meaning “other than from the
earth or land itself””) material is everything that has been im-
ported to the lentic system from somewhere else in the wa-
tershed. This material can be thought of in terms of loading.
Autochthonous (from the Greek, meaning “of or from the
earth or land itself”’) material is that which is recycled within
the lake or reservoir. Both sources play a role in a lentic sys-
tem’s trophic state.

The trophic status of a lake or reservoir is largely a
means to communicate the ecological condition of a water
body. Trophic state is based upon the total weight of living
biological material or biomass in a water body at a specific
location and time. Time and location-specific measurements
can be aggregated to produce waterbody-level estimations of
trophic state. Trophic status is not equivalent to primary
production, which is the rate of carbon fixed (usually ex-
pressed as g of C fixed day ' m ™). Trophic state, being a
multidimensional phenomenon, has no single trophic indica-
tor that adequately measures its underlying concept. Com-
bining the major physical, chemical, and biological expres-
sions of trophic state into a single index reduces the

TABLE 3.3 Comparisons of natural lakes and reservoirs.

VARIABLE

Watershed
Area
Maximum
Depth
Mean
Depth
Resident
Time

NATURAL LAKES RESERVOIRS

s R
- = > >
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TABLE 3.4 Trophic categories for lakes and reservoirs.

TROPHIC STATE CHLOROPHYLL A SECCHI DISK TOTALP ATTRIBUTES
(rg/L) DEPTH (m) (rg/L)
<30 <0.95 >8 <6 Oligotrophy: Clear water, dissolved oxygen throughout
the year in the hypolimnion

3040 0.95-2.6 84 6-12 Hypolimnia of shallower lakes may become anoxic

40-50 2.9-7.3 4-2 12-24 Mesotrophy: Water moderately clear; increasing
probability of hypolimnetic anoxia during the
summer.

60-60 7.3-20 2-1 24-48 Eutrophy: Problems with excessive primary production
begin. Anoxic hypolimnia in stratified lakes/
reservoirs.

60-70 20-56 0.5-1 48-96 Cyanobacteria dominate the phytoplankton. Increasing
problems with anoxia.

>70 56-155 0.25-0.5 96-192 Hyper-eutrophy: Primary production limited only by
light. Dense growths of algae and/or aquatic plants.
Increasing prevalence of anoxia throughout the water
column. Fish kills possible.

>80 >155 <0.25 192-384 Few aquatic plants or other forms of life. Sustained

periods of anoxia.

variability associated with individual indicators and pro-
vides a reasonable composite measure of trophic conditions
in a water body.

Several trophic state indices have been devised. The se-
lection of which one to use depends upon several different
chemical and physical parameters. One of the most-used
trophic state indices for lakes is the Carlson’s TSI (Carlson,
1977). Especially important are the nutrients phosphorous
and nitrogen, both essential macronutrients for algal growth
and primary production. Other variables used include mea-
sures of chlorophyll a and secchi disk depth. Chlorophyll a
is a pigment common to all algae and gives a measure of
standing biomass. Phosphorous is often the nutrient that is
most “limiting” in natural waters (although nitrogen limita-
tion also does occur). Carlson’s TSI relies upon three
variables—chlorophyll a, secchi disk depth, and total phos-
phorous—to determine trophic status of any water body that
is phosphorous-limited. In the broadest sense, trophic status
of a lake or reservoir is often divided into the categories pre-
sented in Table 3.4.

The advantage of a fixed boundary system is its easy
application by managers and technical personnel with only
limited limnological training. However, trophic terminology
has a history of being mis-used. For example, deeming a lake
as eutrophic does not automatically mean it has poor water
quality. Although the concepts of water quality and trophic
state are related, they should not be used interchangeably.
Trophic state is an absolute scale that describes the biologi-
cal condition of a body of water. The trophic scale is a divi-
sion of variables used in the definition of trophic state and is
not subject to change because of the attitude or biases of the
observer. An oligotrophic or a eutrophic lake has attributes
of production that remain constant no matter what the use of
the water or where the lake is located. For the trophic state
terms to have meaning, they must be applicable in any

situation and location, while keeping in mind that trophic
status is just one of several aspects of the biology of the wa-
ter body in question. Water quality, on the other hand, is a
term used to describe the condition of a water body in rela-
tion to human needs or values. Quality is not an absolute; the
terms “good” or “poor” water quality only have meaning rel-
ative to the attitude of the user. An oligotrophic lake might
have “good” water quality for swimming, but have “poor”
water quality for fishing. Confusion can ensue when trophic
state is used to infer water quality.

3.8.3 Density and Layering

As light enters the water, different wavelengths are
quenched exponentially (see 3.6.2). Wavelengths in the 620-
to 740-nm range are absorbed first. This range also contains
those wavelengths of light that carry the most amount of
heat energy. The relative density of water is temperature-
dependent. Water becomes increasingly dense down to about
4°C, at which point it becomes less dense (see 3.2.2). Thus,
differential heating leads to differential vertical layering of
the water column usually beginning in spring and early
summer. The definitions of the various layers are given in
Information Box 3.2. An example of thermal stratification in
a lake is presented in Figure 3.12.

Interaction between the epilimnion and hypolimnion
often results in the formation of autochthonous feedback
mechanisms. In almost every case, anoxia within the hy-
polimnion mirrors epilimnetic production so that increases
in trophic state result in increased hypolimnetic anoxia.
Prolonged anoxia within the hypolimnion often results in the
prevalence of reducing conditions (see Section 3.5). Under
these reducing conditions, nutrients that would otherwise be
bound to material within sediments become unbound and
once again available for biological uptake. The density



INFORMATION BOX 3.2

Stratification of Lakes and Reservoirs

The uppermost layer is called the epilimnion, and is
characterized by relatively warm water where most
photosynthesis occurs. Depending upon environmental
conditions, it is more oxygenated than layers below it.
The middle layer is called the metalimnion and contains
an area known as the thermocline. The thermocline is that
area within the water column where the temperature
gradient is the steepest. The metalimnion is that region
surrounding the thermocline where the temperature gra-
dient is steep compared to the upper and bottom layers.
Due to the temperature gradient becoming increasingly
steep within a correspondingly smaller volume of water,
the thermocline becomes an infinitesimally small plane,
whereas the metalimnion is a larger region encompass-
ing the mean of the greatest rate of change. The hy-
polimnion is the bottom layer and is colder and denser
than either the epilimnion or metalimnion. When a lake
or reservoir is thermally stratified, the hypolimnion
becomes largely isolated from atmospheric conditions
and is often referred to as being stagnant. Additionally,
the hypolimnion receives organic debris from the epil-
imnion, and as respiring bacteria begin the process of
decomposition of this received material, consumption of
dissolved oxygen (e.g, respiration) usually exceeds either
production of oxygen from photosynthesis or
atmospheric re-aeration. The eplimnion is often referred
to as the trophogenic area of lentic systems, where mix-
ing through wind and wave action as well as photosyn-
thesis exceeds respiration, whereas the hypolimnion is
referred to as the tropholytic region, where organic
material is synthesized and mineralization by bacteria
occurs.

differences between the epilimnion and hypolimnion means
that relatively few of these nutrients are available for uptake
by phytoplankton until the lake or reservoir de-stratifies or
“turns over,” which occurred when the epilimnion cools to a
temperature similar to the hypolimnion (usually during the
fall). Algal “blooms” or sudden increases in biomass of al-
gae are common during this time.

Recycling of nutrients through the thermocline from
the hypolimnion to the trophogenic epilimnion does occur,
although this is relatively small compared to overall nutri-
ent levels within the hypolimnion. Increases in algal
biomass means that more organic material is available for
transport back through the thermocline into the hy-
polimnion, adding to anoxia and the potential release of
more nutrients from sediments, so that a positive feedback
loop is established. This autochthonous cycling of nutrients
can keep a lake or reservoir locked into a eutrophic state
even after other sources of pollutants from the watershed
have been reduced.
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Figure 3.12 Thermal stratification in Lake Pleasant, Arizona.
Data collected on 08/05/2003. The upper graph plots depth and
temperature and the bottom graph depth and dissolved oxygen.

3.9 STREAMS AND RIVERS—THE LOTIC
SYSTEM

Lotic systems consist of running water such as rivers or
streams and are the great transporter of material to oceans,
lakes, and reservoirs. Rivers and streams are also vulnerable
to both natural and anthropogenic sources of pollution, and
have a history of being used and misused.

3.9.1 Stream Morphometry

Stream morphometry was initiated by R.E. Horton and A.E.
Strahler in the 1940s and 50s to find suites of holistic stream
properties from the measurement of various attributes. This
was designed to allow some type of classification system
that could be used as a communicative tool for hydrologists
(Figure 3.13).

The original idea was to develop a hierarchical classifi-
cation system of stream segments. These segments were
ordered numerically from headwaters so that individual
tributaries at the headwaters were given the order of “1.”
The joining of two 1% order streams were given the order of
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Figure 3.13 Example of stream ordering. Notice that it takes 2
stream orders of the same magnitude to increase downstream
ranking. For example, the confluence of a 2" order and a 1**
order stream does not equal a third order, but the joining of
two 2" order streams does. (http://www.cotf.edu/ete/modules/
waterq/streamorder.html)

“2” and the joining of two 2" order streams, the order of 3,”
and so on.

Horton found that the ratio between number of stream
segments in one order and the next was consistently around
three. This is called the bifurcation ratio. This ratio has
also been discovered in the rooting system of plants, the
branching structure of woody plants, leaf venation, and the
human circulatory system.

ORDER # OF SEGMENTS BIFURCATION RATIO
1 30 3.0

2 10 :7: 33

3 3 3.0

Horton called this association the Law of Stream
Numbers, which is defined as the “morphometric relationship
observed in the number of stream segments of a particular clas-
sification order in stream order branching.” Horton combined
the information that he obtained to define the Laws of Stream
Lengths and Basin Areas. The Law of Stream Lengths states
that a geometric relationship exists between the numbers of
stream segments in successive stream orders, whereas the Law
of Basin Areas indicates that the mean basin area of succes-
sively ordered streams form a linear relationship.

A quantifiable measure of the morphometry of drainage
networks is drainage density, which is the length of stream
channel per unit area of drainage basin expressed as:

stream length

Drainage density (Dd) = basin area

Drainage density is useful numerical measure of landscape
dissection and runoff potential.

Rivers are often divided into relatively homogenous
units or reaches. A river has distinct chemical, physical,
and biological attributes, depending upon stream order and
overall size of the channel. General physical characteristics
based upon channel size are given in Table 3.5.

3.9.2 Stream Hydraulics

The flow of fluids is generally classified into two types: lam-
inar and turbulent. For laminar flow, which occurs at lower
velocities, the individual fluid (e.g., water) molecules move
uniformly in the direction of the mean gradient, with minimal
mixing. Conversely, at higher velocities, the fluid molecules
do not always move uniformly; instead, they may also cross
the paths of other molecules, mixing and forming eddies. This
is refereed to as turbulent flow. The Reynolds number, a di-
mensionless parameter, is used to characterize conditions for
which flow will be laminar or turbulent.

The volume of water flowing in a stream at a given
time is referred to as the stream discharge. Discharge has
units of volume per time (e.g., cubic meters per second). It
is calculated as: Q = A * v, where Q is discharge, A is
cross-sectional area and v is velocity. The cross-sectional
area of the stream, which has units of length squared, is
controlled by the shape and size of the channel and the
height of water in the channel. This latter term is often re-
ferred to as the stream stage. The velocity (units of length
per time) of water in a stream is controlled by the gradient
(slope) of the stream and roughness of the stream channel
surfaces. Water velocities are generally not uniform across
the stream cross-section. Rather, the highest velocities
typically occur in the center of the channel just below the
surface, and the lowest velocities occur along the channel
surfaces (where friction is greatest).

3.10 GROUNDWATER—WATER IN THE
SUBSURFACE

Water in the subsurface serves as a critical resource for hu-
man consumption, both directly and indirectly (see Chapter
17). Groundwater resources serve as one of the two primary
sources of potable water supply in the world (the other being
surface water). In addition, water in the soil profile supports
plant life, upon which humans are dependent in several
ways. Water is also central to the transport and fate of con-
taminants in the subsurface. We will examine the distribu-
tion and movement of groundwater in this section. The
impact of water flow on transport of contaminants in the sub-
surface is discussed in Chapters 6 and 17.



TABLE 3.5 Properties of stream channels.
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CHANNEL SIZE PHYSICAL CHARACTERISTICS

ORDER

Small
dia.) Dominate the substrate.

Pools form behind rocks or logs (step-pool

formations)
Relatively steep gradients (2° to 20°)

Cobbles (>64 mm dia.) And boulders (>256 mm Low

Banks composed of bedrock, boulders, and roots.

Highly erosional areas.
20-30 m max. width
Dominated by pool-riffle-bar units

Intermediate

Intermediate

Riffles are zones of relatively shallow, rapid flow
Rapids, cascades, and glides (extended riffles) may

be prominent.

Major pool types include backwater (formed from
either obstructions in the main channel or from
periodic flooding of banks), dammed (found
upstream of boulder lies and gravel bars), and

scour (where flow converges past an
obstruction).

Dominated by pool-riffle sequences, bar
formations, and meanders.

Large

Reach gradient largely determined by valley

gradient.

Transport of sediment may increase sinuosity.

High

Sinuosity is defined as river length/valley length.
Braided channels may form when the river can no

longer carry its sediment load.

Increased deposition of sediment in large channels.

Data from: Church, M. (1992). Channel morphology and typology. The Rivers Handbook: Hydrological and
Ecological Principles. P. Callow and G.E. Petts. Oxford, Blackwell Scientific Publications. Vol 1, 126-143.

3.10.1 Water in the Subsurface

We can observe a cross-section of water distribution in the
subsurface by drilling a borehole or excavating a pit. A
schematic of a typical subsurface profile was presented in
Figure 2.1. The vadose zone, also known as the zone of aer-
ation or unsaturated zone, represents a region extending
from near the ground surface to a water table. The water
table is defined as a water surface that is at atmospheric pres-
sure. In the soil and vadose zones, all pores are usually not
filled with water; many pores will also contain air. In such
cases, the porous medium is considered to be unsaturated.
Water pressure in the soil and vadose zones is less than at-
mospheric pressure (P<<0). The thickness of the vadose zone
varies from a meter or less in tropical regions to a few hun-
dred meters in arid regions, depending upon the climate
(e.g., precipitation), soil texture, and vegetation (see also
Chapter 2).

Water stored in the soil and vadose zones is retained by
surface and capillary forces acting against gravitational
forces. Molecular forces hold water in a thin film around soil
grains. Capillary forces hold water in the small pores be-
tween soil grains. Gravity forces are not sufficient to force
this water to percolate downward. Thus, there is very little
movement of water in the vadose zone when water contents
are relatively low. For higher water-content conditions,

some of the water is free to move under the influence of
gravity. When this occurs, water movement would generally
be vertically downward. If this water moves all the way to
the water table, it serves to replenish (or recharge) ground-
water. The capillary fringe is the region above the water
table where water is pulled from the water table by capillary
forces. This zone is also called the tension-saturated zone.
The thickness of this zone is a function of grain-size distri-
bution and varies from a few centimeters in coarse-grained
soils to a few meters in fine-grained soils. The water content
in this zone ranges from saturated to partially saturated, but
fluid pressure acting on the water is less than atmospheric
pressure (P<<0).

The region beneath the water table is called the satu-
rated or phreatic zone. In this zone, all pores are saturated
with water and the water is held under positive pressure.
Because all pores are filled with water, soil-water content is
equal to porosity, except when liquid organic contaminants
are also present in the pore spaces (see Chapter 17). The
water in the saturated zone is usually referred to as ground-
water. Water movement in the saturated zone is generally
horizontal. Specific sections of the saturated zone, particu-
larly those comprised of sands and gravels, are called
aquifers, which are geologic units that store and transmit
significant quantities of groundwater.
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3.10.2 Principles of Subsurface Water Flow

Water at any point in the subsurface possesses energy in
mechanical, thermal, and chemical forms. The energy sta-
tus of water, for example the effort required to move water
from one point to another, is a critical aspect of quantifying
water flow. For groundwater flow, the contributions of
chemical and thermal energies to the total energy of water
are generally relatively minor and thus are usually ignored.
Therefore, we consider water flow through porous media to
be primarily a mechanical process. Fluid flow through
porous media always occurs from regions where energy per
unit mass of fluid (fluid potential) is higher, to regions
where it is lower.

From fluid mechanics, the mechanical energy of water
at any point is composed of the kinetic energy of the fluid,
the potential (or elevation) energy, and the energy of fluid
pressure. For water flow in porous media, kinetic energy is
generally negligible because pore-water velocities are usu-
ally small. Thus, total energy of water is considered to
consist of potential and pressure energies.

The potential or elevation energy results from the
force of gravity acting on the water. In the absence of pres-
sure energy considerations, water always flows from re-
gions of higher elevation potential to lower. This is why
surface water flows “downhill.” Similarly, groundwater
usually flows downward from higher elevations (under-
neath mountain peaks) to lower elevations (underneath the
valley floor).

In the vadose zone, the pressure potential is negative,
indicating that energy is required to “pull” water away from
the soil surfaces and small pores. In the saturated zone, the
pressure potential is positive due to the pressure exerted by

overlying water. The water pressure increases with depth in
the saturated zone. This condition occurs in all water
bodies—including swimming pools—which is manifested
by the increasing pressure one feels on their sinuses and
eardrums, as one swims deeper below the surface.

The energy potentials are commonly expressed in
terms of length to simplify their use. In length terms, the
energy potentials are referred to as “heads.” The total
energy potential head for water is called the hydraulic
head; sometimes, particularly for vadose-zone applica-
tions, it is called the soil-water potential head. The equa-
tion we use to relate the hydraulic head (h) to its two parts,
elevation head (z) and pressure head (V), is: h = ¥ + z.
Each head has a dimension of length (L) and is generally
expressed in meter or feet.

Hydraulic head measurements are essential pieces of
information that are required for characterizing groundwa-
ter flow systems (i.e., direction and magnitude of flow), de-
termining hydraulic properties of aquifers, and evaluating
the influence of pumping on water levels in a region.
Piezometers are used to measure the hydraulic head at dis-
tinct points in saturated regions of the subsurface. A
piezometer is a hollow tube or pipe drilled or forced into a
profile to a specific depth. Water rises inside the tube to a
level corresponding to the pressure head at the terminus.
The level to which water rises in the piezometer with ref-
erence to a datum such as sea level is the hydraulic head
(Figure 3.14).

The relationship between the three head components is
illustrated in a piezometer in Figure 3.14. The value of z
represents the distance between the measurement point in the
profile and a reference datum. Sea level is often taken as

>V

Point of EJ

measurement 4

y,

Ground surface

Sea level

Figure 3.14 Concept of hydraulic head (h), elevation head (z) and pressure head (V)
in a piezometer. The cross-hatched section at the bottoms of the tube (terminus) repre-
sents the screened interval, which allows water to flow into the piezometer. Water level

is denoted by the “VV” symbol. From Yolcubal et al., 2004.
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Figure 3.15 Three hypothetical situations for vertical hydraulic gradient water level is denoted

by the “V” symbol. From Yolcubal et al., 2004.

the reference point where z = 0, although some people use
the elevation of land surface as the reference datum. The
value of W represents the distance between the measurement
point and the water level in the well. The value of h
represents the elevation of water from the reference datum.
This basic hydraulic head relationship is essential to an un-
derstanding of groundwater flow. Water flow in porous me-
dia always occurs from regions in which hydraulic head is
higher to regions in which it is lower.

Water level measurements in a network of production
or monitor wells are used to define the potentiometric (or
water table) surface of regional ground water. Knowledge
of this surface is required to define hydraulic gradients and
flow directions. Data from piezometers terminating in
depth-wise increments provide information about the verti-
cal flow direction of water in saturated regions (Figure
3.15). In the first (left side) diagram, the water level is
uniform, indicating no vertical flow. In the second (middle)
diagram, the water level is highest in the shallowest
piezometer and lowest in the deepest one, indicating
downward flow. The reverse is true for the third (right side)
diagram.

3.10.3 Darcy’s Law

In 1856, a French hydraulic engineer, Henry Darcy, estab-
lished a relationship that bears his name to this day. The
relationship is based on studies of water flow through
columns of sand, similar to the schematic shown in Figure
3.16. In Darcy’s experiment, the column is packed with sand
and plugged on both ends with stoppers. Water is introduced
into the column under pressure through an inlet in the stop-
per and allowed to flow through it until all the pores are fully
saturated with water and inflow and outflow rates are equal.
Water pressures along the flow path are measured by the
manometers installed at the ends of the column.

In his series of experiments, Darcy studied the relation-
ship between flow rate and the head loss between the inlet
and outlet of the column. He found that:

1. The flow rate is proportional to the head loss between
the inlet and outlet of the column:

Qoo (Ha - hb)

The flow rate is inversely proportional to the
length of flow path:

1
00 —
dl

2. The flow rate is proportional to the cross-sectional area
of the column:

04

Mathematically, these experimental results can be writ-
ten as:

Ah
< 37]
where:

O = flow rate or discharge [L* T™]
A= cross-sectional area of the column [L?]
h,, » = hydraulic head [L]
dh = head loss between two measurement points [L]
dl = the distance between the measurement loca-
tions [L]
dh/dl = hydraulic gradient []
K= proportionality constant or hydraulic conduc-
tivity [L T~ ']

_ hy-h
0[5t

We can rewrite Darcy’s Law as:
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Q
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Figure 3.16 Schematic of Darcy’s experimental apparatus (original apparatus was vertically

oriented). From Yolcubal et al., 2004.

where q is called specific discharge or Darcy velocity
with units designated as [L T~ ']. This is an apparent velocity
because Darcy velocity represents the total discharge over
a cross-sectional area of the porous medium. Cross-sectional
area includes both void and solid spaces; however, water flow
occurs only in the connected pore spaces of the cross sectional
area. Therefore, to determine the actual mean water velocity,
specific discharge is divided by the porosity of the porous
medium: v = g/n, where v is the pore-water velocity or aver-
age linear velocity. Pore-water velocity is always greater than
Darcy velocity.

3.10.4 Hydraulic Conductivity

The proportionality constant in Darcy’s law, which is called
hydraulic conductivity (K) or coefficient of permeability,
is a measure of the fluid transmitting capacity of a porous
medium and is expressed as:

kpg
w

K=

where:

k is the intrinsic or specific permeability [L?]

p is the fluid density [M L]

g is the acceleration due to gravity [L T 2]

w is the dynamic viscosity of the fluid [M T~ ! L™']

Hydraulic conductivity has a dimension of velocity [L T~'],
and is usually expressed inm s~ ', cm s~ !, or m day ' in SI
units, or ft s~ !, ft day ', or gal day ' ft 2.

As indicated by the equation above, hydraulic
conductivity depends on properties of both the fluid and
porous medium. The two fluid properties are density and dy-
namic viscosity. Intrinsic permeability is a property that in
most cases depends solely on the physical properties of the
porous medium. This relationship can be illustrated using the
expression called the Hazen approximation:

k= C(d10)2

where:
C is a shape factor [dimensionless]
d is the effective grain diameter [L]

C is a constant that represents the packing geometry, grain
morphology (size and shape), and grain-size distribution of
the porous medium. The value of C ranges between 45 for
clays and 140 for sand. A value of C = 100 is often used as
an average. dy is the diameter for which 10% (by weight) of
the sample has grain diameters smaller than that diameter, as
determined by sieve analysis. The Hazen approximation is
applicable to sand with an effective mean diameter between
0.1 and 3.0 mm. Intrinsic permeability (k) has dimensions of
square feet (ft*), square meter (m?), or square centimeter
(cm?).



As noted above, porous-media properties that control K
include pore size, grain-size distribution, grain geometry,
and packing of grains. Among those properties, the influence
of grain size on K is dramatic, since K is linearly propor-
tional to the square of grain diameter. The larger the grain di-
ameter, the larger is the hydraulic conductivity. For example,
hydraulic conductivity of sands ranges from 10~ * to 10!
cm s~ !, whereas the hydraulic conductivity of clays ranges
from 10™%to 10”7 cm s~ '. The values of saturated hydraulic
conductivity vary by several orders of magnitude, depending
on the material. The range of values of hydraulic conductiv-
ity and intrinsic permeability for different media is illus-
trated in Figure 3.17.

In the vadose zone, hydraulic conductivity is not only a
function of fluid and media properties, but also the soil-water
content (0), and is described by the following equation:

K(8) = K k(6)
where:

K(0) is the unsaturated hydraulic conductivity

K is the saturated hydraulic conductivity

k.(0) is the relative permeability or relative hydraulic
conductivity

Relative permeability is a dimensionless number that
ranges between 0 and 1. The k,(6) term equals 1 when all the
pores are fully saturated with water, and equals 0 when the
porous medium is dry. Unsaturated hydraulic conductivity is
always lower than saturated hydraulic conductivity.

Unsaturated hydraulic conductivity is a function of soil-
water content. As the soil-water content decreases, so does
K(9). In fact, a small drop in the soil-water content of a porous
medium, depending upon its texture, may result in a dramatic
decrease (e.g., 10°,10°) in the unsaturated hydraulic conduc-
tivity. As we discussed earlier, the hydraulic conductivity of
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sands is always greater than that of clays for saturated porous
media. However, in the vadose zone, this relationship may
not always hold true. For example, during drainage of a soil,
larger pores drain first and the residual water remains in the
smaller pores. Since sand has larger pores than clay, it will
lose a greater proportion of water for a given suction. Conse-
quently, at relatively low soil-water contents (high suctions),
most of the pores of a sand will be drained, while many for a
clay will remain saturated. Therefore, the unsaturated hy-
draulic conductivity of a clay unit may become greater than
that of a sand unit at lower soil-water contents.

Hydraulic conductivity is a critical piece of informa-
tion required for evaluating aquifer performance, charac-
terizing contaminated sites for remediation, and determin-
ing the fate and transport of contaminant plumes in
subsurface environments. For example, for water manage-
ment issues, one needs to know the hydraulic conductivity
to calculate the water-transmitting and storage capacities of
the aquifers. For remediation applications, knowledge of K
distribution of contaminated soils is necessary for calculat-
ing plume velocity and travel time, to determine if the
plume may reach a downgradient location of concern. Hy-
draulic conductivity can be measured in the laboratory as
well as in the field. Laboratory measurements are per-
formed on either disturbed or undisturbed samples that are
collected in the field. Laboratory measurements are rela-
tively inexpensive, quick, and easy to make compared to
field measurements. They are often used to obtain an initial
characterization of a site before on-site characterization is
initiated. However, measurements made for a sample rep-
resent that specific volume of media. A single sample will
rarely provide an accurate representation of the field be-
cause of the heterogeneity inherent to the subsurface.
Thus, a large number of samples would usually be required
to characterize the hydraulic conductivity distribution

Sin Sand Gravel
Mixtures of sand, sit, clay atos
1 1 | | 1 | 1 1
b [ b [ 10 10® 10 10
Intrinsic Permeability (cm?)

Figure 3.17 Hydraulic conductivity and permeability at saturation. (Adapted from Klute, A., and
Dirksen, C. [1982] Methods of Soil Analysis. Part |— Physical and mineralogical methods. Soil Science

Society of America, Madison, WI).
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present at the site. Thus, field tests, while more expensive,
are generally preferred to characterize large sites.

3.11 A WATERSHED APPROACH

Strictly defined, a watershed is a bound hydrologic unit where
all drainages flow to a common water source. Referring back
to the section on stream order, we can see that a watershed en-
compasses all stream orders from beginning to end. No matter
where one goes on the earth (excluding the oceans), that per-
son would be in a distinct watershed. Watersheds are usually
delineated by sharp gradients and precipitation or snowmelt
flows along one side of the gradient or the other, depending
upon local topography and natural hydrology.

Increasingly, resource managers are using watersheds
as the unit of measure for management and delineation pur-
poses on a landscape scale. In hydrologic terms, it makes
perfect sense to focus management efforts in these terms, be-
cause a land use activity in one part of a watershed often has
an effect on downstream areas. The more traditional ap-
proach of addressing specific sources of pollution in a spe-
cific area has been successful in addressing problems that are
readily noticeable; however, this approach has met with lim-
ited success in addressing the chronic and subtle stressors
that often contribute to impairment within a watershed. A
watershed framework is better able to capture these subtle
changes over time.

It’s important to understand that watersheds, and the or-
ganisms they contain, pay no attention to human-imposed

QUESTIONS AND PROBLEMS

political boundaries. Natural physical, chemical, and biolog-
ical processes within watersheds provide civilization-
sustaining benefits when functioning properly. Unfortu-
nately, the same civilization to which watersheds provide
these benefits is often the source of impairment and disrup-
tion of natural processes within them. Acknowledging this
fact while understanding that political boundaries do exist is
a necessary prerequisite toward cooperative management of
the world’s most precious natural resource.

While water within watersheds follows the physico-
chemical “laws” previously described in this chapter, water-
shed management is equal parts hydrology and social sci-
ence. Watershed management acknowledges that humans
are a part of, not separated from, watershed processes and
functioning. Watershed management, as a component of
ecosystem management, tries to unify communities, man-
agers, water quality experts, and as many stakeholders as
possible, with the overall goal of increasing or sustaining
water quality over large geographic areas for the common
good of not only affected communities, but also of the wa-
tershed itself.

This ideology is far from revolutionary, and perhaps the
best definition of a watershed was by the geologist, explorer,
and teacher John Wesley Powell, who stated over 100 years
ago that:

“A watershed is that area of land, a bounded hydrologic
system within which all living things are inextricably linked
by their common water course and where, as humans set-
tled, simple logic demanded that they become part of a
community.”

1. A. Determine pressure head (W), elevation head (z), and hy-
draulic head (h) for both wells.

B. Calculate the hydraulic gradient.
C. Does groundwater flow from well #1 to #2, or from #2 to #1?

y 38 Well #2
Well #1

Datum (mean sea level)

The horizontal distance between the wells is 250 meters.
Well 1: The elevation at the ground surface is 100 m;
the measured water level in the well is 40 meters below
the ground surface. The well casing length is 60 m.

Well 2. The elevation at the ground surface is 115 m;
the measured water level in the well is 50 meters below
the ground surface. The well casing length is 80 m.

2. Why is hydraulic conductivity a function of the fluid as well as
the porous medium? Is the conductivity for water greater than or
less than that for air (for a given porous medium)?

3. Water has been described as a universal solvent. Describe three
properties of water that account for its ability to dissolve so
many types of compounds.

4. Describe some physical, chemical, and biological characteris-
tics within the epilimnion and hypolimnion of a thermally strat-
ified lake.

5. For the temperatures and pressures given below, determine if
water will be in a solid, liquid, or gaseous state (or some combi-
nation thereof).

a.219 ATM and 0.0000098°C
b. 100 ATM and 100°C

c. 1 ATM and 373°C

d. 0.006 ATM and 0.01°C
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CHAPTER 4

PHYSICAL-CHEMICAL
CHARACTERISTICS OF
THE ATMOSPHERE
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Wildland fires, such as this one outside of Tucson, Arizona, can contribute particulate pollu-
tants to the atmosphere. Photo courtesy Janick F. Artiola.
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TABLE 4.1 Constant atmospheric components.

By mass and by volume, more than 99% of the atmosphere
is made up of nitrogen (N,), oxygen (O,), and argon (Ar)
gases (Table 4.1). The concentrations of these atmospheric
gases, together with neon (Ne), helium (He), and krypton
(Kr), have probably been constant for many millions of years
and are unlikely to change markedly, either by natural or an-
thropogenic means.

The trace gas concentrations, on the other hand, are
variable. These gases, which are the subject of considerable
concern, are listed in Table 4.2. [Note: Although water vapor
is listed among the variable components, it will not be dis-
cussed here.] We know that all of these gases are affected by
human activities as well as by reactions with the soil, bio-
sphere, and oceans. But how much change in trace gas
concentrations is due to human activity and how much to
lesser-known natural causes is still unclear.

Soils serve as both source and sink for virtually all of
the gases in Table 4.2. Whether soils function as a source
or sink can vary between day and night, with the season,
with water content, with cultivation, with fertilization, and
with the gas being considered, as can the strength of that
function. The oceans and biosphere also fluctuate in their
source/sink behavior. This chapter emphasizes the role of
soils in controlling trace gas concentrations within the
atmosphere.

The concentration! of carbon dioxide (CO,) is about
380 wL L™" as of 2005, which is about 100 pL L™ ! larger
than pre- Industrial Revolution (18th century) concentra-
tions. The CO, concentration decreases by a few parts per
million each summer because of increased photosynthesis
by terrestrial plants. From fall through spring, CO, rises be-
cause of microbial decomposition of organic matter and
plant respiration. The heights of the annual peaks and
valleys are buffered by the less seasonal photosynthesis-
degradation cycle in the oceans. In the southern hemi-
sphere, the CO, peaks and valleys are six months out of
phase with those of the northern hemisphere. The ampli-
tude of the annual CO, variation in the southern hemi-
sphere is also much smaller because the southern land areas
are much smaller and a larger percentage is arid.

We usually attribute the CO, increase to combustion
of fossil fuels. Fossil-fuel carbon burning results in only
about 10% of the CO; annually released by the decomposi-
tion of organic matter in soils and oceans. Other, less quan-
tifiable CO, sources are (1) cultivation of native soils,

! Various units are used to express gas concentrations in the atmosphere.
Here, pL L™ ! and percentages by mass and volume will be used. The unit
wL L™ 'corresponds to the commonly used unit of ppmv (parts per million
by volume). We can also interpret both wL L™ and ppmv as a mol frac-
tion X 10°, or the number of gas molecules (or atoms) of a component gas
in one million air molecules (or atoms) (as we can show through deriva-
tion). For air pollutants and regulatory purposes, a mass per volume unit,
mg m 3, is also used.

GAS PERCENT BY CONCENTRATION
VOLUME OF (pLL™T)
DRY AIR
Nitrogen (N,) 78.1 780,840
Oxygen (O,) 20.9 209,460
Argon (Ar) 0.9 9,340
Neon + helium + krypton 0.002 24

(Ne + He + Kr)

From Pollution Science, © 1996, Academic Press, San Diego, CA.

which converts some of the soil organic matter into CO5;
(2) agricultural plants, which accumulate less biomass car-
bon because they are annuals, are less dense, and have a
shorter growing season than do native plants; and (3) clear-
ing of forests, which decreases biomass carbon. Because
the increase in atmospheric CO, amounts to only about half
of the total amount of CO, produced by fuel consumption
alone, we can infer that the capacity of the biosphere, soils,
and oceans to buffer changes in atmospheric CO, is quite
large. The sinks include increased photosynthesis and
biomass, increased CO, absorption by the oceans, and
probably increased soil organic matter.

Another carbon-based gas is methane (CHy4), whose
major sources are swamps, natural gas seepage, and termite
activity. Methane concentrations in the atmosphere have
been increasing over the past several decades. Hydrogen is
also liberated in small amounts from wetlands.

Nitrous oxide (N,O) and ammonia (NHj3) are released
from and absorbed by soils naturally, and releases of these
gases are higher after fertilization. Nitrous oxide, whose
concentration has also been increasing slowly, is a rather
unreactive gas that has a long residence time (~150 years)
in the atmosphere. Atmospheric ammonia has also been ob-
served in higher concentrations, especially in industrial
regions, where it often takes the form of ammonium sul-
fate. Ammonia reacts rapidly with soils, plants, and the
ocean.

TABLE 4.2 Variable gas concentrations in the atmosphere.

GAS CONCENTRATION (uL L")
Water vapor (H,0O) < 10,000
Carbon dioxide (CO,) 380
Methane (CHy) 1.5
Hydrogen (H,) 0.50
Nitrous oxide (N,0) 0.31
Ozone (O3) 0.02
Carbon monoxide (CO) < 0.05
Ammonia (NH3) 0.004
Nitrogen dioxide (NO,) 0.001
Sulfur dioxide (SO,) 0.001
Nitric oxide (NO) 0.0005

Hydrogen sulfide (H,S) 0.00005

Adapted from Pollution Science, © 1996, Academic Press, San Diego, CA.
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Nitrogen dioxide (NO,), its dimer N,Oy, and nitric ox-
ide (NO) (which are often combined and written as NOy)
are produced by combustion of coal and petroleum, as is
sulfur dioxide (SO,). While sulfur is a constituent of coal
and oil, the nitrogen oxides are by-products of high-tem-
perature furnaces and internal-combustion engines. In addi-
tion, lightning produces NO,. These gases are highly reac-
tive in air: they rapidly oxidize to nitric and sulfuric acid,
which quickly dissolve in water and wash out as acid rain.
These gases are also absorbed directly from the air by
plants and calcareous soils.

Rain is naturally acidic (pH 5-6) because it absorbs at-
mospheric carbon dioxide to form carbonic acid. Rain be-
comes even more acidic as it absorbs SO, and NO, and
forms nitric and sulfuric acids. The effect of this pollutant
absorption is particularly evident in the low pH of rain
downwind of the major industrial centers of North America
and Europe (see Information Box 4.1). The low pH of rain
can have a number of deleterious effects on living organisms
in freshwater and terrestrial ecosystems, as most organisms
do best in a rather narrow range of pH levels (near neutral,
pH 5 to 9). At its worst, acid rain can gradually decrease the
pH of the local water and soil to the point of indirectly killing
many organisms. The strength of the effect of acid rain is de-
pendent on the overall amount of acid deposited and the
buffering capacity (acid-neutralizing capacity) of the soil
and the underlying bedrock. For instance, areas with lime-
stone tend to be less sensitive to acid rain because the lime-
stone reacts with the acids to keep pH levels more neutral.
Large regions of eastern Canada are strongly affected by
acid rain, in part because the parent soil material is granite,
which has very little buffering capacity.

Air pollutants, including SO, and NO,, can be trans-
ported long distances from their sources by wind. Reducing
acid rain requires a regional approach, often including mul-
tiple countries. The U.S. and Canada have joint agreements
on pollutant controls and emissions trading programs. The
United Nations also has developed protocols that are fol-
lowed by many European countries. As a result, recent stud-
ies show that acid deposition has decreased in many parts of

INFORMATION BOX 4.1

Acid Rain Effects on Built Environments

Acid rain can cause significant surface damage to man-
made items such as buildings, metals, and glass (see Fig-
ure 4.1). The Acropolis in Athens, Greece, is a good ex-
ample of an ancient structure that has survived
earthquakes, wars, and time, only to be severely dam-
aged by acid deposition. SO, and sulfuric acid also at-
tack medieval stained glass, which is causing damage at
the Canterbury Cathedral in England and the Chartres
Cathedral in France.

Figure 4.1 Limestone pillar from an old (circa 1200 A.D.)
church in central Paris. Acid rain accelerates weathering of
building materials such as marble and limestone. Photo courtesy
M.A. Crimmins.

North America and Europe due in part to new emissions reg-
ulations over the last 20 years. With this decrease, some re-
gions are showing signs of relatively rapid recovery. Other
areas continue to acidify, perhaps in part because the local
buffering capacity is poor. However, most of the reduced
emissions are in sulfur compounds, with NOy continuing to
contribute to acid deposition. Over 85% of SO, production
in the U.S. in 2002 (see Figure 4.2) was from stationary fuel
combustion (power and industrial plants). About 54% of
NOy production in the U.S. was from transportation, which
is more difficult to control due to the large number of
sources. As newer vehicles with improved catalytic convert-
ers become common, there should be some reduction of NO,
emissions. Finally, some areas of the world, such as China,
are currently undergoing rapid industrialization and are ex-
periencing an increase in acid rain.

On the global scale, carbon monoxide (CO) is not con-
sidered an air pollutant because soil microorganisms adsorb
it relatively rapidly and oxidize it to CO,. In urban areas,
however, carbon monoxide can accumulate during rush hour
traffic. Long-term exposure to low levels of carbon monox-
ide can affect cardiovascular health. Exposure to high levels
of CO is toxic.

To decrease air pollution, regulatory agencies world-
wide have put increasing restrictions on SO,, NOy, and or-
ganic chemical emissions. London, Pittsburgh, Salt Lake
City, Los Angeles, and many other North American and
European cities have already shown obvious improve-
ments. Figure 4.3 illustrates smog in Salt Lake City, Utah,
during the early 1970s, before strict emissions standards
were promulgated. Visibility and air quality in Salt Lake
City has improved because of regulatory restrictions
on emissions. Unfortunately, in other cities, such as
Mexico City, the situation will probably worsen before it
improves.



Ozone (O3) is considered an air pollutant in the lower
atmosphere because it is harmful to plants and humans.
Ozone is produced by the action of ultraviolet (UV) sunlight
on polluted air that contains nitrogen oxides (NO and NO,)
and organic gases such as industrial solvents, fuels, and
partially oxidized hydrocarbons. The ozone concentration
has therefore been adopted by the U.S. Environmental Pro-
tection Agency (EPA) as an index of air pollution.

In the upper atmosphere, ozone is beneficial to life on
Earth in that it absorbs much of the UV fraction of sunlight.
The UV fraction of sunlight can cause skin cancer in humans
and animals and stunt plant growth. A distinctive pollution
problem that increases harmful UV light at the Earth’s sur-
face is the ozone hole, a seasonal (springtime) decrease in
stratospheric ozone measured over the South Pole. The hole
was discovered by British scientists in the 1980s. During the
1980s and 1990s the size of the hole generally increased, but
recent observations indicates that the size is decreasing (see
Figure 23.10).

At higher altitudes, ozone is attacked by chlorine (Cl)
and to a lesser extent by NOy. In the more intense UV of that
region, chlorofluorocarbons (CFCs, such as CCLF,) de-
compose to Cl,, which degrades O; to oxygen. NO, de-
grades O3 as well, but to a lesser extent; N,O at higher alti-
tudes is converted by UV light to NO, (see Section
23.2.4.2).
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Figure 4.2 Sources of SO, and NO, in the U.S. in 2002. Data:
U.S. Environmental Protection Agency.
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Figure 4.3 Smog covers Salt Lake City in July 1972 prior to
increased emissions restrictions. Visibility and air quality have
improved because of regulatory restrictions on emissions.

Photo courtesy U.S. Environmental Protection Agency.

Hydrogen sulfide is a colorless gas that smells like rot-
ten eggs. There are numerous natural sources of hydrogen
sulfide, including thermal springs and swamps. Anthro-
pogenic sources include oil production, pulp and paper mills,
municipal sewer plants and large livestock operations. Since
the odor can be perceived at levels as low as 10 ppb, in low
quantities it can be a nuisance gas. High exposures (>300
ppm) can cause severe respiratory distress, with exposures
over 700-800 ppm usually resulting in death. Hydrogen sul-
fide gas reacts with water vapor to form sulfuric acid, which
can contribute to acid rain.

4.2 PHYSICAL PROPERTIES AND
STRUCTURE

The ability of the atmosphere to accept, disperse, and re-
move pollutants is strongly related to its various physical
and dynamic properties. Atmospheric winds, for example,
determine the pathways and speeds at which pollutants are
transported away from sources such as cars and smoke
stacks. Another physical process, the condensation of water
vapor into rain and fog droplets, scavenges water-soluble
pollutants from the atmosphere, ultimately determining the
rate of their removal. In addition, the vertical variation of
temperature greatly influences atmospheric stability and
hence the turbulent mixing of polluted air with clean air.
Temperature also affects reaction rates between chemical
species, such as those involved in ozone formation in pol-
luted urban environments.

The following sections provide a brief introduction to
the physical and dynamic properties of the atmosphere that
are most relevant to our understanding of air pollution pro-
cesses. The purpose here is to gain an overall understanding
of air density, pressure, wind, water vapor, precipitation, ra-
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diation transfer, and temperature. We will not cover several
important topics concerning the atmosphere, such as large-
scale weather disturbances (e.g., hurricanes) or forecasting
weather conditions for air pollution advisories. Interested
readers should consult more comprehensive textbooks in at-
mospheric science for detailed information. Suggested refer-
ences are listed at the end of this chapter.

4.2.1 Density, Pressure, and Wind

Air is a multicomponent mixture of gaseous molecules and
atoms, which are constantly moving about and undergoing
frequent collisions. The mass and kinetic energy of each of
these moving molecules imparts a force upon collision, which
gives rise to atmospheric pressure. The horizontal variations
of pressure, which result in air flow (winds) across the earth’s
surface, are an important factor in air pollution dispersal.

Pressure is the force per unit area exerted by air
molecules. Usually expressed in units of Newtons per square
meter (N m~2) or Pascals (Pa), pressure is exerted equally in
all directions because molecular scale motion is uniformly
distributed in all directions. Thus, at any height in the atmo-
sphere, pressure is the cumulative force (weight) per unit area
exerted by all molecules above that height. Under static equi-
librium conditions, the weight of the atmosphere pushing
down on an air parcel at any height is exactly balanced by a
pressure gradient force pushing upward. The weight of the at-
mosphere compresses air molecules near the earth’s surface.
In fact, nearly two-thirds of all atmospheric molecules are
contained within a one scale-height distance of about 8.4 km
above the surface. Air density (measured in kg m~*) and pres-
sure are both highest at sea level, with values of about 1.2 kg
m > and 101.3 kPa (1013 mbar) on average, respectively.
From sea level upward, both decrease exponentially with
height, as illustrated in Figure 4.4. At heights greater than
about 60 km, so few molecules (and atoms and ions) are pre-
sent that both density and pressure become almost negligible.

Sea-level pressure varies both temporally and spatially
across the earth’s surface. For example, at any time of day,
the pressure at Seattle, Washington may be several millibars
higher or lower than the pressure at Miami, Florida, even
though both cities are at sea level.

Surface pressure differences (gradients) can result from
several factors, such as variations in the heating of air
molecules by the sun, fluctuations in atmospheric water va-
por and cloud cover, and rotation of the earth. Belts of
semipermanent high (H) and low (L) surface pressure circle
the earth at various latitudes. These belts are a result of the
general circulation of the atmosphere, as illustrated simplis-
tically in Figure 4.5a. Large-scale circulation is composed,
on average, of six main convective cells (three each in the
northern and the southern hemispheres). The two main large
equatorial cells shown in Figure 4.5a are known as Hadley
cells. The six convective cells result primarily from the heat-
ing of the earth’s surface by sunlight. More sunlight is ab-
sorbed per unit area over the equator than at higher latitudes,
thus heated air ascends over the equator and cooler air
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Figure 4.4 Approximate density and pressure variations with
altitude in the earth’s atmosphere.

descends at higher latitudes. If the earth did not spin on its
axis of rotation, there would likely be only one large con-
vective cell in the northern hemisphere and one large cell in
the southern hemisphere—extending between the equator
and the poles. There are six cells instead of two cells, how-
ever, because of the earth’s spin on its axis, which deflects
the winds. The six convective cells shown in Figure 4.5a are
important because they carry heat away from the warm equa-
torial region toward the poles and they transport air pollu-
tants long distances over the earth’s surface.

Low surface pressure results when warm, moist, buoy-
ant air, such as that over the equator, ascends from the earth’s
surface. Moist air rises above the equator because the tem-
perature is relatively high and because moist air, containing
perhaps 2—4% water vapor, is less dense (and lighter) than
dry air. The relatively low molecular weight of water vapor
(18) relative to dry air (29) lowers the average molecular
weight of moist air. The lighter air moves upward and exerts
relatively less pressure at the surface.

Surface flows of moist air associated with the trade
winds converge at the intertropical convergence zone
(ITCZ) near the equator (see Figure 4.5a). As the flows con-
verge from the northern and southern hemispheres, the air is
heated by the equatorial sun and thus rises. As the air rises,
it cools and loses its moisture by condensation and precipi-
tation. At high altitudes the rising air current diverges north-
ward and southward. At subtropical latitudes (about 30 de-
grees north and south), the dry upper-level air flow subsides
(sinks) toward the (mostly) ocean surfaces where it again be-
comes moist and flows back to the ITCZ. The subsiding air
compresses (and thus warms) the atmosphere and increases
pressure. Subsidence may occur at a rate of about 1 km per
day at subtropical latitudes. High pressure is therefore



associated with relatively warm, dry, subsiding air. This pro-
cess has important implications for dispersal of air pollu-
tants.

Surface wind patterns associated with atmospheric cir-
culation are more complex than the simple idealized flow
patterns shown in Figure 4.5. In general, surface winds are
influenced by several forces acting on air masses, including
pressure-gradient (flow from high to low pressure), Coriolis
(deflection of air flow to the right in the northern hemisphere
due to the rotation of the earth), frictional, and centrifugal
forces. In the northern hemisphere, these forces combine to
cause air to flow counterclockwise around low pressure and
clockwise around high pressure.

Flow around low pressure is called cyclonic flow. Flow
around high pressure is termed anti-cyclonic flow. At low
latitudes in the northern hemisphere, prevailing surface
trade winds are generally from northeast to southwest. At
midlatitudes in the northern hemisphere, prevailing surface
winds are generally from southwest to northeast—the west-
erlies shown in Figure 4.5a. At high latitudes over the Arc-
tic, air flow is generally northeast to southwest. Because of
convergence at the ITCZ, winds tend to be light over the
equator.

The surface wind patterns shown in Figure 4.5a are also
illustrated by the black arrows on the world map in Figure
4.5b. Frictional drag between the winds and the ocean sur-
face tends to cause the ocean currents (red arrows in Figure
4.5b) to generally follow the wind patterns. Note for exam-
ple in Figure 4.5b how the westerly winds off the east coast
of North America coincide with the direction of the Gulf
Stream, which brings warm tropical ocean water to northern
Europe. Although the British Islands, for example, are at a
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relatively high latitude range (~ 50 to 60 degrees north), the
Gulf Stream helps moderate the climate there.

The general circulation and resultant spatial pattern of
high and low pressure influence long-range pollutant transport
such as dust (see Figure 4.6). In regions with semipermanent
high pressure features (such as those within the subtropical
high-pressure belt at about 30 degrees latitude), calm, stagnant
conditions often persist for long periods, thereby amplifying
air pollutant concentrations near the surface. For example, air
subsidence associated with high pressure over the eastern Pa-
cific Ocean (see Figure 4.5a) markedly influences air quality
in the coastal cities of California. Similarly, high pressure over
the southwestern United States also adversely affects air qual-
ity in the region, particularly over large urban areas such as
Phoenix, Arizona. Similar high pressures can cause air qual-
ity problems over Cairo, Egypt.

4.2.2 Temperature

Temperature is a measure of the kinetic energy (heat content)
of molecules and atoms. Air temperature affects nearly all
physical, chemical, and biological processes within the earth-
atmosphere system. A good example is the influence it has on
the atmosphere of polluted urban environments, where high
temperature greatly increases the rate of photochemical smog
formation. Furthermore, once smog is formed, it may be dis-
persed upward and downward by buoyancy-generated atmo-
spheric turbulence resulting from temperature (and hence
density) differences between individual air parcels and their
surrounding environment. We can see the effects of buoyancy
on air motion by watching the erratic motion of a helium-
filled balloon once it is released into the atmosphere.

Figure 4.5 (A) General circulation of the earth’s atmosphere showing large-scale convective
cells, predominant surface wind directions, and long-term surface pressure features. H = high
pressure, L = low pressure. Black arrows indicate the direction of surface winds. (B) General
surface wind patterns (black arrows) and ocean currents (red arrows). From Pollution Science, ©

1996, Academic Press, San Diego, CA.
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Low

High

Figure 4.6 A large dust storm moving from east Asia across North America in April 2001.
Note the storm is intense enough to carry aerosol particles from China to northeastern North
America in 11 days. Atmospheric circulation can move air pollutants on a global scale. Data

from the Earth Probe TOMS (Total Ozone Mapping Spectrometer). (Images: U.S. National Aeronautics

and Space Administration)

Air temperature near the earth’s surface varies
markedly over different time scales, ranging from seconds to
years. By midsummer, for example, air temperature at 2 m
above the Sonoran Desert floor in Arizona may vary diur-
nally from about 45°C maximum (at midafternoon) to 20°C
minimum (at dawn). In midwinter the daily variation in the
desert may range about 10-30°C. Temporal variations of air
temperature are caused mainly by varying solar energy input
to the surface.

Air temperature at a given height, say, 2 m, also varies
markedly across the earth’s surface owing to spatial varia-
tions in energy input. Obviously, the lowest temperatures oc-
cur in the polar regions where solar energy input per unit
surface area is small. The highest temperatures occur in low-
latitude deserts, such as the Sahara in Africa, where solar en-
ergy input per unit surface area is very large and little water
is available for evaporative cooling of the ground.

The question of how air temperature changes with
increasing height above the ground is important when con-
sidering how air pollution is dispersed near the ground. To

answer this question, we must recognize that energy ex-
change takes place almost continuously between the surface
and the atmosphere. Some heat exchange occurs by conduc-
tion through a very thin layer of air over the surface; how-
ever, most heat exchange occurs by means of convection,
which is the turbulent exchange caused by buoyancy and
shear stress. Convection becomes increasingly more effi-
cient with increasing height. This increase is due to the de-
creased effect of surface frictional drag at greater heights. At
midday the change in temperature with height above the sur-
face is often very large. Temperature gradients within the
first few millimeters above a hot desert soil surface may be
as high as -1°C per millimeter. Note that a negative temper-
ature gradient means that air temperature decreases with in-
creasing height from the ground surface. Because convection
quickly becomes very efficient in mixing air with increased
height, the temperature gradients within turbulent air rapidly
decrease in magnitude with increasing height. It is important
to remember that air in contact with the earth’s surface dur-
ing daylight hours is generally warmer than air aloft because



of strong surface heating. Thus, air temperature generally
decreases with increased height within the lower part of the
atmosphere during the daytime.

Atmospheric scientists use the term lapse rate to de-
scribe the observed change (generally a decrease) of air tem-
perature with height A7/Az). The lapse rate at a given height
(z, in meters) and location may vary greatly throughout the
day in response to changes in heat flow between the surface
and the atmosphere. At a height of 2 m at midday above a hot
desert soil surface, for example, the lapse rate may range
from about —0.01 to —0.2°C per meter. Within the first few
kilometers of the lower atmosphere however the lapse rate is,
on average, about —0.0065°C per meter.

During the night, however, the situation is generally the
reverse of daytime conditions. The ground surface may
quickly lose energy to space by infrared radiation emission
(see Section 4.2.4) and become relatively cool. This cooling
process also cools the air in direct contact with the surface.
Thus at night, air temperature often increases with increasing
height, typically on the order of 0.1 to 1°C per meter. An air
temperature inversion occurs when temperature increases
with height up to a level (called the inversion height) of
maximum air temperature. Above the inversion height, the
temperature decreases with height. Radiation inversions are
particularly common in the dry desert environment of the
southwestern United States and northeastern Africa, where
nocturnal loss of radiant energy from the ground to space
causes cooling of the air in contact with the ground. Inver-
sions can also occur as a result of subsidence associated with
anti-cyclonic flow, which is also common over the south-
western United States. (These and other causes of inversions
are discussed further in Section 23.4.1.) As discussed in the
following paragraphs, the stable atmospheric conditions as-
sociated with inversions tend to trap pollutants near their
source. The stability of air defines its ability to mix and dis-
perse pollutants. Air can be unstable, stable, or neutral.

Unstable air results in turbulent motion associated with
free convection due to buoyancy within the atmosphere.
Buoyant motion enhances upward penetration of air parcels
into the atmosphere, thus helping to disperse pollutants. Under
unstable conditions, an air parcel that is displaced adiabati-
cally (without heat exchange with its surroundings) upward or
downward a short distance is accelerated away from its initial
position by buoyancy. Air is unstable because the net buoy-
ancy force acting on the parcel accelerates it either upward or
downward, depending upon the temperature (density) differ-
ence between the parcel and its surrounding environment. Un-
stable conditions are prevalent during daytime when convec-
tion carries heat upward from the soil surface.

In stable air, turbulence is suppressed or even absent.
In stable conditions, buoyancy tends to restore an adiabati-
cally displaced parcel to its original height. In other words,
the buoyancy force acts in the direction opposite to the mo-
tion of the displaced parcel. Stable conditions occur most of-
ten at night, when convective heat flow is downward from
the atmosphere to the soil surface.
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Neutral stability means that the buoyancy force is zero
and that a balance exists between gravity (acting downward)
and the pressure gradient force (acting upward) on the par-
cel. The pressure gradient force is the difference between
the pressures at the top and bottom of the parcel divided by
the distance between top and bottom. Thus, under neutral
conditions an air parcel displaced upward or downward from
its initial height remains at its new height unless acted upon
by an external force. Neutral conditions often occur briefly
after sunrise, and before sunset, when convective heat flow
is zero. Cloudy, windy days are also favorable for neutral
stability.

We base the assessment of the pollutant-dispersal abil-
ity of the atmosphere on quantification of the stability of the
atmosphere. Stability is largely determined by the value of
the measured lapse rate A7/Az relative to the adiabatic lapse
rate (I'). The constant I' is defined as the change in the tem-
perature of the air parcel when the parcel is displaced upward
or downward adiabatically from a base height z;, (see Figure
4.7). This change in temperature results from a change in
pressure, as described by the ideal gas law. When the atmo-
sphere is relatively dry, I' is equal to —g/c,,

where:
g is the acceleration due to gravity,
¢, 1s the specific heat of air at constant pressure

The I' thus has a value of about — 0.01°C per meter. This
means that the temperature (7,) of an air parcel adiabatically
lifted from height z;, will decrease by 0.01°C per meter of dis-
placement. Likewise, if the parcel is lowered from z, its tem-
perature will increase by 0.01°C per meter of displacement.

« When AT/Az < T (e.g., — 0.05°C per meter is less than
—0.01°C per meter), the atmosphere is unstable, as shown
in Figure 4.7 (center). 1t is unstable because a parcel adia-
batically displaced upward from its initial position at z, is
always warmer than its surroundings. When it is adiabati-
cally displaced downward, it is cooler than its surround-
ings. Thus, it may be accelerated up or down from z, by the
buoyancy force, causing turbulence.

« When AT/Az > T, conditions are said to be stable (Figure
4.7, bottom). During stable conditions, a parcel adiabati-
cally displaced upward from z, becomes cooler than its
surroundings. When it is displaced downward, it becomes
warmer than its surroundings. Thus, buoyancy restores the
parcel to z,, suppressing turbulent motion.

« When AT7/Az = T, neutral conditions are present (Figure
4.7, top), and the buoyancy force acting on the parcel is
zero at any height.

The criteria for characterizing stability are summarized
as follows:

unstable conditions: AT7/Az <T
stable conditions: AT/Az >T
neutral conditions: A7/Az=T.
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must be applied to move
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Te and no spontaneous
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decreases at a greater
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now less dense than the
air and returns to z,.

At z> z,, Ti < Te since Te
increases with elevation
while T; decreases. The
parcel becomes denser
than the surrounding air

and returns to z,.

Figure 4.7 Air-temperature variations with height during neutral, unstable, and stable conditions.

From Pollution Science, © 1996, Academic Press, San Diego, CA.



4.2.3 Water Vapor and Precipitation

Water vapor is a highly variable part of the atmosphere. In
warm, humid, tropical rain forests, high rates of evaporation
of water from the earth’s surface keep the lower atmosphere
almost continuously saturated. On the other hand, in dry, hot
deserts, there is usually little water to evaporate, and the
amount of water vapor in the atmosphere is almost negligible.

Atmospheric water vapor is characterized by various
parameters, including vapor pressure, relative humidity,
dew point temperature, water vapor density, and specific
humidity. Relative humidity is probably the most familiar.
It is defined as the ratio of the actual vapor pressure to the
saturation vapor pressure of the air, which is solely a func-
tion of air temperature.

Condensation of water vapor into cloud and fog
droplets occurs when air is cooled to saturation at the dew
point temperature. Cooling occurs by various processes,
such as the radiational cooling of the surface at night, the
upward convective movement, advective motion of the at-
mosphere (in which a cold air front displaces warm moist air
upward), and orographic lifting (in which air rises over
mountain ranges).

Precipitation in the form of rain or snow rids the air of
many types of particulate matter and gaseous pollutants.
This removal by scavenging is known as wet deposition.
Pollutants may dissolve directly in the water droplets, or they
may be adsorbed on the droplets. Soluble pollutants include,
among other compounds, dioxides of sulfur and nitrogen.
Removal of these pollutants increases the acidity of precipi-
tation, producing acid rain.

4.2.4 Radiative Transfer

The transfer of energy within the earth-atmosphere system by
electromagnetic radiation (light) is very important for main-
taining the climate of the earth. The energy associated with
electromagnetic radiation is proportional to the wavelength
of the light waves. Shorter wavelength light, such as the vis-
ible light produced by the sun, has higher energy per unit
wavelength than longer wavelength light, such as infrared ra-
diation emitted by the ground and the earth’s atmosphere.

The radiation environment of the earth is largely a
function of three main radiative transfer processes:

1. The flux of radiant energy reaching the earth’s surface
from the sun,

2. The redistribution of the radiant energy between the
ground and the atmosphere,

3. The loss of radiant energy to space.

The overall radiation balance of the earth-atmosphere
system involves absorption, scattering, transmission, and
emission processes, which are described briefly in this section.
Two wavelength intervals of the electromagnetic spectrum are
of primary importance to the overall radiation balance: short-
wave (solar) and longwave radiation. Shortwave consists of
the wavelength interval from about 0.15-3.0 wm. Within this
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portion are the components of ultraviolet (0.15-0.36 pwm),
visible (0.36-0.75 wm), and near infrared (0.75-3 pm) radi-
ation. Shortwave energy is emitted by the sun, which is an al-
most perfect blackbody radiator with a temperature of about
6000 K. A perfect blackbody radiator emits the maximum
possible radiant energy per unit wavelength at a given tem-
perature. Ultraviolet and visible light are the shortwave com-
ponents most significant to the global environment.

On a per-unit-wavelength basis, ultraviolet (UV) is very
high-energy radiation. Fortunately, most of the high-energy
UV wavelengths are selectively absorbed by ozone, oxygen,
and other constituents in the earth’s upper atmosphere. Some
UV, however, reaches the earth’s surface, where it can be
harmful to life and contributes to the production of photo-
chemical smog in the lower atmosphere.

Most shortwave radiation is within the visible portion of
the spectrum. In fact, the wavelength of maximum energy
flux from the sun is at 0.48 pm, which is visible to the human
eye as green light. Most visible light from the sun passes
through clear air without significant loss. Scattering of visi-
ble light by atmospheric molecules, clouds, and aerosols does
occur, however. Visible light reaching the land surface is
either absorbed (about 75%) or reflected (about 25%) by sur-
face matter (e.g., plants, water, and soil). The absorbed radi-
ant energy heats the soil and air and evaporates water. Some
of the absorbed energy is re-emitted back to the atmosphere
in the form of longwave radiation.

Longwave radiation encompasses the spectrum from
about 3.0-100 wm and is emitted by matter within the earth-
atmosphere system. Since terrestrial absolute temperatures are
about 288 K (kelvin) (~15°C), the wavelength of maximum
longwave emission is about 10 wm. Long wave radiation is
commonly referred to as terrestrial or infrared radiation.

The earth’s atmosphere is largely opaque to most of
the longwave spectrum. A window exists, however, be-
tween about 8 and 11 wm that permits escape of a portion
of longwave energy to space. Absorption and re-emission
of longwave energy within the atmosphere occur within the
vibrational energy mode of various molecular species, in-
cluding water vapor, carbon dioxide, nitrous oxide, and
methane. These and a few other species are the well-known
“ereenhouse” gases, and are responsible for the earth’s
greenhouse effect.

Without the warming by the natural greenhouse effect,
the earth surface would be about 33°C colder than its present
mean temperature of about 15°C. There is, however, much
public and scientific concern that an additional 1.4-5.8°C
global warming will occur by the end of this century owing
to gradual accumulation of atmospheric greenhouse gases
from anthropogenic sources.

The major greenhouse gas is water vapor because of
its high concentration relative to the other greenhouse
gases. Dust and aerosol clouds also affect radiative trans-
fer. The enormous Tambora volcanic explosion April
10-11, 1815, on the island of Sumbawa in Indonesia
caused the “year without a summer” in 1816 and crop fail-
ures in the northern hemisphere due to cooling by dust in
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INFORMATION BOX 4.2

Effects of a Large Volcanic Explosion

The Tambora explosion of 1815 is an example of how
dust and aerosols from a volcano can affect the earth’s
climate. The eruption of the Tambora volcano on the is-
land of Sumbawa in Indonesia during April 10-11, 1815,
took the lives of about 92,000 people. It was a
“supercolossal” eruption that rated a 7 out of 8 (8 being
the largest) on the Volcanic Explosive Index scale. It was
the largest volcanic eruption in the past 500 years. The
energy of the eruption (equivalent to about 20,000
MTons of TNT, which is far larger than the largest
nuclear bomb ever detonated (58 MTons TNT)), in-
jected about 150 km? (~36 miles®) of ash and dust
presumably more than 25 km into the stratosphere that
darkened the earth for many days. Dust and aerosols
from the volcano remained suspended in the
atmosphere for several months and ultimately
significantly cooled the earth on average by ~0.7°C by
reflecting sunlight back to space. The cooling led to “the
year without a summer,” causing crop failure throughout
North America and Northern Europe in 1816. The
anomalous cold weather brought snow every month of
the year to New England. The crop failures there may
also have caused an increased migration of people

from the New England states to the new territories in

the Midwest.

the atmosphere (see Information Box 4.2). However, some
volcanos can cause cooling by injecting large amounts of
SO,, in addition to or in place of dust, into the upper at-
mosphere. The 1991 eruption of Mt. Pinatubo is a good ex-
ample (see Figure 4.8).

4.2.5 Lower Atmosphere

Temperature variation with height defines the various layers
of the atmosphere. The major atmospheric layers are shown
in Figure 4.9. The troposphere is the lowest major layer.
Within the troposphere, vertical variation of temperature is
characterized by lapse-rate conditions; thus the troposphere
is generally unstable and well mixed. The troposphere ex-
tends upward from the surface to a height of about 10-15
km, depending upon latitude and season of the year. The tro-
posphere is certainly familiar to us, since it is tropospheric
air that we breathe. Also, most of our weather occurs in the
troposphere, including cloud formation, rain, winds, and
other meteorological processes. The tropopause is the upper
limit of the troposphere, which separates the troposphere
from the stratosphere above.

The atmospheric boundary layer, which is an important
sublayer at the bottom of the troposphere, forms the atmo-
spheric interface between the troposphere and the ground sur-
face. In this region of the atmosphere, airflow patterns are
strongly affected by buoyancy (free convection) and surface

shear forces (forced convection). Within the first few meters
above the ground surface, vertical gradients of air temperature,
wind speed, humidity, and other scalar quantities are often
large and variable with time. These gradients are due mainly to
the temporal variability of energy and mass exchanges (e.g.,
evaporation of water) between the surface and the atmosphere.
The depth of the boundary layer varies over the course of the
day. By midafternoon, rising air from the heated ground may
extend the boundary layer up to the 1 km height. This height is
often referred to as the mixing depth or mixed layer. The tur-
bulent air parcels, often referred to as eddies, undergo eddying
motion. By night however, the atmosphere cools, and the
boundary may shrink to a thickness of only about 0.1 km. Most
of the important atmospheric pollutant transport and transfor-
mations occur within the boundary layer. However, some
chemically stable gases are dispersed upward throughout much
of the troposphere. Some, such as N,O and CFCs, eventually
diffuse upward into the stratosphere.

At the very bottom of the boundary layer, directly
above the earth’s surface, is a sublayer known as the surface

Figure 4.8 A major eruption of Mount Pinatubo, Philippines,
in June 1991. The eruption sent a cloud of ash and gases into
the stratosphere that circled the world multiple times. It is
estimated that the cloud cooled annual temperatures in some
regions by as much as 0.5 °C. Photograph: Karin Jackson, courtesy

of the U.S. Geological Survey.



layer. This sublayer generally extends upward to about one-
tenth of the boundary-layer depth. The properties of the sur-
face layer are most directly affected by surface roughness
and surface heat exchange. Energy and mass fluxes are
nearly constant with height in the surface layer; thus this
sublayer is sometimes called the constant flux layer.

4.2.6 Upper Atmosphere

The stratosphere is the stable (stratified) layer of atmo-
sphere extending from the tropopause upward to a height of
about 50 km (Figure 4.9). The stratosphere is highly stable
because the air temperature increases with height up to the
stratopause, which is the height of the temperature inversion.
The increased temperature in this layer is due mainly to UV
absorption by various chemical species, including ozone and
molecular oxygen present in the stratosphere. Maximum
heating takes place in the upper part of the stratosphere. Be-
cause of the stable air, pollutant mixing is suppressed within
this layer. Thus, natural (e.g., N,O) and synthetic (e.g., CFC)
chemicals that reach the stratosphere from the troposphere
tend to diffuse upward very slowly within the stratosphere.
Ozone is formed naturally and photochemically within
the stratosphere. Ozone is considered a pollutant in the
troposphere, but in the stratosphere it is essential to life
on earth because it absorbs biologically harmful UV radiation.
The mesosphere and the thermosphere are two addi-
tional atmospheric layers above the stratosphere. These
layers are largely decoupled from the stratosphere and tro-
posphere below; therefore, they exert little influence on our
weather and on pollutant transport processes. Likewise,
pollution has little or no effect upon these two upper layers.

QUESTIONS AND PROBLEMS
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Figure 4.9 The structure of the atmosphere as defined by

average variation of temperature with altitude. From Pollution
Science, © 1996, Academic Press, San Diego, CA.

1. What causes wind? How does wind affect the movement of
heat, water vapor, and pollution in the atmosphere?

2. How can surface pressures differ between Venice and New
York even though both cities are at sea level?

3. Describe how and why air temperature varies with increasing
height in the troposphere and stratosphere.

4. Why is air generally well-mixed in the troposphere but not in
the stratosphere?

5. The dry adiabatic lapse rate of the atmosphere is given by
I' = g/c, where g is acceleration due to gravity (9.8 m s7?)
and c,, is the specific heat of air (1010 J kg~ ' K™ '). Calculate
the actual numerical value of I" and show that its units are K
m~ . [Hint: Recall that Joules (J) of energy can be represented
in terms of kinetic energy (kg m? s~ %)].

6. Suppose a small parcel of air is lifted adiabatically (i.e., it is
insulated from its surroundings) from the ground upward to a
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height of 100 m. How much cooler or warmer will the parcel
be at 100 m than at the ground surface?

7. Suppose the small parcel of air in question #6 is 1 degree
Celsius warmer than the air surrounding it at 100 m height.
Will the parcel move upward, downward, or remain stationary
at 100 m? Is the atmosphere unstable or stable at 100 m
height? Explain.

8. The concentration of atmospheric carbon dioxide is increasing
about 1.5 pL L™! per year. If the current rate of increase
continues, when (at about what year) will its concentration
be double the pre-Industrial Revolution concentration of
280 wL L™'?

9. Why is there environmental concern about the increasing
concentration of carbon dioxide in the atmosphere? What is
causing the increase?
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CHAPTER 5

BIOTIC CHARACTERISTICS OF
THE ENVIRONMENT

I.L. Pepper and K.L. Josephson

The environment can be the whole world. However, even a few grams of soil on a microscope
slide contains billions of organisms. Photo courtesy K.L. Josephson.
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5.1 MAJOR GROUPS OF MICROBES

Microorganisms in the environment are ubiquitous and di-
verse in origin. Microorganisms in the environment are also
fundamentally different from laboratory-maintained or clin-
ical isolates of microbes, because they are adapted to harsh
and often widely fluctuating environments. The smallest or-
ganisms are the viruses, which do not carry out metabolic re-
actions and thus require a host for self-replication. Viruses
are unique in that they consist solely of nucleic acids and
proteins, and are not technically viable living organisms. Al-
though new entities are currently being discovered, such as
infectious proteins known as prions, generally all biological
entities are characterized by the presence of nucleic acids. In
environmental microbiology, we can also categorize mi-
crobes as prokaryotes or eukaryotes, both of which clearly
affect human health and welfare, and are essential for main-
taining life as we know it (Figure 5.1). Bacteria and actino-
mycetes are prokaryotic. Larger and more complex organ-
isms include the eukaryotic fungi, algae, and protozoa.
Viruses are significant because of their ability to infect
other living organisms and cause disease. Bacteria can also
cause infections, but are also important because of their abil-
ity to transform biochemicals. Fungi are also involved in bio-
chemical transformations. Algae affect surface water pollu-
tion, and can also produce microbial toxins, but their overall
impact in the environmental microbiology arena is not as
significant as that of the bacteria and fungi. Finally, note that
the protozoa are significant sources of pathogens that di-
rectly affect human health. A classic example of this would
be the outbreak of Cryptosporidium contamination in
potable water supplies that resulted in several deaths in 1993
in Milwaukee, Wisconsin. Protozoa are also key players in
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surface environments as grazers of bacteria, helping to main-
tain a steady ecological balance.

In this chapter the basic structure and function of key
environmental microbes will be described. We will focus
primarily on viruses, bacteria, and fungi because of their im-
portance and relevance to environmental issues. The objec-
tive of this chapter is to enable a reader without a microbio-
logical background to understand the characteristics of these
microbes, their roles in the environment, and their require-
ments to function successfully in the environment. Special
emphasis is placed on the bacteria because of their multiple
roles in environmental microbiology. The intent of the chap-
ter is not to establish a treatise on each organism but rather
to provide a basic framework of information relevant to sub-
sequent chapters that deal with the effects of these organisms
in environmental microbiology. A massive amount of de-
tailed information is available in the literature on each of the
types of organisms covered in this chapter.

Microorganisms in the environment are represented by
diverse populations and communities. Microscopic organ-
isms, including viruses, bacteria, fungi, algae, and protozoa,
are too small to be seen with the naked eye but large enough
to be studied under a microscope. However, there are certain
genera of fungi, algae, and protozoa that are macroscopic in
nature, and therefore only viruses and bacteria are totally mi-
croscopic (Figure 5.2).

Viruses are the smallest microorganisms, and are con-
sidered to be ultramicroscopic. Phage are viruses that infect
bacteria. As defined, viruses are submicroscopic, parasitic,
nonfilterable agents consisting primarily and simply of nu-
cleic acid material surrounded by a protein coat. Electron mi-
croscopes are required to visualize viruses because their size
is below the resolution capacity of light microscopes. Ranging

Size increasing

Degree of complexity increasing

Numbers per unit environmental sample decreasing

Virus ————— Bacteria ———

Acellular Prokaryotic
(no cell) Cell

Fungi ——/——

Algae ———— Protozoa

Eukaryotic
Cell

Figure 5.1 Scope and diversity of microbes found in the environment.
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Figure 5.2 Comparative sizes of selected bacteria, viruses, and nucleic acids. From Environmental

Microbiology © 2000, Academic Press, San Diego, CA.

in size from 20 to several hundred nanometers, virus particles
are very simple in organization, and normally consist of only
an inner nucleic acid genome, an outer protein capsid, and
sometimes an additional membrane envelope (Figure 5.3).
Unlike other microorganisms, viruses do not necessarily ful-
fill the requirements for being alive as they have no ribosomes
and do not metabolize. Viruses must infect and replicate inside
living cells. For example, noroviruses can be transmitted via
ingestion of contaminated water. When a human ingests con-
taminated water, noroviruses enter the intestines, attach,

infect, and replicate in intestinal cells, ultimately causing
symptoms of gastroenteritis.

Bacteria are very small, relatively simple, single-celled
organisms whose genetic material is not enclosed in a nu-
clear membrane (Figures 5.4A and 5.4B). Based upon this
cellular organization bacteria are classified as prokaryotes
and include the eubacteria and the Archaea. Although they
are classified as bacteria, special mention should be made of
the actinomycetes. These prokaryotic microbes consist of
long chains of single cells, which allow them to exist in a
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Figure 5.3 Simple forms of viruses and their components. The naked icosahe-
dral viruses (A) resemble small crystals; the enveloped icosahedral viruses (B) are
made up of icosahedral nucleocapsids surrounded by the envelope; naked helical
viruses (C) resemble rods with a fine, regular helical pattern in their surface; en-
veloped helical viruses (D) are helical nucleocapsids surrounded by the envelope;
and complex viruses (E) are mixtures of helical and icosahedral and other struc-

tural shapes. From Environmental Microbiology © 2000, Academic Press, San Diego, CA.

filamentous form. Structurally, from the exterior, actino-
mycetes resemble miniature fungi, and this is the reason why
they are often reported as a specialized subgroup of bacteria.
Actinomycetes are important producers of antibiotics such
as streptomycin, are important in the biodegradation of

Cell wall {peptidoglycan)
Periplasmic space

complex organics, and also produce geosmin, which is the
compound that gives soil its characteristic odor. Geosmin
can also result in taste and odor problems in potable waters
(see also Chapter 28). Prokaryotes lack developed internal
structures, especially a membrane-enclosed nucleus, and

Figure 5.4 (A) Schematic representation of a typical bacterial cell. (B) Scanning electron mi-
crograph of a soil bacterium with multiple flagella. The circles are detached flagella that have
spontaneously assumed the shape of a circle. From Environmental Microbiology © 2000, Academic

Press, San Diego, CA.



62  Chapter 5 * Biotic Characteristics of the Environment

thus are distinguished from more complex microorganisms
such as fungi. Also lacking are internal cell membranes and
complex internal cell organelles involved in growth, nutri-
tion, or metabolism. Bacteria are the most ubiquitous organ-
isms and can be found in even the most extreme environ-
ments, as they have evolved a capacity for rapid growth,
metabolism, and reproduction, as well as the ability to use a
diverse range of organic and inorganic substances as carbon
and energy sources. Bacteria are considered to be the sim-
plest form of life, because viruses are not considered to be
alive. A single gram of soil can contain up to 10'° bacteria.
Bacteria are especially vital to life on earth because of their
functioning in the major environments. They play an impor-
tant role in biogeochemical processes, nutrient cycling in
soils, bioremediation, human and plant diseases, plant-mi-
crobe interactions, municipal waste treatment, and the pro-
duction of important drug agents including antibiotics (see
Chapter 30).

In contrast to bacteria, protozoa are unicellular eukary-
otes, meaning that they have characteristic organelles (mito-
chondria, plasma membrane, nuclear envelope, eukaryotic
ribosomal RNA, endoplasmic membranes, chloroplast, and
flagella). Protozoa can be large and even be visible to the
naked eye (Figure 5.5). Their sizes can range from 2 pwm to
several cm. In addition, they have independent metabolic
pathways. Although they are single-celled organisms, they
are by no means simple in structure, and many diverse forms
can be observed among the more than 65,000 named species.
Morphological variability, evolved over hundreds of mil-
lions of years, has enabled protozoan adaptation to a wide
variety of environments. Protozoa can be found in nearly all
terrestrial and aquatic environments and are thought to play
a valuable role in ecological cycles by in part controlling
bacterial populations. Many species are able to exist in ex-
treme environments from polar-regions to hot springs and
desert soils. In recent years, protozoan pathogens such as
Giardia, Cyclospora, Cryptosporidium, and the Mi-
crosporidia, have emerged to become threats to safe drink-

ing water (see Chapter 28). Protozoa may be free living, ca-
pable of growth and reproduction outside any host, or para-
sitic, meaning that they colonize host cell tissues. Some are
opportunists, adapting either a free-living or parasitic exis-
tence as their environment dictates.

Fungi, like protozoa, are also eukaryotic organisms
(Figure 5.6). They are very ubiquitous in the environment
and also critically affect human health and welfare. For ex-
ample, the fungi can be both beneficial and harmful to plants,
animals, and humans. Certain species of fungi promote the
health of many plants through mycorrhizal associations,
while other species are phytopathogenic and capable of de-
stroying plant tissue and even whole crops. Fungi are also
important in the cycling of organics and in bioremediation.
One of the most important fungi are the yeasts, which are uti-
lized in the fermentation of sugars to alcohol in the brewing
and wine industries. Fungi range from microscopic, with a
single cell, to macroscopic, with filaments of a single fungal
cell being several cm in length. Overall, fungi are het-
erotrophic in nature, with different genera metabolizing ev-
erything from simple sugars to complex aromatic hydrocar-
bons. Fungi are also important in the degradation of the plant
polymers cellulose and lignin. For the most part, fungi are
aerobic, though some such as the yeasts are capable of fer-
mentation. Fungi are distinguished from algae by their lack
of photosynthetic ability.

Algae are a group of photosynthetic organisms that can
be macroscopic, as in the case of seaweeds and kelps, or mi-
croscopic in size. Algae are aerobic eukaryotic organisms
and as such exhibit structural similarities to fungi with the
exception of the algal chloroplast (Figure 5.7). Chloroplasts
are photosynthetic cell organelles found in algae that are ca-
pable of converting the energy of sunlight into chemical en-
ergy through a photosynthetic process. Algae are abundant
in fresh and salt water, in soil, and in association with plants.
When excessive nutrient conditions occur in aquatic envi-
ronments, they can cause eutrophication. The capacity of al-
gae to photosynthesize is critical because it forms the basis

Figure 5.5 Basic morphology of protozoa. (A) Scanning electron micrograph of a flagella pro-
tozoa, Giardia. (B) Scanning electron micrograph of a testate cilia, Heliosoma. (C) Electron mi-
crograph of ciliated Didinium. From Environmental Microbiology © 2000, Academic Press, San Diego, CA.
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Figure 5.6 Structure of a typical fungal cell. From Environmental
Microbiology © 2000, Academic Press, San Diego, CA.

of aquatic food chains, and can also be important in the ini-
tial colonization of disturbed terrestrial environments. Over-
all, the algae are sometimes known by common names such
as green algae, brown algae, or red algae based on their pre-
dominant color.

Blue-green algae are actually classified as bacteria
known as Cyanobacteria. The Cyanobacteria are photosyn-
thetic and some can also fix atmospheric nitrogen. Large
blooms of freshwater Cyanobacteria may produce toxins
that are harmful to animals and humans. Conversely, Spir-
ulina is a blue-green algae grown commercially and sold as
a natural dietary supplement.

Most environmental monitoring of beneficial microbes
focuses on bacteria, actinomycetes and fungi, particularly in
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Figure 5.7 Structure of a typical algal cell. From Environmental
Microbiology © 2000, Academic Press, San Diego, CA.
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TABLE 5.1 Relative estimates of the abundance of soil
microbes in the environment.

MICROBE NUMBER (PER BIOMASS WITHIN
GRAM OF SOIL) ROOT ZONE (KG/HA")

Bacteria 108 500

Actinomycetes 107 500

Fungi 10° 1500

From Pollution Science © 1996 Academic Press, San Diego, CA.

the soil environment. Estimates of typical soil microbial
numbers and their biomass are shown in Table 5.1. A com-
parison of their microbial properties is shown in Table 5.2.

5.2 MICROORGANISMS IN SURFACE SOILS

Surface soils are predominantly occupied by indigenous
populations of bacteria (including actinomycetes), fungi, al-
gae, and protozoa. In general, as the size of these organisms
increases from bacteria to protozoa, the number present de-
creases (see Figure 5.1). It is also known that potentially
there may be phage or viruses present that can infect each
class of organism, but information on the extent of these in-
fectious agents in surface soils is limited. In addition to these
indigenous populations, specific microbes can be introduced
into soil by human or animal activity. Human examples in-
clude the deliberate direct introduction of bacteria as biolog-
ical control agents or as biodegradative agents. Microbes are
also introduced indirectly as a result of application of
biosolids to agricultural fields (see Chapter 27). Animals in-
troduce microbes through bird droppings and animal excre-
ment. Regardless of the source, introduced organisms rarely
significantly affect the abundance and distribution of indige-
nous populations, which usually out-compete introduced
organisms.

The following discussion is an overview of the domi-
nant types of microbes found in surface soils, including their
occurrence, distribution, and function.

5.2.1 Bacteria

Bacteria, which are the most numerous organisms in soil or
anywhere else on earth, are prokaryotic organisms lacking a
nuclear membrane. They are characterized by a complex cell
envelope, which contains cytoplasm but no cell organelles.
Bacteria are capable of rapid growth and reproduction, both
of which occur by binary fission. Genetic exchange occurs
predominantly by conjugation (cell-to-cell contact) or
transduction (exchange via viruses), although transforma-
tion (transfer of naked DNA) also occurs. The size of bacte-
ria generally ranges from 0.1 to 2 pm. Soil bacteria can be
rod-shaped, coccoidal, helical, or pleomorphic (Figure 5.8).
Soil bacteria also exhibit great diversity with respect to
colony morphology (Figure 5.9).
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TABLE 5.2 Characteristics of bacteria, actinomycetes, and fungi.

CHARACTERISTIC BACTERIA ACTINOMYCETES FUNGI
Population Most numerous Intermediate Least numerous
Biomass Bacteria and actinomycetes Largest biomass
have similar biomass
Degree of branching Slight Filamentous, but some fragment Extensive filamentous
to individual cells forms
Aerial mycelium Absent Present Present
Growth in liquid culture Yes—turbidity Yes—pellets Yes—pellets
Growth rate Exponential Cubic Cubic
Cell wall Murein, teichoic acid, and Murein, teichoic acid, and Chitin or cellulose
lipopolysaccharide lipopolysaccharide
Complex fruiting bodies Absent Simple Complex
Competitiveness for Most competitive Least competitive Intermediate
simple organics
Fix N Yes Yes No
Aerobic Aerobic, anaerobic Mostly aerobic Acrobic except yeast
Moisture stress Least tolerant Intermediate Most tolerant
Optimum pH 6-8 6-8 6-8
Competitive pH 6-8 >8 <5
Competitiveness in soil All soils Dominate dry, high-pH soils Dominate low-pH soils

From Pollution Science © 1996, Academic Press, San Diego, CA.

5.2.1.1 Mode of nutrition
We can classify bacteria according to their mode of nutrition:

1. Autotrophic mode: Strict soil autotrophs obtain energy
from inorganic sources, and carbon from carbon dioxide.
These kinds of organisms generally have few growth-
factor requirements. Chemoautotrophs obtain energy
from the oxidation of inorganic substances, whereas
photoautotrophs obtain energy from photosynthesis.
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Figure 5.8 Typical shapes of representative bacteria. From

Environmental Microbiology © 2000, Academic Press, San Diego, CA.

2. Heterotrophic mode: Heterotrophs obtain energy and
carbon from organic substances. Chemoheterotrophs ob-
tain energy from oxidations; however, photoheterotrophs
obtain energy from photosynthesis but require organic

electron donors.

In soil, chemoheterotrophs and chemoautotrophs pre-
dominate; phototrophs of either variety are not as numerous
because soil is not permeable to sunlight.

Figure 5.9 Here, a variety of bacteria with some actinomycetes
are isolated from a field soil on a Petri dish on a general het-
erotrophic medium. From Pollution Science, First Edition © 1996, Aca-

demic Press, San Diego, CA.



5.2.1.2 Type of electron acceptor

Aerobic bacteria utilize oxygen as a terminal electron ac-
ceptor and possess superoxide dismutase or catalase en-
zymes that are capable of degrading peroxide radicals.
Anaerobic bacteria do not utilize oxygen as a terminal elec-
tron acceptor. Strict anaerobes do not possess superoxide
dismutase or catalase enzymes, and are thus poisoned by the
presence of oxygen. Although other kinds of anaerobes do
possess these enzymes, they utilize terminal electron accep-
tors other than oxygen, such as nitrate or sulfate. Facultative
anaerobes can use oxygen or combined forms of oxygen as
terminal electron acceptors.

5.2.1.3 Ecological classification

Bacteria can be classified based on the concept of r and K se-
lection. Organisms adapted to living under conditions in
which substrate is plentiful are designated as K-selected.
Rhizosphere organisms living off root exudates are exam-
ples of K-selected organisms. Organisms that are r-selected
live in environments in which substrate is the limiting factor
except for occasional flushes of substrate. -Selected organ-
isms rely on rapid growth rates when substrate is available,
and generally occur in uncrowded environments. In contrast,
K-selected organisms exist in crowded environments and are
highly competitive.

5.2.1.4 Dominant culturable soil bacteria

1. Arthrobacter: The most numerous bacteria in soil, as
determined by plating procedures, arthrobacters repre-
sent as much as 40% of the culturable soil bacteria.
These autochthonous organisms are pleomorphic and
Gram-variable. Young cells are Gram-negative rods,
which later become Gram-positive cocci.

2. Streptomyces: These organisms are actually actino-
mycetes (which are discussed later). They are Gram-
positive, chemoheterotrophic organisms that can com-
prise 5-20% of the bacterial count in soil. These
organisms produce antibiotics, including streptomycin
(discovered by Selman Waksman, who was awarded the
Nobel Prize in Medicine in 1942). They are also in-
volved in nutrient cycling and biodegradation.

3. Pseudomonas: These Gram-negative organisms, which
are also known as pseudomonads, are ubiquitous and

TABLE 5.3 Examples of important autotrophic soil bacteria.
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diverse in nature. They are generally heterotrophic and
aerobic, but some are facultative autotrophs. As a group,
they possess many different enzyme systems and are ca-
pable of degrading a wide variety of organic com-
pounds, including recalcitrant compounds. They are also
used as biocontrol agents. These organisms can com-
prise 10-20% of the bacterial population.

4. Bacillus: About as prevalent as the pseudomonads,
Bacilli are characterized as Gram-positive aerobic or-
ganisms that produce endospores. This genus is het-
erotrophic and diverse. Bacilli often constitute 10% of
the bacterial population. They are important in nutrient
cycling and biodegradation. Bacillus anthracis is the
causative agent of anthrax.

5.2.1.5 Distribution and function

Bacteria are the most abundant soil organisms, with a biomass
of about 500 kg per ha to the depth of the root zone. Generally,
aerobes are more prevalent than anaerobes, particularly in the
A horizon. Dominant culturable genera include Streptomyces,
Arthrobacter, Bacillus, Pseudomonas, Alcaligenes, Agrobac-
teria, Corynebacterium, and Flavobacterium.

Bacteria are almost always the most abundant organ-
isms found in surface soils in terms of numbers. Culturable
numbers vary depending on specific environmental condi-
tions, particularly soil moisture and temperature (Roszak and
Colwell, 1987). Culturable bacteria can be as numerous as
107 to 10® cells per gram of soil, whereas total populations
(including viable but nonculturable organisms) can exceed
10'° cells per gram. In unsaturated soils, aerobic bacteria
usually outnumber anaerobes by two or three orders of mag-
nitude. Anaerobic populations increase with increasing soil
depth, but rarely predominate unless soils are saturated with
water.

Overall estimates have indicated that surface soils can
contain up to 10,000 individual species (Turco and Sad-
owsky, 1995). Not all of these are culturable, and information
on the nonculturable species is limited, but more recently, in-
formation has increased in terms of diversity. Most studies of
soil bacteria have focused on culturable organisms, and a
massive amount of information is available on key genera.

Tables 5.3 and 5.4 identify some of the culturable bac-
teria genera that are known to be critical to environmental mi-
crobiology. Of course, the lists are by no means all inclusive.

ORGANISM CHARACTERISTICS FUNCTION
Nitrosomonas Gram negative, acrobe Converts NH, & -NO,~
(first step of nitrification)
Nitrobacter Gram negative, aerobe Converts NO, — NO3 ™~
(second step of nitrification)
Thiobacillus Gram negative, aerobe Oxidizes S — SO4>~ (sulfur

Gram negative, facultative
anaerobe
Gram negative, aerobe

Thiobacillus denitrificans

Thiobacillus ferrooxidans

oxidation)

Oxidizes S — SO4%~;

functions as a denitrifier

Oxidizes Fe?t — Fe**
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TABLE 5.4 Examples of important heterotrophic soil bacteria.

ORGANISM CHARACTERISTICS FUNCTION

Actinomycetes, e.g., Gram positive, aerobic, filamentous Produce geosmins, “earthy odor,” and antibiotics
Streptomyces

Bacillus Gram positive, aerobic, spore former Carbon cycling, production of insecticides and antibiotics

Clostridium Gram positive, anaerobic, spore former Carbon cycling (fermentation), toxin production

Methanotrophs, e.g., Aerobic Methane oxidizers that can cometabolize trichloroethene
Methylosinus (TCE) using methane monooxygenase

Alcaligenes eutrophus Gram negative, aerobic 2,4-D degradation via plasmid pJP4

Rhizobium Gram negative, aerobic Fixes nitrogen symbiotically with legumes

Frankia Gram positive, aerobic Fixes nitrogen symbiotically with nonlegumes

Agrobacterium Gram negative, aerobic Important plant pathogen, causes crown gall disease

Bacteria are critically involved in almost all soil bio-
chemical transformations, including the metabolism of both
organics and inorganics. The importance of soil bacteria in
the fate and mitigation of pollutants cannot be overesti-
mated. Because of their prevalence and diversity, as well as
fast growth rates and adaptability, they have an almost un-
limited ability to degrade most natural products and many
xenobiotics. We will examine, in detail, the influence of bac-
teria on waste disposal and pollution mitigation in the suc-
ceeding chapters of this text (Chapters 8, 19, and 26).

Actinomycetes are organisms that technically are clas-
sified as bacteria, but are unique enough to be discussed as
an individual group. They have some characteristics in
common with bacteria, but are also similar in some respects
to fungi. For the most part they are aerobic chemo-
heterotrophic organisms consisting of elongated single
cells. They display a tendency to branch into filaments, or
hyphae, that resemble fungal mycelia; these hyphae are
morphologically similar to those of fungi, but are smaller in
diameter (about 0.5-2 wm). The diversity of soil bacteria
including actinomycetes are shown in Figure 5.9. Finally,
the spatial relationship of soil bacteria, actionomycetes and
fungi are illustrated in Figure 5.10. The total number of
actinomycetes in soils is often about 107 per gram of soil.
Generally, the population of actinomycetes is 1 to 2 orders
of magnitude less than that of other bacteria in soil. They
are not known to reproduce sexually, but all produce asex-
ual spores called conidia. The genus Streptomyces domi-
nates the actinomycete population, and these Gram-positive
organisms may represent 90% of the total actinomycete
population.

Actinomycetes are an important component of bacterial
populations, especially under conditions of high pH, high
temperature, or water stress. One distinguishing feature of
this group of bacteria is that they are able to utilize a great va-
riety of substrates found in soil, especially some of the less
degradable insect and plant polymers such as chitin, cellu-
lose, and hemicellulose.

Like all bacteria, actinomycetes are prokaryotic organ-
isms. In addition, the adenine-thymine and guanine-cytosine
contents of bacteria and actinomycetes are similar, as are the
cell wall constituents of both types of organisms. Actino-
mycete filaments are also about the same size as those of
bacteria.

Like fungi, however, actinomycetes display extensive
mycelial branching, and both types of organisms form aerial
mycelia and conidia. Moreover, growth of actinomycetes in
liquid culture tends to produce fungus-like clumps or pellets
rather than the uniform turbidity produced by bacteria. Fi-
nally, growth rates in fungi and actinomycetes are not expo-
nential as they are in bacteria; rather, they are cubic.

Actinomycetes can metabolize a wide variety of or-
ganic substrates including organic compounds that are not
usually metabolized such as phenols and steroids. They are
also important in the metabolism of heterocyclic compounds
such as complex nitrogen compounds and pyrimidines. The
breakdown products of their metabolites are frequently aro-
matic, and these metabolites are important in the formation
of humic substances and soil humus. The earthy odor associ-
ated with most soils is due to geosmin, a compound pro-
duced by actinomycetes.

Actinomycetes often comprise about 10% of the total
bacterial population, with a biomass of about 500 kg per ha
to the depth of the root zone. More tolerant of alkaline soils
(pH > 7.5) and less tolerant of acidic soils (pH < 5.5), acti-
nomycetes are also more tolerant to low soil moisture con-
tents than other bacteria. Because of this and their tolerance
of alkaline soils, actinomycete populations tend to be larger
in desert soils, such as the southwestern U.S.

These organisms can be important in the control of
other soil organisms. Many actinomycetes interact with
plants in symbiotic and pathogenic associations. For exam-
ple, the genus Frankia initiates root nodules with nonlegu-
minous, nitrogen-fixing plants, whereas the species Strepto-
myces scabies is the causative agent of potato scab. On the
other hand, many streptomycetes produce antibiotics, in-
cluding streptomycin, chloramphenicol, tetracycline, and
cycloheximide (see Chapter 30).

5.2.2 Fungi

Fungi other than yeasts are aerobic and are abundant in
most surface soils. Numbers of fungi usually range from
10° to10° per gram of soil. Despite their lower numbers
compared with bacteria, fungi usually contribute a higher
proportion of the total soil microbial biomass. This is due
to their comparatively large size; a fungal hypha can range
from 2 to 10 wm in diameter. Figure 5.11 shows an
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actinomycete filament

Figure 5.10 Comparison of soil bacteria, actinomycetes and fungi viewed under a light. From
Environmental Microbiology Laboratory Manual, Second Edition © 2004, Academic Press, San Diego, CA.

example of the diverse fungal population that can be iso-
lated from surface soil. Because of their large size, fungi
are more or less restricted to the interaggregate regions of
the soil matrix. Yeasts can metabolize anaerobically (fer-
mentation) and are less numerous than aerobic mycelium-
forming fungi. Generally, yeasts are found at populations
of up to 10° per gram of soil. Because of their reliance on
organic sources for substrates, fungal populations are
greatest in the surface O and A horizons, and numbers de-
crease rapidly with increasing soil depth. As with bacteria,
soil fungi are normally found associated with soil particles
or within plant rhizospheres.

Fungi are important components of the soil with respect
to nutrient cycling, especially the decomposition of organic
matter. They decompose both simple sugars and complex
polymers such as cellulose and lignin. The role of fungi in
decomposition is increasingly important when the soil pH
declines because fungi tend to be more tolerant of acidic con-
ditions than bacteria. Some of the common genera of soil
fungi involved in nutrient cycling are Penicillium and As-
pergillus. These organisms are also important in the devel-
opment of soil structure because they physically entrap soil
particles with fungal hyphae. Fungi are critical in the degra-
dation of complex plant polymers such as cellulose and
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Figure 5.11 Soil fungi isolated from a surface soil grown in a
Petri dish containing Rose Bengal Agar. Photo courtesy K.L.
Josephson.

lignin, and some fungi can also degrade a variety of pollutant
molecules. The best-known example of such a fungus is the
white rot fungus Phanerochaete chrysosporium. Other fungi
such as Fusarium spp., Pythium spp., and Rhizoctonia spp.,
are important plant pathogens. Still, others cause disease; for
example, Coccidioides immitis causes a chronic human pul-
monary disease known as valley fever in the southwestern
deserts of the United States. Finally, note that mycorrhizal
fungi are critical for establishing plant-fungal interactions
that act as an extension of the root system of almost all
higher plants. Without these mycorrhizal associations, plant
growth as we know it would be impossible.

5.2.3 Algae

Algae are typically phototrophic and thus would be expected
to survive and metabolize in the presence of a light-energy
source and CO, carbon source. Therefore, one would expect
to find algal cells predominantly in areas where sunlight can
penetrate the surface of the soil. One can actually find algae
to a depth of 1 m because some algae, including the green al-
gae and diatoms, can grow heterotrophically as well as pho-
toautotrophically. In general, though, algal populations are
highest in the surface 10 cm of soil. Typical algal popula-
tions close to the soil surface range from 5,000 to 10,000 per
gram of soil. Note that a surface soil where a visible algal
bloom has developed can contain millions of algal cells per
gram of soil.

Algae are often the first to colonize surfaces in a soil
that are devoid of preformed organic matter. Colonization by
this group of microbes is important in establishing soil for-
mation processes, especially in barren volcanic areas, desert

soils, and rock faces. Algal metabolism is critical to soil for-
mation in two ways: algae provide a carbon input through
photosynthesis, and as they metabolize they produce and
release carbonic acid, which aids in weathering the sur-
rounding mineral particles. Further, algae produce large
amounts of extracellular polysaccharides, which also aid in
soil formation by causing aggregation of soil particles
(Killham, 1994).

Populations of soil algae generally exhibit seasonal
variations with numbers being highest in the spring and fall.
This is because desiccation caused by water stress tends to
suppress growth in the summer and cold stress affects
growth in the winter. Four major groups of algae are found
in soil. The green algae or the Chlorophyta (for example, the
Chlamydomonas) are the most common algae found in
acidic soils. Also widely distributed are diatoms such
as Navicula, which are members of the Bacillariophyta.
Diatoms are found primarily in neutral and alkaline soils. Di-
atoms are characterized by the presence of a silicon dioxide
cell wall. Less numerous are the golden or yellow algae
(Chrysophyta), such as Botrydiopsis, and the red algae
(Rhodophyta), such as Prophyridium). In addition to these
algal groups, there are the cyanobacteria, often called blue-
green algae, (e.g., Nostoc and Anabaena), which are actually
classified as bacteria but have many characteristics in com-
mon with algae. The cyanobacteria participate in the soil-
forming process discussed in the previous paragraph, and
some cyanobacteria also have the capacity to fix nitrogen, a
nutrient that is usually limiting in a barren environment. In
temperate soils the relative abundance of the major algal
groups follows the order green algae > diatoms > cyanobac-
teria > yellow-green algae. In tropical soils the cyanobacte-
ria predominate.

5.2.4 Protozoa

Protozoa are unicellular, eukaryotic organisms that range up
to 5.5 mm in length, although most are much smaller. Most
protozoa are heterotrophic and survive by consuming bacte-
ria, yeast, fungi, and algae. There is evidence that they may
also be involved, to some extent, in the decomposition of soil
organic matter. Because of their large size and requirement
for large numbers of smaller microbes as a food source,
protozoa are found mainly in the top 15 to 20 cm of the soil.
Protozoa are usually concentrated near root surfaces that
have high densities of bacteria or other prey. Soil protozoa
are flatter and more flexible than aquatic protozoa, which
makes it easier to move around in the thin films of water that
surround soil particle surfaces as well as to move into small
soil pores.

There are three major categories of protozoa: the flag-
ellates, the amoebae, and the ciliates. The flagellates are the
smallest of the protozoa and move by means of one to sev-
eral flagella. Some flagellates (e.g., Euglena), contain
chlorophyll, although most do not. The amoebae, also called
rhizopods, move by protoplasmic flow, either with exten-
sions called pseudopodia or by whole-body flow. Amoebae



are usually the most numerous types of protozoan found in a
given soil environment. Ciliates are protozoa that move by
beating short cilia that cover the surface of the cell. The pro-
tozoan population of a soil is often correlated with the bacte-
rial population, which is the protozoan’s major food source.
Numbers of protozoa can range from 30,000 to 10° per gram
of soil.

5.3 MICROORGANISMS IN THE
SUBSURFACE

Although the microorganisms of surface soils have been
studied extensively, the study of subsurface microorganisms
is relatively new, beginning in earnest in the 1980s. Compli-
cating the study of subsurface life are the facts that sterile
sampling is problematic and many subsurface microorgan-
isms are difficult to culture.

Because subsurface microbiology is still a developing
field, information is limited in comparison with that for sur-
face microorganisms. Yet there is enough information avail-
able to document that subsurface environments, once
thought to contain very few if any microorganisms, actually
have a significant and diverse population of microorganisms.
In particular, shallow subsurface zones, specifically those
with a relatively rapid rate of water recharge, have high num-
bers of microorganisms. The majority of these organisms are
bacteria, but protozoa and fungi are also present. As a gen-
eral rule, total numbers of bacteria, as measured by direct
counts, remain fairly constant, ranging between 10° and 107
cells per gram throughout the profile of a shallow subsurface
system. For comparison, numbers in surface soils range from
10° to 10" cells per gram. This decrease in numbers is di-
rectly correlated with the low amounts of inorganic nutrients
and organic matter in subsurface materials. Subsurface eu-
karyotic counts are also lower than surface counts by several
orders of magnitude. Low eukaryotic counts are a result of
low organic matter content but, perhaps more important, re-
sult from removal by physical straining by small soil pores
as they move downward. A final point to be made is that both
prokaryotic and eukaryotic counts are highest in portions of
the subsurface containing sandy sediments. This does not
mean that clayey regions are not populated, but the numbers
tend to be lower. This may also be due to exclusion and phys-
ical straining of microorganisms by small pores in clay-rich
media.

Numbers of culturable bacteria in subsurface environ-
ments show more variability than direct counts, ranging
from zero to almost equal numbers of direct counts. Thus, in
general, the difference between direct and viable counts in
the subsurface is greater than the difference in surface soils,
which is normally one to two orders of magnitude. The
larger difference between direct and viable counts in the sub-
surface may be because nutrients are much more limiting in
the subsurface, and therefore a greater proportion of the pop-
ulation may be in a nonculturable state.
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The dominant populations are aerobic, heterotrophic
bacteria, although there are small populations of eukaryotic
organisms as well as anaerobic and autotrophic organisms.
Subsurface microbes are diverse in type, although not as
diverse as surface organisms. Great diversity in het-
erotrophic activity has been found, and subsurface microbes
have shown the capacity to degrade simple substrates such as
glucose as well as more complex substrates such as aromatic
compounds, surfactants, and pesticides. It has also been
shown that subsurface bacteria are capable of denitrification
activity (Artiola and Pepper, 1992).

5.4 BIOLOGICAL GENERATION OF ENERGY

Biological activity requires energy, and all microorganisms
generate energy. This energy is subsequently stored as
adenosine triphosphate (ATP), which can then be utilized
for growth and metabolism as needed, subject to the second
law of thermodynamics.

The Second Law of Thermodynamics

In a chemical reaction, only part of the energy is used to do
work. The rest of the energy is lost as entropy.

Gibbs free energy AG is the amount of energy available
for work for any chemical reaction. For the reaction

A+B«C+D

the thermodynamic equilibrium constant is defined as

_[A[D]
[4] [B]

Ke,
Case 1: If product formation is favored:
That is, if

[C][D] > [4] [B]

then K.y > 1 and 1n K4 is positive.
For example, if K.q = 2.0, then

In Keq = 0.69
Case 2: If product formation is not favored:
[C][D] < [4] [B]

then K.y < 1 and 1n K4 is negative.
For example, if K.q = 0.20, then

InK.q = —1.61

The relationship between the equilibrium coefficient and the
free energy AG is given by

AG = —RTlog Kq
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where:
R is the universal gas constant and 7 = absolute
temperature (K).

If AG is negative, energy is released from the reaction
due to a spontaneous reaction. This is because if AG is neg-
ative, log K.q must be positive. Therefore K.q > 1, which
means energy must be released.

If AG is positive, energy is needed to make reaction
proceed. This is because if AG is positive, log K.q must be
negative. Therefore K.q < 1, which means energy must be
added to promote the reaction.

Thus we can use AG values for any biochemical reac-
tion mediated by microbes to determine whether energy is
liberated for work, and how much energy is liberated.

Soil organisms can generate energy via several mechanisms,
which can be divided into two main categories.

1. Photosynthesis:

light
2 H,O + CO, = CH,0 + O, + H,0

biomass

AG = + 115K cal mol™!

For this reaction, energy supplied by sunlight is necessary.
The fixed organic carbon is then used to generate energy via
respiration. Examples of soil organisms that undergo photo-
synthesis are Rhodospirillum, Chromatium, and Chlorobium.

2. Respiration

(a) Aerobic heterotrophic respiration: Many soil organ-
isms undergo aerobic, heterotrophic respiration, e.g.,

Pseudomonas and Bacillus.
CsH» O + 6 0O, —» 6 CO, + 6 H,O
AG = —686 K cal mol !
(b) Aerobic autotrophic respiration: The reactions car-

ried out by Nitrosomonas and Nitrobacter are
known as nitrification:

NH; + 1% O, - HNO, + H,O (Nitrosomonas)
AG = —66 K cal mol ™!
KNO, + % 0, — KNO3 (Nitrobacter)

AG = —17.5K cal mol !

The following two reactions are examples of sulfur
oxidation:

2H,S+ 0, ->2H,0+28S
AG = —83 K cal mol !

2S +30, —>2H,S04

AG = —237 K cal mol

(Beggiatoa)

(Thiobacillus thiooxidans)

The next reaction involves the degradation of cyanide:

(Streptomyces)
2 KCN + 4 H,0 + O, = 2 KOH + 2NH; + 2CO,

AG = —56 K cal mol ™!

All of the above reactions illustrate how soil organisms me-
diate reactions that can cause or negate pollution. For ex-
ample, nitrification and sulfur oxidation can result in the
production of specific pollutants, i.e., nitrate and sulfuric
acid, whereas the destruction of cyanide is obviously bene-
ficial with respect to the mitigation of pollution.

(c) Facultative anaerobic, heterotrophic respiration:

Pseudomonas denitrificans can achieve this kind of
metabolism by utilizing nitrate as a terminal electron accep-
tor rather than oxygen. Note that these organisms can use
oxygen as a terminal electron acceptor if it is available, and
that aerobic respiration is more efficient than anaerobic
respiration.

5 C¢H1206 + 24 KNO5; — 30 CO, + 18 H,O
+ 24 KOH + 12 N,

AG = —36 K cal mol™!

(d) Facultative anaerobic autotrophic respiration:

S + 2KNO; - K, SO, + N, + 02 (Thl'.Ob.aCillus
denitrificans)

AG = —66 K cal mol !
(e) Anaerobic heterotrophic respiration: Desulfovibrio

is an example of an organism that carries out this
type of metabolism.

Lactic acid Acetic acid
CH;CHOHCOOH + SO3~ — 2CH;COOH + HS™

+ H,CO; + HCO3™
AG = —170 kJ mol !

Soil organisms can also undergo fermentation, which is
also an anaerobic process. But fermentation is not
widespread in soil. Overall, there are many ways in which
soil organisms can and do generate energy. The above-listed
mechanisms illustrate the diversity of soil organisms and ex-
plain the ability of the soil community to break down or
transform almost any natural substance. In addition, enzyme
systems have evolved to metabolize complex molecules, be
they organic or inorganic. These enzymes can also be used to
degrade xenobiotics with similar chemical structures. Xeno-
biotics, which do not degrade easily in soil, are normally
chemically different from any known natural substance;
hence soil organisms have not evolved enzyme systems ca-
pable of metabolizing such compounds. There are many
other factors that influence the breakdown or degradation of
chemical compounds. These will be discussed in Chapter 8.

5.5 SOIL AS AN ENVIRONMENT FOR
MICROBES

5.5.1 Biotic Stress

Since indigenous soil microbes are in competition with one
another, the presence of large numbers of organisms results



in biotic stress factors. Competition can be for substrate, wa-
ter, or growth factors. In addition, microbes can secrete in-
hibitory or toxic substances, including antibiotics, that harm
neighboring organisms. Finally, many organisms are preda-
tory or parasitic on neighboring microbes. For example,
phages infect both bacteria and fungi. Because of biotic
stress, nonindigenous organisms that are introduced into a
soil environment often survive for fairly short periods of
time (days to several weeks). This effect has important con-
sequences for pathogens (see Chapter 11) and for other or-
ganisms introduced to aid biodegradation (see Chapter 8).
This process of adding organisms to assist biodegradation is
called bioaugmentation.

5.5.2 Abiotic Stress

Light: Soil is impermeable to light, that is, no sunlight pen-
etrates beyond the top few centimeters of the soil surface.
Phototrophic organisms are therefore limited to the top few
centimeters of soil. At the surface of the soil, however, such
physical parameters as temperature and moisture fluctuate
significantly throughout the day and also seasonally. Hence
most soils tend to provide a harsh environment for photo-
synthesizing organisms. A few phototrophic organisms, in-
cluding algae, have the ability to switch to a heterotrophic
respiratory mode of nutrition in the absence of light. Such
“switch-hitters” can be found at significant depths within
soils. Normally, these organisms do not compete with other
indigenous heterotrophic organisms for organic substrates.

Soil Moisture: Typically, soil moisture content varies con-
siderably in any soil, and soil organisms must adapt to a wide
range of soil moisture contents. Soil aeration is dependent on
soil moisture: saturated soils tend to be anaerobic, whereas
dry soils are usually aerobic. But soil is a heterogeneous en-
vironment; even saturated soils contain pockets of aerobic
regimes, and dry soils harbor anaerobic microsites that exist
within the centers of secondary aggregates. Although the
bacteria are the least tolerant of low soil moisture, as a group
they are the most flexible with respect to soil aeration. They
include aerobes, anaerobes, and facultative anaerobes,
whereas the actinomycetes and fungi are predominantly aer-
obic.

Soil Temperature: Soil temperatures vary widely, particu-
larly near the soil surface. Most soil populations are resistant
to wide fluctuations in soil temperature although soil popu-
lations can be psychrophilic, mesophilic, or thermophilic,
depending on the geographic location of the soil. Most soil
organisms are mesophilic because of the buffering effect of
soil on soil temperature, particularly at depths beneath the
soil surface.

Soil pH: Undisturbed soils usually have fairly stable soil pH
values within the range of 6—8, and most soil organisms have
pH optima within this range. There are, of course, exceptions
to this rule, as exemplified by Thiobacillus thiooxidans, an
organism that oxidizes sulfur to sulfuric acid and has an op-
timum pH of 2 to 3. Microsite variations of soil pH can also
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occur owing, perhaps, to local decomposition of an organic
residue to organic acids. Here again, we see that soil behaves
as a heterogeneous or discontinuous environment, allowing
organisms with differing pH optima to coexist in close prox-
imity. Normally, soil organisms are not adversely affected
by soil pH unless drastic changes occur. Drastic change can
happen, for example, when lime is added to soil to increase
the pH or when sulfur is added to decrease the pH.

Soil Texture: Almost all soils contain populations of soil
organisms regardless of the soil texture. Even soils whose
textures are extreme, such as pure sands or clays, usually
contain populations of microbes, albeit in lower numbers
than in soils with less extreme textures. Most nutrients are
associated with clay or silt particles, which also retain soil
moisture efficiently. Thus, soils with at least some silt or clay
particles offer a more favorable habitat for organisms than
do soils without these materials.

Soil Carbon and Nitrogen: Carbon and nitrogen are both
nutrients that are found in soils. Since both of these nutrients
are present in low concentrations, growth and activity of soil
organisms are limited. In fact, many organisms exist in soil
under limited starvation conditions and hence are dormant.
Without added substrate or amendment, soil organisms gen-
erally metabolize at low rates. The major exception to this is
the rhizosphere, whose root exudates maintain a high popu-
lation level. In most cases, all available soil nutrients are im-
mediately utilized. Soil humus represents a source of organic
nutrients that is mineralized slowly by autochthonous organ-
isms. Similarly, specific microbial populations can utilize
xenobiotics as a substrate, even though the rate of degrada-
tion is sometimes quite low.

Soil Redox Potential: Redox potential (£,) is the mea-
surement of the tendency of an environment to oxidize or re-
duce substrates. In a sense, we can think of it as the avail-
ability of different terminal electron acceptors that are
necessary for specific organisms. Such electron acceptors
exist only at specific redox potentials, which are measured in
millivolts (mV). An aerobic soil, which is an oxidizing envi-
ronment, has a redox potential or £y, of +800 mV; an anaer-
obic soil, which is a reducing environment, has an Ej of
about to —300 mV. Oxygen is found in soils at a redox po-
tential of about +800 mV. When soil is placed in a closed
container, aerobic organisms use oxygen as a terminal elec-
tron acceptor until all of it is depleted. As this process occurs,
the redox potential of the soil decreases, and other com-
pounds can be used as terminal electron acceptors. Table 5.5
illustrates the redox potential at which various substrates are
reduced, and the activity of different types of organisms in a
soil.

The fact that different terminal electron acceptors are
available for various organisms having diverse pH require-
ments means that some soil environments are more suitable
than others for various groups of organisms. Figure 5.12,
which illustrates optimal Ey/pH relationships for various
groups of organisms, shows that redox potential affects the
activity of all organisms.
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TABLE 5.5 Redox potential at which soil substrates are

reduced.
REDOX POTENTIAL REACTION TYPE OF
(mV) ORGANISM
+800 0O, - H,O Aerobes
+740 NO3 — Ns, N,O Facultative
anaerobes
220 SO4 — S~ Anaerobes
300 CO, — CHy4 Anaerobes

From Pollution Science © 1996, Academic Press, San Diego, CA.

5.6 ACTIVITY AND PHYSIOLOGICAL STATE
OF MICROBES IN SOIL

Is the soil environment a favorable one for soil microbes?
There are actually two possible answers to this question. On
the one hand, soil is a very harsh environment; on the other
hand, soil contains very large populations of microbes. How
can this be? It appears that soil organisms are well adapted to
this harsh environment, so they must have mechanisms to
exploit the resources available. These mechanisms also al-
low organisms to survive long periods of time when re-
sources are not available. Viewing soil as a community hav-
ing large numbers of organisms and great microbial
diversity, we can infer that each species has a habitat and a
niche, rather like a home and a job. Because soil is a hetero-
geneous environment, many different kinds of organisms
can coexist. Diversity also ensures that all available nutrients
are utilized in soil.

Owing to the harsh physical soil environment and the
fact that nutrients are usually limiting, soil organisms do not
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Figure 5.12 Optimal E,/pH relationships for various soil or-
ganisms. From Pollution Science © 1996, Academic Press, San Diego,
CA.

Viable and
metabolizing

Autochthonous and
Zymogenous
bacteria

Figure 5.13 Physiological states of soil organisms. From Pollu-
tion Science © 1996, Academic Press, San Diego, CA.

actively metabolize most of the time. In fact, they exist un-
der stress, so they may exist injured or even be killed. Figure
5.13 shows the various potential states of soil organisms,
with the two extremes being live microbes and dead ones.
Between these two extremes, other physiological states are
possible, including metabolically active and dormant states.
Because many organisms are in fact injured in soil, and be-
cause they have diverse specific nutritional needs, many soil
organisms cannot be cultured by conventional methods.
These are the so-called viable but nonculturable organ-
isms. In practice, perhaps 99% of all soil organisms may be
nonculturable (Roszak and Colwell, 1987). Thus, any
methodology that relies on obtaining soil organisms via a
culturable procedure may in fact be sampling a very small
subsection of the soil population.

Based on our discussion of the soil as an environment
for microbes, we may reasonably infer that indigenous
organisms within a particular soil are selected by the spe-
cific environment in that soil. Indigenous organisms are of-
ten capable of surviving wide variations in particular envi-
ronmental parameters. Introduced organisms, however, are



unlikely to be as well adapted and cannot be expected to
compete with indigenous organisms unless a specific niche
is available.

5.7 ENUMERATION OF SOIL BACTERIA VIA
DILUTION AND PLATING

Because of the importance of soil bacteria, there is extensive
interest in estimating soil bacterial numbers. Perhaps the
most common method of bacterial enumeration is the cultur-
able technique known as “dilution and plating.” The follow-
ing section provides an overview of this technique and an ex-
ample calculation.

Since soils generally contain millions of bacteria per
gram, normally a dilution series of the soil is made by sus-
pending a given amount of soil in a dispersing solution (of-
ten a dilute buffered peptone or saline solution), and trans-
ferring aliquots of the suspensions to fresh solution until the
suspension is diluted sufficiently to allow individual discrete
bacterial colonies to grow on agar plates.

After inoculation on several replicate agar plates, the
plates are incubated at an appropriate temperature, and
counted after they have formed macroscopic fungal colonies.
Because the assumption is that one colony is derived from
one organism, the term colony forming units (CFUs) is
used in the final analysis, with the results expressed in terms
of CFUs per gram of dry soil.

Figure 5.14 describes a dilution and plating protocol
procedure. Beginning at step 1, a 10-fold dilution series is
performed. A 10-fold series is very common as the calcula-
tions for the determination of the organism count is very
simple. Here, 10 g of moist soil is added to 95 mL (solution
A) of deionized water and shaken well to disperse the or-
ganisms. The reason that 10g of soil are used is that 10g of
soil occupies approximately 5 mL. Thus, we have 10g of
soil in 100 mL total volume, thereby forming a 1:10 w/v
dilution.

Next, 1.0 mL of suspension is removed from the bottle
and added to a tube (B) containing 9.0 mL of the same dis-
persion solution as in A. The tube is capped and vortexed.
Working diligently, the dilution series is continued to the
highest desired dilution (tubes C, D, and E). The three most
dilute suspensions are plated. Three different dilutions (tubes
C, D, and E) are plated so as to increase the chance of ob-
taining a dilution that will result in a countable number of or-
ganisms (Step 2).

Here, pour plates are utilized for the plating procedure.
The dilution of interest is vortexed and 1.0 mL of suspen-
sion is removed from the tube and added to each of two
sterile Petri dishes. Before the soil particles in the inoculum
can settle, pour plates are made (step 3a). Here, a suitable
agar such as RyA medium poured into the plate with the
one mL of inoculum. The agar is at a temperature warm
enough to keep the agar fluid, but cool enough not to kill
the organisms.
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Then the plate is gently swirled (step 3b) to distribute
the agar and inoculum across the bottom of the plate (with-
out splashing agar on the sides or lid of the dish). Finally, the
agar is allowed to solidify, and the plates are incubated up-
side down to prevent condensation from falling on the grow-
ing surface of the agar (step 4). Counting takes place after an
incubation period suitable for the organism(s) of interest (of-
ten 5-7 days). An example calculation is shown in Calcula-
tion Box 5.1.

5.8 MICROORGANISMS IN AIR

Microbes that are found in air are generally known as
bioaerosols and the process that moves microbes into air is
known as aerosolization. Bioaerosols can be whole mi-
croorganisms including viruses, bacteria, fungi, or spores, or
they can be biological remnants such as endotoxin and cell
wall constituents. Bioaerosol sizes range typically from 0.5
to 30 wm in diameter and are normally surrounded by a thin
film of water. Biological particles can also be associated
with particulate matter such as soil or wastes such as
biosolids, depending on the origin of the bioaerosol. Biolog-
ical particles in the lower spectrum of sizes (0.5 to 5 wm) are
of most concern since these are most easily inhaled or in-
gested (Stetzenbach, 2001).

5.8.1 Incidence of Bioaerosols

Microbes that are aerosolized can be pathogenic or non
pathogenic depending on the source of microorganisms. Soil
itself can be a large source of non pathogenic microbes that
are known as heterotrophic plate count (HPC) bacteria.
These are indigenous soil microbial inhabitants that do not
normally pose adverse human health threats.

Numbers of HPC bacteria are frequently a function of
wind duration and speed, as well as processes involving agri-
culture, mining, or road construction. They can range from
essentially zero to 10° to 10° per m® of air. Numbers of HPC
can be estimated by use of specialized air samplers (Figure
5.15). In this technique, vacuum pumps are used to deliver
known volumes of air to a sampler containing a microbial
trapping solution. After air collection, microbes trapped in
the liquid are identified and enumerated.

There are also numerous airborne pathogenic microor-
ganisms that can infect plants, animals, or humans (Informa-
tion Box 5.1). Clearly disease caused by airborne microor-
ganisms can be devastating, as in the case of foot and mouth
disease of animals, or common cold infections in humans.
Generally these pathogens are released from infected ani-
mals or humans, or they can be of soil borne origin as in the
case of valley fever, which is particularly prevalent in the
southwest U.S. Bioaerosols have also been of concern to res-
idents close to biosolid land application sites. A case study
on this issue is presented in Chapter 27. Indoor air quality
within homes and buildings is also an issue as discussed in
Chapter 22.
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Step 1. Make a 10-fold dilution series,

1ml

10 g moist soil

im 1mi 1mi

Step 2. For each dilution, transfer 1.0 ml of
soil dilutions to replicate agar plates.

S A

Step 3a. Add molten agar cooled to 45°C Step 3b.
to the dish conlaining the sail
suspension.

Step 4. Incubate plates under specified conditions.

Step 5. Count dilutions yielding 30-300 colonies

per plate. Express counts as CFUs per
g dry soil.

After pouring each plate, replace
the lid on the dish and gently swirl
the agar to mix in the inoculum and
completely cover the bottom of the
plate.

Figure 5.14 Dilution and pour plating technique. Here, the diluted soil suspension is incorpo-
rated directly in the agar medium rather than being surface applied as in the case of spread
plating. From Environmental Microbiology © 2000, Academic Press, San Diego, CA.

5.8.2 Fate and Transport of Bioaerosols

Air is a harsh environment for airborne microbes, and gener-
ally contains no nutrients to sustain microorganisms. Partic-
ularly in the case of pathogens, there is considerable interest
in how far bioaerosols will travel prior to death or inactiva-

tion. Plant pathogens such as spores of wheat rust can be
spread several hundred or even a thousand kilometers
through airborne transmission and remain viable. In contrast,
bacterial and viral pathogens are generally inactivated over
shorter distances during air borne transmission. Environ-
mental factors clearly affect transport and fate. Desiccation
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EXAMPLE CALCULATION BOX 5.1
Dilution and Plating Calculations

A 10-gram sample of soil with a moisture content of 20% on a dry weight basis is analyzed for viable culturable bacteria via
dilution and plating techniques. The dilutions were made as follows:
Dilution

10~! (weight/volume)
10~ 2(volume/volume)

Process

95 ml saline (solution A)
9 ml saline (solution B)

10 g soil
1 ml solution A

1 ml solution B 9 ml saline (solution C) 1073 (volume/volume)

1 ml solution C 9 ml saline (solution D) 10~* (volume/volume)

A )

1 ml solution D 9 ml saline (solution E) 10~ (volume/volume)

1 ml of solution E is pour plated onto an appropriate medium and results in 200 bacterial colonies.

1
dilution factor

Number of CFU X number of colonies

1
= 105 X 200 CFU/g moist soil

= 2.00 X 107 CFU/g moist soil

But, for 10 g of moist soil,
Moist weight — dry weight (D)

Moisture content =

dry weight (D)
Therefore,
_ 10—-D
0.20 = D and
D=833¢g
Number of CFU per g dry soil = 2.00 X 107 X ﬁ =24 % 107

From Environmental Microbiology © 2000, Academic Press, San Diego, CA.

due to increased air temperature and low relative humidity

can kill or inactivate bacteria and viruses. Ultraviolet radia-
tion from sunlight can also damage microbes. With respect
to transport, wind speed is the greatest factor that influences
movement of bioaerosols.

INFORMATION BOX 5.1

Examples of Important Airborne Pathogens

Plant Disease Fungal Pathogen

Dutch Elm Disease
Stem rust of wheat
Potato blight

Ceratocystis ulmi
Puccinia graminis
Phytophthora infestans

Pathogen

Animal Disease

Brucellosis Brucella spp. (bacteria)

Aspergillosis Aspergillus spp. (fungi)

Rabies Rhabdoviridae (virus)

Foot and mouth Aphthovirus (virus)
disease

Human Disease Pathogen

Figure 5.15 Air samplers used to estimate bioaerosol concen-
trations. From Envir

tal Microbiology Laboratory Manual, Second Edi-

tion © 2004, Academic Pres, San Diego, CA.

Pulmonary anthrax
Typhoid fever
Valley fever
Common cold
Hepatitis

Bacillus anthracis (bacteria)
Salmonella typhi (bacteria)
Coccidioides immitis (fungus)
Picornavirus

Hepatitis (virus)
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5.9 MICROORGANISMS IN SURFACE
WATERS

The study of microorganisms in water is known as aquatic
microbiology. Seventy percent of the earth’s surface is
covered with water in the form of oceans, estuaries, lakes,
wetlands, and streams. Clearly the diversity of microbial
communities within these environments is enormous, and
an in-depth review is beyond the scope of this book. How-
ever, microbes that are known to inhabit surface waters
include viruses, bacteria, fungi, and protozoa. With re-
spect to pollution we are often concerned with microbes
that are either pathogenic or produce toxins that adversely
affect human health and welfare (see Chapter 11). In other
situations we are concerned with the transport and fate
of pathogens introduced into surface waters via, for ex-
ample, waste disposal, or contamination of surface waters
with animal wastes. Contamination of surface waters
with animal wastes resulted in a large outbreak of water-
borne disease in Milwaukee in 1993. In this outbreak,
more than 100 individuals died of infection with Cryp-
tosporidium—a protozoan parasite (see Case Study,
Chapter 11).

5.9.1 General Characteristics of Microbial
Communities in Aquatic Environments

Inland Surface Waters (Lakes, Rivers, Streams): These
are essentially freshwater environments not directly
affected by marine waters. The study of freshwater micro-
biology is known as microlimnology. If the freshwater
is standing water, such as in lakes or ponds, the environ-
ment is known as a lentic habitat. In contrast, running
water is known as a lotic habitat, exemplified by streams
or rivers.

Marine Waters and Estuaries: True marine waters such as
those found in oceans are characterized by salinity of 33-37%.
In contrast transitional areas between fresh and marine waters
such as estuaries are less saline than marine waters.

TABLE 5.6 Types and numbers of dominant microbes
in surface waters.

ENVIRONMENT TYPE OF MICROBE NUMBERS PER ml

Springs Primary Producers 10%-10°
Heterotrophic Bacteria Up to 10°

Rivers Primary Producers Up to 108
Heterotrophic Bacteria Up to 10°

Lakes Primary Producers Highly variable
Heterotrophic Bacteria Highly variable

Estuary Primary Producers Up to 107
Heterotrophic Bacteria 10°-108

Marine Primary Producers Up to 108
Heterotrophic Bacteria Up to 108

From Environmental Microbiology © 2000, Academic Press, San Diego, CA.

In all of these different types of surface waters there can
be vast differences in any specific environment due to varia-
tions in environmental conditions (Information Box 5.2).
These differences can result in tremendous ranges of micro-
bial numbers in any given environment (Table 5.6). There
are two major types of microbial populations in surface wa-
ters: primary producers and heterotrophic bacteria. The
primary producers are phototrophic algae or bacteria, which
utilize light and carbon dioxide as a source of energy and car-
bon. In contrast, heterotrophic populations of bacteria re-
quire dissolved organic matter as a carbon and energy
source. As can be imagined, the relative numbers of these
two groups in any aquatic environment are variable and site
specific (Information Box 5.2).

Apart from bacterial and algal populations, streams,
rivers, and lakes also contain fungal, protozoan and viral pop-
ulations. The protozoa and viruses are thought to be important
in controlling the bacterial and algal populations. Overall
these microbial communities are important in controlling the
oxygen content of surface waters, and the degradation of or-
ganics (see Chapter 18). Aquatic microorganisms are also im-
portant in urban settings through the formation of biofilms, in
potable water distribution lines (see Chapter 28).

INFORMATION BOX 5.2

Environmental Influences on Aquatic Microbial Communities

Parameter

Microbial Community Influence

Depth of water Primary producers

Proximity to
habitat

Heterotrophic populations

Size of stream Primary producers and

heterotrophic populations

Effect

As depth increases photosynthesis and primary producer

The greater the proximity to terrestrial

As the size increases, more dissolved organic

population decreases

habitat, the more dissolved organic matter and heterotrophic
activity

matter is acquired. Heterotrophic activity increases, while
light penetration and phototrophic activity decreases.




QUESTIONS AND PROBLEMS
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1. Briefly discuss the statement “Soil is a favorable environment
as a habitat for microorganisms.”

2. For the chemical reaction

A+B<C+D
the thermodynamic equilibrium constant K4 = 0.38.
Deduce whether AG for the reaction is negative or positive. Is
energy liberated from the reaction, or must energy be added to
promote the reaction?

3. A 10-gram sample of soil with a moisture content of 25% on a
dry weight basis is analyzed for viable culturable bacteria via
dilution and plating techniques. A 10~ dilution of the soil
suspension resulted in 421 bacterial colonies. How many cul-
turable bacteria are there per gram of dry soil?

4. For the following organisms identify the substrate that can be
oxidized as well as the terminal electron acceptor utilized by
the organism.

a. Nitrosomonas spp.

b. Thiobacillus thiooxidans

REFERENCES AND ADDITIONAL READING
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6.1 CONTAMINANT TRANSPORT
AND FATE IN THE ENVIRONMENT

Anunderstanding of the transport and fate of contaminants in
the environment is required to evaluate the potential impact
of contaminants on human health and the environment. For
example, such knowledge is needed to conduct risk assess-
ments, such as evaluating the probability that a contaminant
spill would result in groundwater pollution. Such knowledge
is also required to develop and evaluate methods for remedi-
ating environmental contamination. Just as important,
knowledge of contaminant transport and fate is necessary to
help design chemicals and processes that minimize adverse
impacts on human health and the environment to enhance
pollution prevention.

The four general processes that control the transport
and fate of contaminants in the environment are advection,
dispersion, interphase mass transfer, and transformation re-
actions. These are defined in Information Box 6.1.

Many of the processes influencing contaminant trans-
port and fate are illustrated in Figure 6.1, which shows the
disposition of an organic liquid contaminant spilled into the
subsurface (DNAPL is a “denser than water” nonaqueous
phase liquid).

The fate of a specific contaminant in the environment is
a function of the combined influences of these four general
processes. The combined impact of the four processes deter-
mines the “pollution potential” and “persistence” of a

INFORMATION BOX 6.1

Processes Influencing Contaminant Transport and Fate

Adbvection is the transport of matter via the movement
of a fluid; as discussed in Chapter 3, a fluid moves in
response to a gradient of fluid potential. For example,
contaminant molecules dissolved in water will be carried
along by the water as it flows through (infiltration) or
above (runoff) the soil. Similarly, contaminant molecules
residing in air will be carried along as the air flows.
Dispersion represents spreading of matter about the
center of the contaminant mass. Spreading is caused by
molecular diffusion and nonuniform flow fields.
Contaminant molecules can reside in several phases in
the environment, such as in air (atmosphere and soil
gas phase), in water, and associated with soil particles.
So-called mass transfer processes, such as sorption,
evaporation, and volatilization, involve the transfer of
matter between phases in response to gradients of
chemical potential or, more simply, concentration
gradients. Transformation reactions include any process
by which the physicochemical nature of a chemical is
altered. Examples include biotransformation
(metabolism by organisms), hydrolysis (interaction with
water molecules), and radioactive decay.
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Figure 6.1 Disposition of organic liquid spilled into the
subsurface. Schematic of chlorinated solvent pollution: dense
nonaqueous phase liquids migrate downward in the subsurface,
and serve as a source of contamination for groundwater. Also
shown are natural attenuation processes. DNAPL, Dense
nonaqueous phase liquid; NAPL, nonaqueous phase liquid.
From U.S. EPA, 1999.

contaminant in the environment. The pollution potential
characterizes, in essence, the “ability” of the chemical to con-
taminate the medium of interest (soil, water, air). Compounds
that are transported readily (e.g., high aqueous solubility, low
sorption), and that are not transformed to any great extent
(i.e., are persistent) generally have larger pollution potentials.
Large transport rates mean that the contaminant readily
spreads from the site where it first entered the environment.
A low transformation potential means that the chemical will
persist in the environment, and thus remain hazardous, for
longer times.

The health risk posed by a specific contaminant to hu-
mans or other organisms is, of course, a function of its toxi-
cological characteristics (as discussed in Chapter 13), as well
as its pollution potential. Thus, it is important to understand
both types of properties. For example, the greatest potential
health risk will generally be associated with contaminants
that are persistent and highly toxic. However, actual harmful
effects will occur only if the organism is exposed to the con-
taminant. Thus, the pathways of exposure are critical to as-
sessing risks posed by contaminants. The processes influenc-
ing the transport and fate of contaminants in the environment
have a significant impact on pathways and levels of exposure.

Once a chemical is applied to (or spilled onto) the land
surface, it may remain in place or it may transfer to the air, sur-
face runoff, or the subsurface. Chemicals with moderate to
large vapor pressures may evaporate or volatilize into the gas
phase, thus becoming subject to atmospheric transport and fate
processes including advection (carried along by wind), disper-
sion, and transformation reactions. Breathing contaminated air
is one potential source of exposure to hazardous contaminants.
However, atmospheric concentrations of most toxic chemicals
are relatively low due to dilution effects. Transfer of contami-
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nants to surface runoff during precipitation or irrigation events,
is a major concern associated with the non-point source pollu-
tion issue. Once entrained into surface runoff, the contaminant
may then be transported to surface water bodies. Consumption
of contaminated surface water is one potential route of human
or animal exposure to toxic chemicals. Another route of toxic
chemical exposure for humans is consumption of contami-
nated groundwater. Once applied to a land surface, a contami-
nant can partition to the soil-pore water. The contaminant then
has the potential to move downward to a saturated zone
(aquifer), thereby contaminating groundwater. Whether or not
this will occur, as well as the time it will take, and the resulting
magnitude of contamination, depends on numerous factors.
These include: the magnitude and rate of infiltration or
recharge; the soil type; the depth to the aquifer; and the quan-
tity of contaminant and its physicochemical properties (e.g.,
solubility, degree of sorption, and transformation potential).
Volatile contaminants can move by advection and diffusion in
the soil-gas phase in addition to the pore-water phase, which
provides an additional means to travel to an aquifer.

6.2 CONTAMINANT PROPERTIES

The physicochemical properties of the contaminant have in-
fluence in its transport and fate behavior. For example, as noted
above, chemicals with moderate to large vapor pressures may
evaporate or volatilize into the gas phase, thus becoming sub-
ject to atmospheric transport and fate processes. Such chemi-
cals can also undergo transport in the gaseous phase in the va-
dose zone. As another example, chemicals with larger aqueous
solubilities will more readily transfer to water, and thus be sub-
ject to transport by water flow. The physicochemical proper-

TABLE 6.1 Contaminant properties.

ties of contaminants are controlled by their molecular structure
(see Chapter 7). The biodegradability of contaminants is also
dependent upon their molecular structure (see Chapter 8).

A critical property to consider when evaluating trans-
port and fate behavior is the phase state of the contaminant.
Under “natural” conditions (temperature 7' = 25°C, pressure
P =1 atm), chemicals in their pure form exist as solids, lig-
uids, or gases (see Table 6.1). Clearly, the mobility of a
chemical in the environment will depend in part on the phase
in which it occurs, with gases generally being most mobile
and solids least mobile.

Many of the organic contaminants of greatest concern
happen to exist as liquids in their pure state under natural
conditions. These organic compounds are referred to as im-
miscible or nonaqueous phase liquids (NAPLs). Examples
of NAPLs include fuels (gasoline, aviation fuel), chlorinated
solvents, and polychlorinated biphenyls. The presence of
NAPLSs in the subsurface at a contaminated site greatly com-
plicates remediation efforts (see Chapter 19). Once released
into the subsurface, the NAPL becomes trapped in pore
spaces, after which it is very difficult to physically remove.
Hence, they serve as long-term sources of contamination as
the molecules transfer to other phases (see Chapter 17). An
additional complicating factor is that many NAPLs comprise
multiple constituents. Examples of such multi-component
NAPLs include fuels (gasoline, diesel fuel, and aviation
fuel), coal tar, and creosote, all of which contain hundreds of
organic compounds. These multi-component NAPLs can
contain individual compounds, such as naphthalene and
anthracene, that normally occur as solids but which are “dis-
solved” in the organic liquids.

Most inorganic contaminants of concern occur as solids
in their elemental state. One notable exception is mercury,

REPRESENTATIVE SOLUBILITY VAPOR VOLATILITY SORPTION BIODEGRADATION
CONTAMINANTS PRESSURE POTENTIAL RATE

Solids

Organic naphthalene low medium medium medium medium
pentachlorophenol low medium low high medium
DDT low low low high low

Inorganic lead low low low medium non degradable
chromium high low low low non degradable
arsenic medium low low low non degradable
cadmium low low low medium non degradable

Liquids

Organic trichloroethene medium high medium low low
benzene medium high medium low medium

Inorganic mercury low medium low medium non degradable

Gases

Organic methane medium very high very high low low

Inorganic carbon dioxide medium very high very high low non degradable
carbon monoxide low very high very high low non degradable
sulfur dioxide medium very high very high low non degradable

From Environmental Monitoring and Characterization © 2004, Elsevier Academic Press, San Diego, CA.



which is a liquid under standard conditions. An important
factor for inorganic contaminants is their “speciation.” For
example, many inorganics occur primarily in ionic form in
the environment (e.g., Pb™2, Cd*2, NOs ™). Speciation can
greatly influence aqueous solubility and sorption potential.
In addition, many inorganics may combine with other inor-
ganics, forming complexes whose transport behavior differs
from that of the parent ions. These concepts are discussed
further in Chapter 7.

6.3 ADVECTION

As introduced above, advection is the transport of matter by
the movement of a fluid. Any contaminant dissolved in wa-
ter (which we call a “solute”) will be carried along by the
water as it flows. Similarly, contaminant molecules residing
in air (vapor phase) will be carried along as the air flows.
Advection is generally the single most important mode of
transport of contaminants in the environment. Advective
transport by water or air is the primary reason for large-scale
movement of contaminants in the environment.

Transport of contaminant mass by advection is propor-
tional to the rate of fluid movement. Thus, characterizing the
advective transport potential of a contaminant at a specific lo-
cation requires one to determine the direction and rate of fluid
flow at that location. Monitoring air flow in the atmosphere
was discussed in Chapter 4. Determining the direction and
rate of surface water flow is relatively straightforward—e.g.,
for streams, the direction is defined by the stream channel and
the rate is related to the water level (see Chapter 3). Con-
versely, characterizing the direction and rate of water or air
movement in the subsurface is much more complex.

Characterizing groundwater flow in an aquifer sys-
tem generally requires constructing groundwater maps.
These maps are basic tools of hydrogeological interpreta-
tion from which one can derive the magnitude of hy-
draulic gradient and the direction of groundwater flow
(see Figure 6.2). To construct these maps, one needs hy-
draulic head measurements from a number of wells or
piezometers that are installed at various depths in an
aquifer of interest. Groundwater maps are prepared by
plotting hydraulic head values of all wells on a base map
showing the well locations, and drawing a line connecting
the points of equal hydraulic heads (equipotential line).
Equipotential lines are somewhat similar to elevation con-
tours on a topographic map.

In three dimensions, the points with equivalent head
values form an equipotential surface called the piezometric
or potentiometric surface. The potentiometric surface is
simply the map of hydraulic head, or the level to which wa-
ter will rise in a well that is screened within the aquifer. If an
aquifer is characterized by primarily horizontal flow, one
can draw a potentiometric surface for the entire aquifer. In an
unconfined aquifer, the water table represents the potentio-
metric surface of the aquifer. However, in a confined aquifer
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Figure 6.2 Example of a groundwater contour map. Image
courtesy of the Arizona Department of Water Resources and the

University of Arizona Water Resources Research Center.

(one where a low-permeability unit resides on top of the
aquifer), the potentiometric surface is an imaginary surface
connecting the water levels in wells. Groundwater maps are
actually two-dimensional representations of three-dimen-
sional potentiometric surfaces, and are denoted as water-
table maps for unconfined aquifers, and potentiometric-
surface maps for confined aquifers.

Measurements of groundwater velocity are important
for hydrogeological studies and environmental monitoring
applications including predicting the rate of contaminant
movement. There are several techniques available for deter-
mining groundwater flow velocities in the field. These
include estimation based on Darcy’s Law, borehole flowme-
ters, and tracer tests. An estimation of groundwater velocity
can be obtained using Darcy’s Law, rewritten as:

v = g/n = (K Ah/Al)/n

where:
v is average pore-water velocity (L/T)
q is Darcy velocity (L/T)
n is porosity (—)
K is hydraulic conductivity (L/T)
Ah/Al is hydraulic gradient (—)

This approach requires knowledge of hydraulic conductivity
and the hydraulic gradient, which can be obtained as
described in Chapter 3. Borehole flowmeters are used
for many applications including well-screen positioning,
recharge-zone determination; and estimation of hydraulic-
conductivity distribution. In addition, they can be used for
measurements of horizontal and vertical flow characteristics
in a cased well or borehole. Tracers may also be used in field
studies to determine velocities of groundwater. A tracer test
is conducted by injecting a tracer solution into the aquifer
and monitoring tracer concentrations at downgradient loca-
tions. The time required for the tracer to travel from the in-
jection point to the monitoring point can be used to calculate
groundwater velocity. A suitable tracer should not react
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physically or chemically with groundwater or aquifer mate-
rial, and must not undergo transformation reactions. These
types of substances are generally called conservative tracers.

6.4 DISPERSION

Dispersion represents spreading of matter about the center of
the contaminant mass. In essence, as a mass of contamina-
tion (called a “pulse” or “plume”) moves by advection, the
size of the plume increases due to dispersion. In other words,
the plume “grows” as it moves. This spreading is caused by
molecular diffusion and nonuniform flow fields. It is impor-
tant to note that spreading occurs in both water flow and air
flow systems.

Molecular diffusion is the result of random motion of
individual molecules. Every molecule vibrates and moves
due to its individual kinetic energy. At any given time, each
molecule may move in any given direction; thus, we call this
random motion. The net result of this series of individual
movements is that molecules will spread from regions con-
taining greater numbers of molecules (i.e., higher concentra-
tions) to regions with fewer numbers (lower concentrations).

The effect of diffusion is readily seen by adding a drop of
food coloring dye to a beaker of water—the dye will spread
and eventually color the entire volume of water. The contri-
bution of molecular diffusion to overall transport and spread-
ing of a contaminant is generally small. It becomes signifi-
cant primarily only in systems where advection is minimal,
such as clay units in the saturated zone of the subsurface.
The major cause of dispersion is nonuniform flow
fields. When a fluid flows through the environment, it does
not move as one uniform body. Rather, sections of the fluid
move at different rates or velocities. For example, in a river,
water flowing along the channel walls moves slower due to
friction, than water located in the center of the channel. In the
subsurface, the dispersion effect occurs at a range of spatial
scales. For smaller scales (< 1 meter), dispersion is caused
by non-uniform flow in the porous-medium pores, and oc-
curs in three major ways (Figure 6.3a). First, fluid flow in a
single pore is faster in the center of the pore because friction
slows the fluid near the pore walls. Second, fluid flow is
faster in larger-diameter pores than it is in smaller-diameter
pores (a smaller proportion of fluid is influenced by friction
for larger pores). Third, the time it takes a fluid or contami-
nant molecule to travel from one location to another is less

A

Cross-Sectional View

Figure 6.3 Processes causing dispersion (spreading of a pulse or plume) as a result of

non-uniform fluid flow: (A) pore scale; (B) field scale.



for pore sequences that have fewer twists and turns (less tor-
tuous flow path). For larger scales (field scale), fluid moves
faster in larger-permeability units such as sand and slower in
lower-permeability units such as clay (see Chapter 3). As a
result, the rates of advection differ for different portions of
the fluid. Thus, as a plume of dissolved contaminant moves,
different sections of the plume will be moving at different
velocities. This results in spreading or “growth” of the plume
in the direction of travel. This dispersion effect is illustrated
in Figure 6.3b.

6.5 MASS TRANSFER

As noted in a previous section, a contaminant may reside in
the air, in water, or associated with a solid phase. The trans-
fer of contaminants from their original phase to other phases
is an important aspect of contaminant behavior. The primary
mass-transfer processes of interest for contaminant transport
in the environment are: dissolution, evaporation, volatiliza-
tion, and sorption. These four processes will be discussed
briefly below; a more detailed discussion is presented in
Chapter 7.

The transfer of molecules from their pure state to water is
called dissolution. For example, placing salt crystals in water
will result in dissolution—the salt will dissolve in the water.
Similarly, placing an immiscible organic liquid (such as a
cleaning solvent) in contact with water will result in the trans-
fer of some of the organic-liquid molecules to the water. This
is how water becomes polluted by a contaminant. The extent to
which contaminant molecules or ions will dissolve in water is
governed by their aqueous solubility (see Chapter 7). The sol-
ubilities of different contaminants vary by orders of magnitude.
A critical aspect of solubility is how it compares to pollution
action levels for the contaminant. For example, the aqueous
solubility of trichloroethene (a chlorinated cleaning solvent) is
approximately 1 g/L. This is very low compared to many other
compounds. However, the maximum contaminant level for
trichloroethene is 5 pg/L, 200,000 times smaller. Thus, it does
not take very much trichloroethene to pollute water.

Evaporation of a compound involves transfer from the
pure liquid or pure solid phase to the gas phase. The vapor
pressure of a contaminant, then, is the pressure of its gas
phase in equilibrium with the solid or liquid phase, and is
an index of the degree to which the compound will evapo-
rate. In other words, we can think of the vapor pressure of a
compound as its “solubility” in air. Evaporation can be an
important transfer process when pure-phase contaminant is
present in the vadose zone, such that contaminant molecules
evaporate into the soil gas.

Volatilization is the transfer of contaminant between
water and gas phases. Volatilization is different from evapo-
ration, which specifies a transfer of molecules from their
pure phase to the gas phase. For example, the transfer of ben-
zene molecules from a pool of gasoline to the atmosphere is
evaporation, whereas the transfer of benzene molecules from
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water (where they are dissolved) to the atmosphere is
volatilization. The vapor pressure of a compound gives us a
rough idea of the extent to which a compound will volatilize,
but volatilization also depends on the solubility of the com-
pound as well as environmental factors. Volatilization is an
important component of the transport and remediation of
volatile organic contaminants in the vadose zone (see Chap-
ters 17 and 19).

Sorption also influences the transport of many contam-
inants in the environment. The broadest definition of sorp-
tion (or retention) is the association of contaminant
molecules with the solid phase of the porous medium (e.g.,
soil particles). Sorption can occur by numerous mechanisms,
depending on the properties of the contaminant and of
the sorbent (see Chapter 7). A critical impact of sorption is
that it slows or retards the rate of movement of contaminants
(referred to as “retardation”). As long as the soil grains are
immobile, contaminant molecules will also be immobile
when they are sorbed to the grains. Thus, contaminants that
sorb will move more slowly than the mean water velocity.
Conversely, contaminants that do not sorb will generally
move at the same velocity as water.

6.6 TRANSFORMATION REACTIONS

The transport and fate of many contaminants in the environ-
ment is influenced by transformation reactions, such as
biodegradation, hydrolysis, and radioactive decay. The sus-
ceptibility of a contaminant to such transformation reactions
is very dependent on their molecular structure (organics) or
speciation (inorganics). For example, chlorinated hydro-
carbons are generally more resistant to biodegradation
than are nonchlorinated hydrocarbons. Abiotic and biotic
transformation reactions are discussed in Chapters 7 and 8§,
respectively.

A critical impact of transformation reactions on trans-
port and fate is that the mass of original contaminant is re-
duced. This is usually a positive result, as it leads to reducing
the amount of potential pollution present in the environment.
However, in some cases it may produce a negative result,
such as when the transformation reaction produces a more
hazardous compound.

6.7 CHARACTERIZING SPATIAL AND
TEMPORAL DISTRIBUTIONS OF
CONTAMINANTS

Characterizing the transport and fate behavior of contami-
nants in the environment is based on evaluating their distri-
bution in the environment in terms of phase distribution (are
they in groundwater, sorbed to soil, etc.), spatial distribution,
and temporal distribution (i.e., how concentrations change
with time). The information needed to assess these distribu-
tions is obtained from sampling and monitoring programs, as
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Figure 6.4 Groundwater contaminant plume contour map for a site in Tucson, Arizona. The
contours represent tetrachloroethene concentrations in Mg/L. (Drawn by Concepcién Carreén Di-

azconti.)

described in Chapter 12 (detailed information on environ-
mental monitoring is available in Artiola et al., 2004).
Examining spatial distributions of contamination is
based on developing contaminant contour maps. This is done
by plotting contaminant concentrations, obtained from anal-
ysis of samples collected from discrete points in space, on a
map of the site. The points of equal concentrations are con-
nected by contour lines. This procedure produces a diagram
of the contaminant plume, which provides a means to visu-
alize the size and distribution of contamination at the site
(see Figure 6.4). These contaminant plume maps can be pro-
duced periodically (at different times), which allows exami-

nation of the transport behavior of the contamination—is the
contaminant plume moving or staying in place?

Simple examples of spatial distributions of contaminant
plumes as affected by the four transport and fate processes
are presented in Figure 6.5. The impact of fluid velocity on
advective transport is illustrated by comparing the locations
of plumes 1 and 2—plume 1 has traveled a greater distance
downgradient from the point of origin because of the greater
fluid velocity for that case. The impact of dispersion is
shown for plume 3, which is longer than plume 2 (which has
no dispersion). The impact of sorption and retardation on
transport is observed for plume 4, which has not traveled as
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Figure 6.5 Simple examples of spatial distributions of
contaminant plumes as affected by the four transport and fate
processes. Case 1: Advection (larger fluid velocity, v); Case 2:
Advection (small v); Case 3: Advection (smaller v) and
Dispersion; Case 4: Advection (smaller v), Dispersion, and
Retardation; Case 5: Advection (smaller v), Dispersion, and
Transformation. The plumes are drawn with a single contour
representing the detectable concentration. The plumes all
originated at the x = 0 plane.

far as plume 3. The impact of a transformation reaction that
causes loss of contaminant mass is illustrated for plume 5,
which is smaller than plume 3.

The change in contaminant concentrations at a site
over time is an important aspect of the risk posed by the
contamination. The temporal variability of contaminant
concentrations is characterized by plotting concentration
histories, in which concentrations of samples collected from
one location at different times are plotted as a function of
time. A special case of these concentration histories is ob-
tained when we are monitoring a location at which con-
tamination is just beginning to arrive. These plots are called
breakthrough curves.
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Simple examples of breakthrough curves as affected by
the four transport and fate processes are presented in Figure
6.6. The impact of fluid velocity on advective transport is il-
lustrated by comparing the locations of breakthrough curves
1 and 2; breakthrough curve 1 appears earlier than break-
through curve 2 because of the greater fluid velocity for case
1. The impact of dispersion is shown for breakthrough curve
3, which is more spread out (rotated clockwise) than break-
through curve 2 (which has no dispersion). The impact of
sorption and retardation on transport is observed for break-
through curve 4, which appears later than breakthrough
curve 3. The impact of a transformation reaction that causes
loss of contaminant mass is illustrated for breakthrough
curve 5, which peaks at a lower concentration than break-
through curve 3.

6.8 ESTIMATING PHASE DISTRIBUTIONS
OF CONTAMINANTS

As discussed in the beginning of this chapter, contaminants
can reside in multiple phases of the environment—as vapor
in air, dissolved in water, and sorbed to porous-medium
particles. It is often important to know how a contaminant
will distribute among these phases. For example, conducting
risk assessments requires an evaluation of potential routes of
exposure. To do this, we would need to know if and how
much contaminant is present in the various phases. In addi-
tion, we would like to know how much contaminant is pre-
sent in the various phases when we design systems to clean
up contaminated sites.

A simple way to estimate contaminant distributions is
to use phase-distribution coefficients. These coefficients
provide information about the distribution of contaminant
between two phases, and are presented as ratios of concen-
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Figure 6.6 Simple examples of breakthrough curves as affected by the four transport and fate

processes. Case 1: Advection (larger fluid velocity, v); Case 2: Advection (smaller v); Case 3: Ad-
vection (smaller v) and Dispersion; Case 4: Advection (smaller v), Dispersion, and Retardation;

Case 5: Advection (smaller v), Dispersion, and Transformation. The input concentration is

equal to 1 concentration unit.
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trations in the two phases. Two key distribution coefficients
are the sorption coefficient K4 (K4 = S/C,,), which describes
the distribution of a contaminant between porous-medium
particles and water (i.e., sorption), and Henry’s Constant, H
(H = Cy/C,,), which describes the distribution between gas
(air) and water phases (i.e., volatilization).

In these equations,

C,, 1s the concentration of contaminant in water

C, is the concentration of contaminant in air

S is the concentration of contaminant in the sorbed
phase

The first piece of information of interest is the total
amount of contaminant in the system. For example, the total
mass of contaminant contained in a given volume of soil can
be defined as:

M=V,Cy+MS+V,C, (Eq. 6.1)

where:

M is total contaminant mass

V' 1s the volume of the water phase
M is the mass of soil particles

Vs is the volume of soil gas

We can define a unit-mass of contaminant (M*) by dividing
equation 1 by V7, the total volume of the soil system. We can
also define M* in terms of one concentration by substituting
the distribution equations [S = K4C,,, C; = HC] into Equa-
tion 6.1. We use Cy, as the key concentration since it is usually
the concentration measured in subsurface monitoring pro-
grams. The modified equation for estimating contaminant
mass is:

M* = [0y + pp,Kq + 0,H] C,, (Eq. 6.2)

where:

0y 1s the soil-water content (volume of water per
volume of soil)

0 1is the soil-gas content (volume of soil gas per
volume of soil)

pp is soil bulk density (mass of soil per volume of soil)

Remember that M* is mass of contaminant per soil volume
element; thus, total contaminant mass (M) is calculated by
M* X V.

The fraction of contaminant residing in each phase can
be calculated by the following equations:

o bw Cw
Fraction in Water = M (Eq. 6.3)
PoKaCy
Fraction Retained by Soil Particles = Td* (Eq. 6.4)
. . 0,HC,,
Fraction in Soil Gas = gM* (Eq. 6.5)

It is important to remember that this approach is based on as-
suming that the distribution processes have reached equilib-
rium. If'this is not true, the estimates obtained with Equations
6.1-6.5 can be erroneous.

EXAMPLE CALCULATION 6.1

The calculation of contaminant phase distributions will be
illustrated with the following example. We will assume the
following values for the soil properties: 6, = 0.25, 0, =
0.25, and p, = 1.5 g/lem>. To simplify the calculations, we
will assume

L
Kq=11=
¢ g
H=1
Cy = 1 mg/L

Using these values, the unit-mass of contaminant is calculated
to be:
g

M =025+ 15-2x 1L 4 025 % 1]
mL g

me _,Mme
X1g==27

The fraction of pollutant residing in each phase is:

mg
0.25 X 1 T
Fraction in water = mg =0.125
2T
m,
0.25 X 1 X ng
Fraction in Soil Gas = — mg =0.125
2T
Fraction Retained by Soil Particles
m
152 5o p Kby 8
_ ml g L
= mg =0.75
2T

Thus, 75% of the contaminant mass is associated with the
soil particles, while 12.5% is associated each with water and
with air.

6.9 QUANTIFYING CONTAMINANT
TRANSPORT AND FATE

The transport and fate of contaminants in the environment is
quantified by developing a set of governing equations. These
equations are used to represent the various processes that
influence transport and fate, as discussed above. The set of
equations are developed based upon a conceptual model of the
transport system (i.e., an idea of what is happening in the sys-
tem). This set of equations constitutes a mathematical model
of the system. It is important to recognize that a mathematical
model is an inexact representation of reality, built upon a suite
of assumptions and simplifications. The accuracy of a mathe-
matical model will depend on the validity of the assumptions
and representativeness of the simplifications.



The most widely used model to represent the transport
and fate of contaminants in the environment is the advection-
dispersion equation. A simplified version of this equation for
solute transport in porous media is given by:
aC _ __aC 9’C

=—v——+D-——5-T
ox

RG¢ ox

(Eq. 6.6)
where:

C is contaminant concentration

D is the dispersion coefficient

R is the retardation factor

T represents possible transformation reactions
v is mean fluid velocity

t is time, and x is distance

This equation is developed with numerous assumptions, in-
cluding uniform, one-dimensional fluid flow, homogeneous
conditions (for example, a homogeneous porous medium),
and that sorption is the only mass-transfer process.

The term on the left-hand side of the equation repre-
sents the change in the amount of contaminant present at
a given location. Changes in the amount of contaminant
present at a given location are caused by transport of con-
taminant to and from that location, which occurs by advec-
tion and dispersion, and by mass transfer and transformation
processes. The first term on the right-hand side of the equa-
tion represents advection, while the second term represents
dispersion. The term 7 represents potential transformation
reactions. A specific equation would be used for each
given transformation process. One widely used equation is
the “first-order” reaction equation, which is discussed in
Chapter 7.

The effect of sorption on transport, namely retardation,
is represented by the retardation factor, R. The retardation
factor is defined as:

w dW
P

R=1+ 9 Vp_d_p

(Eq. 6.7)

where:

vy, 1s the velocity of the fluid

v, is velocity of the contaminant

dy, is the distance traveled by the fluid

d, is the distanced traveled by the contaminant

Inspection of Equation 6.7 shows that as sorption increases
(i.e., K4 increases), the magnitude of the retardation factor
increases. When the contaminant is not sorbed by the
soil (i.e., K4 = 0), the retardation factor is equal to 1. This
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means that the contaminant will move at the same veloc-
ity as the mean velocity of the fluid [v, = vy]. When R =
2, the contaminant moves at an effective velocity that is
half that of the fluid. In other words, the contaminant
moves only half as fast as the fluid. When R = 10, the con-
taminant moves at one-tenth the velocity of water. Con-
taminants that have small retardation factors (< 10)
are considered to be relatively mobile. They can move
rapidly from a spill site and thus quickly contaminant a
large area. Conversely, contaminants that have very large
retardation factors (> 1,000) move very slowly with re-
spect to fluid flow. Thus, they probably will not create a
contaminated zone as extensive as that created by mobile
contaminants.

A special case exists for some systems wherein the retar-
dation factor is less than 1, which would mean that the solute
moves faster than the fluid by which it is being carried. A ma-
jor example of this behavior is the transport of anionic sub-
stances such as Cl™~ in the subsurface. As discussed in Chap-
ter 2, the surfaces of many soils have a net-negative charge.
This leads to a repulsion of negatively charged solutes. For
soil domains characterized by very small pores, this expulsion
could prevent the solute from entering the water residing in the
pores. Thus, the solute would travel through only a portion of
the soil, which results in transport that appears more rapid than
the rate of water movement. This effect is termed anion ex-
clusion. Of course, the individual solute molecules are not ac-
tually moving faster than the water molecules; they only ap-
pear to do so because they travel through a smaller portion of
the porous medium than do the water molecules. Another
cause of R < 1 behavior is called size exclusion. In this case,
extremely large molecules may be too large to pass through
the smallest pores comprising a soil. Thus, just like the case
above, the solute would travel through only a portion of the
soil, resulting in transport that appears more rapid than the rate
of water movement. Size exclusion has been observed in
transport experiments for large colloids such as bacteria and
protozoa.

Contaminant transport in the environment is usually
much more complicated than what is represented by the
simple advection-dispersion equation presented above.
More complicated models have been developed to at-
tempt to quantify transport and fate in real systems. A ma-
jor factor limiting our ability to use these complex models
is the difficulty in determining values for all of the un-
known parameters in the model. This requires extensive
characterization of the site, which is expensive and time
consuming.

1. A tanker truck containing a large volume of a liquid contami-
nant has overturned off the side of the freeway, and the con-
tents of the tank have spilled onto the ground surface.

a. How will the compound move through the environment?

b. Identify and define the major processes that will control the
transport and fate of the contaminant.

c. What contaminant properties will affect the transport of the
compound in the environment?



88  Chapter 6 * Physical Processes Affecting Contaminant Transport and Fate

2. a.

Calculate the total contaminant mass given the following
data:

Ve=1m? H=05

6, =03 Kq=2mL/g
0,=0.1

pp= 1.5 g/em®

Cw= 0.1 mg/L

. Calculate the fraction of contaminant present in water, in

soil atmosphere, and sorbed to the soil.

. Calculate retardation factors for the following chemicals,

given the following data:

REFERENCES AND ADDITIONAL READING

CHEMICAL K4 (ml/g) R
Benzene 0.1

Trichloroethane 0.2

Chlorobenzene 0.4

Naphthalene 0.6

PCB 10

[pb = 1.5 g/em?, By = 0.3]

b.

Calculate the distances traveled by each chemical given the
following information: the velocity of water moving
through the soil is 1 cm/day; the elapsed time is 300 days.

Artiola J.F., Pepper I.L., and Brusseau M.L. (2004).
Environmental Monitoring and Characterization. Academic
Press, San Diego, California.



CHAPTER 7

CHEMICAL PROCESSES
AFFECTING CONTAMINANT
TRANSPORT AND FATE

M.L. Brusseau and J. Chorover

Before

The use of permanganate solution (dark red) to oxidize trichloroethene (light red) trapped in
sand. The zone of black discoloration in the “after” photo results from the formation of MnO,
solids associated with the degradation of trichloroethene when it reacts with permanganate.
Photo courtesy Justin Marble.
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7.1 INTRODUCTION

From the perspective of chemistry, the environment is a het-
erogeneous system, meaning that it contains solid, liquid,
and gaseous phases. As discussed in Chapter 6, the transport
behavior of contaminants in the environment is influenced
by their partitioning or transfer among these phases and also
by transformation reactions. Major mass-transfer processes
will be discussed in this chapter, including precipitation-
dissolution and sorption-desorption. We will examine phys-
ical and chemical properties of contaminants that influence
their speciation and solubility in water, and the magnitude of
their sorption by porous media. The mass-transfer behavior
of inorganic and organic contaminants can be quite different;
therefore, we will discuss them separately. In both cases,
however, we rely on the principles of thermodynamic
equilibrium to assist in the prediction of phase-transfer pro-
cesses. This will be followed by a brief discussion of se-
lected transformation reactions that alter the physical and
chemical properties of contaminants.

7.2 BASIC PROPERTIES OF INORGANIC
CONTAMINANTS

7.2.1 Speciation of Inorganic Pollutants

The precise chemical form of an element at a given point in
time and space is defined as its speciation. Aqueous-phase
speciation, which can be predicted on the basis of thermody-
namics, is strongly affected by the environmental redox sta-
tus and pH. Whereas redox status affects an element’s most
stable oxidation state, the solution-phase acidity (pH) affects
its charge and degree of hydrolysis.

For example, the trace element arsenic (As) occurs in
two different principal oxidation states [As(II) and As(V)],
and each of these oxidation states is represented by various
species with differing reactivities. The reduced form—
As(III) —is favored under oxygen-depleted conditions,
such as might be found in wetland sediments, and it occurs
principally as the neutral species of arsenite, As(OH)5’, in
the pH range (2-9) of most natural waters. The oxidized
form—As(V), known as arsenate—is favored under well-
oxygenated conditions, and occurs dominantly as the
monovalent anion H,AsO, between pH 3 and 6, and as
the bivalent anion HAsO4>~ at pH > 7. Aqueous-phase
speciation is also affected by the availability of complexing
agents that can form soluble complexes with the ion or
molecule of interest.

In addition to influencing the aqueous-phase specia-
tion of solutes, pH and redox status also affect the solubil-
ity and charge of mineral solids that serve to sequester
inorganic contaminants in soils. Solid-phase speciation of a
contaminant can be diverse, as it is for aqueous systems.
Contaminants become part of the solid phase via various
mechanisms of adsorption to the surfaces of natural parti-
cles, and/or precipitation within existing or newly formed

solids. Thus, solution-phase speciation controls the total
amount of a contaminant element in equilibrium with these
adsorbed or solid phases. The various inter-related chemi-
cal processes affecting the disposition of inorganic com-
pounds in heterogeneous environmental systems are de-
picted in Figure 7.1. They are discussed in more detail in
the following sections.

7.2.2 Aqueous Phase Activities and
Concentrations

Prediction of contaminant behavior requires working with
balanced chemical reactions that represent changes in speci-
ation both within a phase (e.g., within the aqueous solution),
and between phases (e.g., between the solution and solid
phases). A balanced chemical reaction is one that contains
an equal number of moles of every element (mass balance)
and an equal number of moles of charge (charge balance) on
both sides of the equation. Since water is ubiquitous in the
environment, many chemical reactions of inorganic contam-
inants involve aqueous species as reactants or products.
When we use thermodynamic equilibrium constants to
predict speciation, the reactions must be written in terms of
effective concentration or activities of dissolved species, not
their concentrations. The activity and concentration of a
species, i, are related through the activity coefficient ( vy;):

(1) =:[i]
where the term in parentheses on the left side represents ac-
tivity and the term in square brackets on the right side de-
notes aqueous-phase concentration in either molal (mol

kg™ ') or molar (mol L™ ") concentration units. Molal is used
when a mass-based concentration is desired and molar is

(Eq.7.1)

Gas Phase 9 9o ° (4]
Agueous Phase
o 5, 9 >
.'¢ ' : . %
Aqueous Complaxation
(aqueats speciatian)

a:rsorplionl I:Iesumrﬂ:ln precmitﬂliﬂnl Tdisfﬂ'm"““

R Y

. £ .

Solid Adsorbent

Solid Precipitate

Figure 7.1 Disposition of inorganic contaminants in the envi-
ronment is controlled by aqueous-phase complexation reac-
tions, precipitation-dissolution reactions, and sorption-desorp-
tion reactions.



used when a volume-based concentration is needed. Since
activity itself is unitless, effective units for vy, are inverse to
those of concentration.

In very dilute solutions similar to pure water, the activity
coefficients of all dissolved species approach the value of 1.0
and therefore concentration is equal to activity. As the con-
centration of electrolytes increases, however, the behavior of
individual ions is affected by the presence of others that are in
close proximity. This results in a decrease in the value of v,
with increasing electrolyte concentration over the range ob-
served for fresh waters, and a corresponding decrease in
activity relative to concentration of ion i. In essence, an activ-
ity coefficient that deviates from 1.0 indicates that the impact
of that particular species on the aqueous system (i.e., its activ-
ity) is not directly proportional to the amount of the species
present (i.e., its concentration). An activity coefficient less
than 1, as is observed for inorganic species, represents a case
wherein the activity is reduced relative to the amount of the
species present. Conversely, as will be discussed below, many
organic compounds have activity coefficients greater than 1.
Knowledge of activity coefficients is important for evaluating
the behavior of contaminants in aqueous systems.

The reduced-activity effects observed for inorganics
arise from mutual electrostatic interactions that are propor-
tional to the charges of the ions involved. They are embod-
ied in the definition of the ionic strength (/) of an aqueous
solution, which is given by

I="%Y,[iZ? (Eq. 7.2)

where Z; is the valence of species i and the sum is over all
charged species in solution. For example, the ionic strength
of a 0.05 M NaCl solution is given by:

1(0.05 M NaCl) = % [(0.05)12 (From Na)

+(0.05)12]) (From CI) = 0.05 M (Eq. 7.3a)

whereas the ionic strength of'a 0.05 M CaCl, solution is sub-
stantially higher:

1(0.05 M CaCl,) = 1/2 [(0.05)22 (From Ca)

+ 2(0.05)12] (From Cly) = 0.15M  (Eq. 7.3b)

Activities of individual, charged aqueous species are then es-
timated from empirical relationships between +y; and [ as
given by the Davies equation:

log y; = —0.51277 [% - 0.31] (Eq. 7.4)

This equation is valid for natural waters with ionic strengths
approaching that of seawater (= 0.7 M). The Davies equa-
tion shows that the influence of ionic strength on +y; increases
with charge (Z) of the dissolved species (Figure 7.2). This re-
flects the fact that ions of higher charge interact more
strongly with each other, as is expected for Coulombic at-
traction (or repulsion) between ions of opposite (or like)
charge. It is important to understand the influence of ionic
strength on speciation of inorganics in aqueous solution, be-
cause for example, the transport behavior of metals will be
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Figure 7.2 The influence of ionic strength on activity coeffi-
cients of charged (Z; = 1, 2, or 3) aqueous species, as calcu-
lated from the Davies Equation.

affected by ionic strength. Thus, metal transport in sites with
highly saline conditions may be different from that for sites
with low-salinity (i.e.., lower ionic strength) water.

7.2.3 Ion Hydration, Ion Hydrolysis, and
Acid-Base Reactions

The activities of solutes impact the rate and extent of various
phase-transfer processes and biotic uptake (by plants and mi-
crobes). Inorganic solutes are present as cations, anions, or
neutral molecules. Major species present in natural waters
affect the fate of contaminants via their mutual participation
in chemical reactions. Major species include: (1) non-
hydrolyzing cations (Na*, Ca®>", Mg>*, K*); (2) hydrolyz-
ing cations (AI>*, H"); (3) strong acid anions (C1~, NO; ™,
S0,427); and (4) weak acid anions (CO5>~, HCO5 ™, organic
acids). Inorganic pollutants also fall into these four cate-
gories (See Table 7.1), but are often present at much lower
concentrations than the major species.

TABLE 7.1 Classification of several important inorganic
contaminants on the basis of their hydrolysis and
acid-base behavior in aqueous solution. *

Nonhydrolyzing Cations: 137Cs ™, 2082

Hydrolyzing Cations: APY, CPT, Co?t, Ni?t, Cu?t,
Zn’*, Cd*, Hg?*, Pb2™,
Uv10,2*

Strong Acid Anions: NO; ™, SeV10427, 1#I-

Weak Acid Anions: PO, CrV04% 7, AsVOS T,

ASHI(OH)47, SCIVO327 .
M0042_

*Radioactive contaminants are indicated by the atomic weight of the
relevant isotope. The oxidation state of redox active elements is shown in
Roman numerals in the superscript.
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The distinction between hydrolyzing and nonhy-
drolyzing cations relates to the strength of their bonding to
water molecules. When ions are dissolved in solution, they
become hydrated by forming ion-dipole bonds with the
dipolar solvent water. Cations coordinate with the oxygen
atoms in water, each of which has a partial negative charge,
whereas anions coordinate with the hydrogen atoms (H),
each of which has a partial positive charge (Figure 7.3).
The number of water molecules that surround a given ion
depends on its ionic radius (r), with larger ions coordinat-
ing with a larger number of water molecules. A useful pa-
rameter for prediction of ion behavior in water is termed
the ionic potential: the ratio of charge (Z) to radius (r) of
a given ion. The force of attraction between an ion and its
hydration waters increases as the charge of the ion becomes
more concentrated or, in other words, as ionic potential
(Z/r) increases. The chemical behavior of main-group
cations in aqueous solution depends strongly on the ionic
potential of the cation. Small values of ionic potential give
rise to hydrated cations, whereas higher values give rise to
hydrolysis products of these hydrated cations, which can
result in the formation of both insoluble oxides or hy-
droxides and soluble oxyanions.

The force of ion-dipole attraction influences the hy-
drolysis of ions, which strongly impacts their transport and
fate in the environment. Ion hydrolysis—defined as the
breaking of O-H bonds in water molecules that are attached
to the ions—occurs in response to changes in the pH of the
aqueous solution. These reactions are important for cations
of high ionic potential (all the hydrolyzing cations listed in
Table 7.1). The strong ion-dipole interaction (and also cova-
lent bonding for transition metals) makes one or more of the
protons (H" ions) in the coordinating water molecules sus-
ceptible to release to solution. This process is termed proton

Lx 105°

H-band

f*

Hydrated Cation

Hydrated Anion

Figure 7.3 The dipole structure of water, which arises from the
H-O-H bonding geometry of the water molecule, influences H-
bonding between water molecules in solution (top), and the co-
ordination of water molecules to form the primary hydration
sphere around cations and anions in solution (bottom). The
bond to an ion from the negative (for cations) and positive (for
anions) poles of the H,O molecule is called an ion-dipole bond.

dissociation. Hydrolysis of the hydrated Pb*>" ion, for ex-
ample, is given by:

Pb(H;0)s*" (ag) <> POOH(H,0)s " (aq)

+ H" (aq) (Eq.7.52)

where (ag) indicates the species is dissolved in aqueous so-
lution. This reaction clearly shows that the H" released to
solution comes from one of the water molecules attached to
the Pb>" ion. More typically, the reaction depicted in Equa-
tion 7.5a is written in a simpler notation, leaving out the hy-
dration waters:

Pb** (ag) + H,0 (I) <> PbOH™ (aq)

+ H* (aq) (Eq.7.5b)

where (/) represents liquid water. Reactions 7.5 indicate that
an increase in pH (i.e., a decrease in H* activity) will favor
the hydrolysis reaction. [Recall: pH = —log(H™)]. An equi-
librium constant for this reaction may be written in terms of
activities of reactants and products, and its magnitude de-
pends on the temperature (T) and pressure (P) of the system.
At standard temperature (25°C) and pressure (0.1 MPa) (as
will be the case throughout this chapter unless otherwise
noted):

hl —

PbOH" )(H*
<—((sz+)(3§20)) ) =107"7  (Eq.76)

where Ky, is the first hydrolysis constant for aqueous Pb>*.
The value of this constant indicates that (assuming the activ-
ity of solvent H,O = 1) the ratio of (PbOH")/(Pb**) ~ 1 at
pH = 7.7, and it increases with pH. Further increases in pH
likewise result in further hydrolysis:

PbOH™ (aq) + H,0 (/) <> Pb(OH),° (ag) + H* (aq)
Ky, = 10724 (Eq.7.7)

The uncharged Pb(OH),° aqueous species (favored at pH >
9.4) is relatively insoluble, which results in the formation of
an insoluble hydroxide [Pb(OH),] solid. Similar pH-depen-
dent hydrolysis equilibria occur for all of the hydrolyzing
cations in Table 7.1.

These effects of pH on the speciation of inorganics are
critical to their transport and fate behavior in aqueous sys-
tems (surface water, soil, groundwater). For example, as
shown in Equation 7.7, an uncharged species of Pb is formed
at higher pH values. This species has a low solubility in wa-
ter, so it will tend to precipitate into a solid form. Lead in
solid form is unlikely to be transported, which means a low
probability of lead pollution for the surrounding area. In ad-
dition, because of their low solubilities at these higher pH’s,
lead and other metals are not as available to organisms
(termed bioavailability). Thus, they do not pose as great a
risk as they would in more soluble forms that occur at lower
pH values (see Chapter 13).

Contaminant elements that occur in high oxidation
states tend to form stronger covalent bonds with oxygen, re-
sulting in the formation of oxyanions—compounds com-
posed of another element combined with oxygen (see Table



7.1). These oxyanions can be considered as hydrolysis prod-
ucts that have undergone significant H* dissociation. Since
this dissociation is pH dependent, some of these species (the
weak acid oxyanions) form complexes with aqueous phase
H™ ions in the pH range of natural waters, thereby altering
their charge and behavior.

The tools of acid-base chemistry permit us to evaluate
the extent of protonation or proton dissociation of any acid as
a function of pH. For example, the acid-base chemistry of ar-
senate (which is very similar to that of phosphate) is given by:

H3As0,° (aq) <> H,AsO4~ (ag) + H' (aq)

K, =107% (Eq.7.82)
H,As0,4~ (ag) <> HAsO4*™ (aq) + H' (aq)

Ko =1077  (Eq.7.8b)
HAsO4*~ (agq) <> AsO,>” (aq) + H' (aq)

Ki=10"12 (Eq.7.8¢)

where K,;, K., and K,; are the first, second and third acid
dissociation constants. The equilibrium constant for Eq. 7.8a
is given by:

_ (HAs0)(H")

K,y = Eq.7.9
1 (H3ASOQ) (Eq a)

Taking —log; of both sides and rearranging gives:

H,AsOy

—log (H") = —log K,; —log [%} (Eq. 7.9b)
Equation 7.9b is termed the Henderson-Hasselbalch Equation,
and it provides a useful index for the speciation of weak acids.
When (H3As0,%) = (H,AsO,") (i.e., activity of acid equals
that of the conjugate base), the second term on the right side
vanishes (log 1 = 0), and pH = pK,. Thus, given a knowledge
of solution pH and the pK, values of oxyanions, we can deter-
mine the relative predominance of the various weak acid
species. In this case, the predominant species are: H;AsO,° be-
low pH 2; H,AsO,~ between pH 2 and 7; HAsO4>~ between
pH 7 and 12; and AsO,>~ at pH above 12. The transport be-
havior and bioavailability of As and other similar elements will
be greatly affected by the effect of pH on speciation.

7.2.4 Aqueous-Phase Complexation Reactions

Dissolved ions can form stable bonds to other ions and
molecules in solution giving rise to aqueous-phase com-
plexes. Bonding between cations and anions may occur as
inner-sphere or outer-sphere complexes. The former case in-
volves direct ion-ion contact with no hydration waters inter-
posed and may involve some degree of covalent bonding,
whereas in the latter case, hydration waters are retained
around each ion and the two are attracted electrostatically
(Figure 7.4). In either case, the stable unit is termed a metal-
ligand complex, where the cation is the central metal group
and the coordinating anion is termed a /igand. The formation
of aqueous phase complexes influences the solubility, fate,
and transport of the constituent molecules.
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Figure 7.4 Aqueous phase complexation of inorganic ions can
result in the formation of outer-sphere or inner-sphere com-
plexes.

The tendency for metal-ligand complexes to form is
characterized by a thermodynamic stability constant
(Kstap). The Ky, 1s the equilibrium constant for a complex
formation reaction written in terms of aqueous phase activi-
ties. For example, the mercuric (Hg?") cation forms a stable
complex with the chloride (CI ™) anion. The aqueous phase
complexation of these two ions is given by:

Hg®" (ag) + CI” (ag) <> HgCl" (aq)

Koap = 1007 (Eq.7.10)

According to Eq. 7.10, if C1™ (aq) is present in solution at 1
mmol dm >, then the activity of HgCl™" (ag) will exceed that
of the free Hg”>* (aq) cation by more than 5000 times (as-
suming activity coefficients = 1). Since HgCl" (agq) is a
monovalent cationic species, it exhibits a lower affinity for
negatively charged sites on soil particle surfaces (see Section
7.2.5) and, therefore, a greater mobility in soils and sediments
than the Hg®" cation. Hence, aqueous-phase speciation is an
important determinant of environmental fate. Aqueous-phase
complexation reactions are quite rapid, occurring on time
scales ranging from s (10~ ° seconds) to minutes, and there-
fore can be considered to achieve equilibrium during the time
scales of water movement through porous media.

The formation of dissolved complexes increases the to-
tal aqueous-phase concentration of a given element in equi-
librium with solid-phase precipitates (see Section 7.2.6). In
addition to inorganic anions (e.g., CI~ and SO,*"), organic
molecules, including the low molecular weight organic acids
(e.g., oxalate, citrate, and salicylate) and fulvic acids, are im-
portant ligands in natural waters. These organic anions are
particularly important to forming metal-ligand complexes in
zones of high biological activity such as surficial soils and
wetland sediments. Prediction of transport and fate of inor-
ganic contaminants must include consideration of their
aqueous-phase speciation, including complexation with or-
ganic and inorganic molecules.

7.2.5 Precipitation-Dissolution Reactions

The solubility of minerals can regulate the partitioning of in-
organic contaminants between the aqueous and solid phases
(see Figure 7.1). Soils and sediments contain a mixture of
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mineral solids, all of which may be subjected to dissolution or
precipitation reactions, depending on aqueous-phase condi-
tions at a given point in time. Although these processes typi-
cally proceed more slowly than adsorption-desorption reac-
tions, they are very important over long-time frames (weeks to
decades). Precipitation can result in contaminant immobiliza-
tion into sparingly soluble solids, whereas mineral dissolution
can result in replenishment of the bio-available pool of dis-
solved and exchangeable elements. Contaminants are incor-
porated into precipitated minerals both as major elements
(> 100 mg contaminant per kg of solid) and also as minor or
trace elements (< 100 mg kg™ ).

The solubility of chromium (III) hydroxide, for exam-
ple, is governed by the following reaction:

Cr(OH); (s) + 3H" (ag) & Cr*™ (aq)

+ 3 H,O(l) (Eq.7.11a)

where dissolution of the Cr(OH); solid proceeds from left to
right, releasing Cr’*(aq) into solution. Precipitation pro-
ceeds from right to left, as the solid phase removes Cr’ " (aq)
from solution. This reaction can be characterized by the ther-
modynamic dissolution equilibrium constant:

(Cr)(H,0)°

= oy =10

(Eq. 7.11b)
In considering the dissolution-precipitation of pure mineral
solids in water-saturated systems, the activities of solvent
H,0 and mineral solid (Cr(OH)j; in this case) are assumed to
be unity, and the dissolution equilibrium constant is readily
transformed into a solubility product constant (Kso), writ-
ten in terms of activities of only aqueous phase species:

'
Kso = (H+)3

=102 (Eq. 7.11¢)

The solubility product gives the activities of Cr’*(aq) and
H7 (aq) in equilibrium with the solid phase Cr(OH).

One can readily determine whether precipitation or dis-
solution will occur in a given aqueous environmental system
by comparing the actual values of species activities in that
system with those that occur at equilibrium. To accomplish
this, actual values for a given natural system (which may or
may not be at equilibrium) are incorporated into a term, com-
parable to that of Equation 7.11c, called the ion activity
product (IAP):

P e W (e
v [HT

(H')
where activities in this case are determined from measured
species concentrations, and activity coefficient terms are cal-
culated from a model such as the Davies equation (Equation
7.4). The tendency for precipitation or dissolution to occur is
then assessed on the basis of the relative saturation ({1 ) of
the system:

(Eq. 7.12)

_ 4P
KSO

Q (Eq. 7.13)

If Q> 1 (IAP > Ksp), the solution is termed supersaturated
with respect to the selected solid phase (e.g., Cr(OH);) and
precipitation will occur. If O < 1 (IAP < Kyp), the solution
is termed undersaturated with respect to the selected solid
phase and (if the solid phase is present) dissolution will
occur. If 3 = 1 (IAP = Ks0), the solution is termed satu-
rated with respect to the selected solid phase; the solution
and solid are at equilibrium and neither precipitation nor
dissolution of the solid will occur.

The preceding example pertains to a single Cr(III) solid
phase in which Cr** is the major cationic constituent. How-
ever, the natural environment contains numerous potential
contaminant-bearing minerals, including those in which the
contaminant exists as a minor species. For example, Cr**
can be incorporated into iron oxides, such as the mineral
goethite (a-FeOOH), where it substitutes for a very small
fraction of the Fe** cations:

Fe(—Cr,O0H (s) + 3 H (aq) <> (1—x) F&*" (aq)
+ x Cr’* (ag) + 2 H,0(]) (Eq. 7.14)

Since goethite is very insoluble (i.e., low Ksp), natural waters
may become supersaturated with the Cr-containing goethite
phase (Eq. 7.14 proceeds from right to left) at Cr concentra-
tions much lower than those that would result in precipitation
of Cr(OH); (s). This type of reaction, called co-precipitation,
is very important for controlling the fate of inorganic contam-
inant species in natural waters, since contaminant concentra-
tions are often much lower those of major mineral-building
elements such as Si, Al and Fe. Prediction of geochemical fate
of inorganic contaminants, therefore, requires the assessment
of Q) for each of the potential contaminant-bearing solids.
As discussed previously, the transport potential and bioavail-
ability of metals and other inorganics is much lower for solid
species than for aqueous (dissolved) species.

It is important to note that Kso, IAP and () values are
written in terms of activities of particular aqueous species,
normally the firee ion of interest (e.g., Cr’* (aq) in this case).
Therefore, speciation of solution for the mineral-building con-
stituent is a pre-requisite for calculating the relative saturation
with respect to any mineral phases. In cases where numerous
potential solid phases exist for a given inorganic contaminant,
speciation of the solution phase and calculation of () values
for each of the solids is normally accomplished by using a
computer equipped with a geochemical speciation program.

7.3 BASIC PROPERTIES OF ORGANIC
CONTAMINANTS

7.3.1 Phases—Solids, Liquids, Gases

As with inorganic contaminants, a critical property to con-
sider when evaluating the transport and fate behavior of an
organic contaminant is its phase state. Under “natural”
conditions (temperature 7 = 25°C, pressure P = 0.1 MPa),
organic chemicals in their pure form exist as solids, liquids,
or gases (See Table 7.2). The phase state of a contaminant
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TABLE 7.2 Aqueous solubilities, vapor pressures, and Henry’s coefficients for selected organic compounds.

AQUEOUS
SOLUBILITY (mg/I)

VAPOR PRESSURE (atm)

HENRY’S CONSTANT (—) PHASE STATE (STANDARD
CONDITIONS: T = 20°C,

P = ATMOSPHERIC)

Benzene 1780 0.1
Toluene 515 0.03
Naphthalene 30 ~ 0.00066
Phenol 82,000 0.00026
Methane 24 275

0.18 nonpolar liquid
0.23 nonpolar liquid
0.02 nonpolar solid
0.00005 polar liquid

27 nonpolar gas

Data from Verschueren, K. Handbook of Environmental Data on Organic Chemicals, 1983, and Schwarzenbach, R.P., Gschwend, P.M., and Imboden,

D.M. Environmental Organic Chemistry, 2003.

has a significant impact on mass-transfer processes such as
dissolution and evaporation (Figure 7.5).

7.3.2 Dissolution and Aqueous Solubilities of
Organic Contaminants

The transfer of molecules from their pure state to water is
called dissolution. The extent to which molecules of a com-
pound will transfer from its pure phase into water is the aque-
ous solubility. The solubility of organic compounds depends
strongly on the degree to which water and contaminant
molecules interact. The well-known rule of thumb that “likes
dissolve likes” generally holds for solubility. Water is a very
polar solvent (see Figure 7.3) and, therefore, the solubility of
organic compounds depends strongly on the degree of polar-
ity of the molecules. Water can interact easily with other polar
compounds. Therefore, the aqueous solubilities of ionic or
polar organic compounds are relatively large. Conversely, it
requires much more energy for water to interact with or sol-
vate nonpolar organic compounds. Therefore, the solubilities
of nonpolar compounds are generally much smaller than those
of the polar and ionic compounds. This is illustrated in Table
7.2, where solubilities for several representative organic

Soil Atmosphere Pollutant Phase

{pas phasa) (immiscitle lgued)
2
R il
Soil Water 3

———
—
4
Soil Particle

Figure 7.5 Phase transfer of pure pollutant with water and air
phases: (1) evaporation, (2) solubilization, (3) volatilization,
(4) sorption. From Pollution Science © 1996, Academic Press, San
Diego, CA.

compounds are presented. Compare the solubilities of phenol,
a polar liquid, with that of toluene, a nonpolar liquid. The sol-
ubility of phenol is 159 times greater than that of toluene’s.

Organic compounds in their pure form exist as either a
solid (e.g., naphthalene), liquid (benzene, toluene, phenol),
or gas (methane). Because dissolution (solubilization) re-
quires breaking bonds between contaminant molecules, the
solubility of organic compounds also depends on the form of
the compound. For example, more energy is required to
break bonds in solids than in liquids; the solubilization of
solids can be thought of as a two-step process, where the
solid must first “melt” (convert to a liquid), and then dis-
solve. Therefore, the solubilities of solid organic compounds
are usually smaller than those of liquid compounds (See
Table 7.2, compare naphthalene to toluene or benzene).

The concept of activity coefficients was introduced in
the prior section. For organic compounds, the aqueous solu-
bility is inversely proportional to the activity coefficient. In
other words, compounds with larger activity coefficients will
have lower solubilities, and vice versa. In contrast to inor-
ganics, for which activity coefficients are generally less than
one, the activity coefficients of organic compounds are
greater than one. This reflects the fact that it is more difficult
(requires more energy) for water to interact with most or-
ganics than most inorganics.

An important property of liquid organic compounds is
their miscibility, or lack thereof, with water. A miscible or-
ganic liquid is one that can be mixed with water such that a
single liquid phase results. Alcohols such as methanol and
ethanol are examples of miscible liquids. They can be con-
sidered as having an infinite solubility in water. Con-
versely, an immiscible liquid is one that cannot be mixed
with water. Benzene, an aromatic hydrocarbon and a major
component of gasoline, is an example of an immiscible lig-
uid. If a volume of pure liquid benzene is mixed with wa-
ter, the two liquids will separate quickly after cessation of
mixing because they are immiscible. However, a relatively
small fraction of the benzene molecules will transfer into
the water phase, thus becoming dissolved. The maximum
amount of benzene that can be dissolved in water is the
aqueous solubility of benzene. Even though the amount of
benzene that can dissolve in water is very small (< 2 g
L1, it can be very significant because the federal maxi-
mum contaminant level for benzene is 5 ug L'
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The solubility of organic compounds in water is a func-
tion of water-contaminant and contaminant-contaminant
molecular interactions, and depends primarily on chemical
properties of the compounds. However, solubility is also af-
fected by environmental factors such as temperature. Many
organic compounds become more soluble as the temperature
increases, but a few behave in the opposite way. Generally,
solubility changes by less than a factor of two in the temper-
ature range of most natural systems (e.g., 0-35 °C). Salinity
or ionic strength usually causes a small decrease in the solu-
bility of nonpolar organic compounds (“‘salting-out effect”).
This effect is also small for typical environmental conditions
(less than a factor of two change in solubility).

The presence of other contaminants can influence the
solubilities of organic contaminants. For example, the pres-
ence of alcohols or detergents (surfactants) can increase the
amount of contaminant in solution. Alcohols such as ethanol
are added to gasoline, often at quantities of 10% or more, to
boost their oxygen content. If this gasoline mixture leaks
from a storage tank into the subsurface, the presence of the
alcohol can result in greater transport of the gasoline com-
ponents. Indeed, the ability of alcohols and surfactants to
increase the solubilities of contaminants is also the basis for
the enhanced-solubilization flushing method for subsurface
remediation (See Chapter 19).

7.3.3 Evaporation of Organic Contaminants

Evaporation of a compound involves transfer from the pure
liquid or solid contaminant-phase to the gas phase. The va-
por pressure of a compound is the pressure of contaminant
gas in equilibrium with the solid or liquid contaminant
phase, and is an index of the degree to which a compound
will evaporate. The vapor pressure can be thought of as the
“solubility” of the compound in air. Evaporation can be an
important transfer process when pure-phase contaminant ex-
ists in the vadose zone, such that contaminant molecules can
evaporate into the soil atmosphere.

In contrast to solubility, which is governed by con-
taminant-contaminant and water-contaminant molecular
interactions, evaporation is controlled primarily by con-
taminant-contaminant interactions (i.e., the energy of
bonding) in the solid or liquid phase. This is because inter-
molecule interactions are very minor for most gases, where
the space between molecules is relatively large compared to
that for liquids or solids. Simply put, the greater the bonding
energy between contaminant molecules, the lower will be
the vapor pressure. The vapor pressures of liquids are there-
fore typically larger than those of solids (See Table 7.2).
The vapor pressures for benzene and toluene are approxi-
mately 100 times larger than naphthalene’s vapor pressure.
However, the vapor pressure for phenol is smaller than
naphthalene’s; this is because phenol is a polar compound.
The vapor pressures for gases are very large (See methane
in Table 7.2). The vapor pressure is a strong function
of temperature because of the strong influence of
temperature on gas-phase interactions.

7.3.4 Volatilization of Organic Contaminants

Transfer of contaminant molecules between water and gas
phases is an important component of the transport of many
organic compounds in the vadose zone and the atmosphere.
Volatilization is different from evaporation; we use the lat-
ter term to specify a transfer of contaminant molecules from
their pure phase to the gas phase. For example, the transfer
of benzene molecules from a pool of gasoline to the atmo-
sphere is evaporation, whereas the transfer of benzene
molecules from water (where they are dissolved) to the at-
mosphere is volatilization. The vapor pressure provides a
rough idea of the extent to which a compound will
volatilize. However, volatilization depends also on the
aqueous-phase solubility of the compound and on environ-
mental factors.

At equilibrium, the distribution of a contaminant be-
tween gas and aqueous phases is described by Henry’s law:

C, = HC,, (Eq. 7.15)

where:

C, is concentration of pollutant in the gas phase

(M L™

Cy, is concentration of pollutant in the water phase

(M L)

H is Henry’s Constant (dimensionless). Henry’s law
can be used to evaluate the preference of a contaminant
for aqueous and gas phases (Information Box 7.1)

M and L* represent any consistent set of mass and volume
units.

7.3.5 Multiple-Component Organic Phase

The preceding discussion dealt with the behavior of single
organic contaminants. However, many important contami-
nants contain multiple components. The primary examples
of this type of contamination are multi-component immisci-
ble liquids such as gasoline, diesel fuel, and coal tar. Knowl-
edge of the partitioning behavior of multi-component
contaminants is essential to the prediction of their impact on
environmental quality.

The transfer of individual components of a multiple-
component contaminant into water is controlled by the aque-
ous solubility of the component and the composition of
the liquid. A simple approach to estimating the solubility of
multiple-component liquids involves an assumption of ideal
behavior in both aqueous and organic phases and the appli-
cation of Raoult’s Law:

cl, =X, S, (Eq.7.16)
where:
C', is aqueous concentration (mol L™ ') of component i
S'y is aqueous solubility (mol L") of component i

X!, is mole fraction of component 7 in the organic
liquid
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Henry’s Constant

Consider the preference of three contaminants in three
separate closed containers in which reside equal volumes
of water and air.

The first contaminant has a Henry’s Constant of 1. A
value of one means that the contaminant concentration
in the air is equal to the concentration in the water.
Thus, this contaminant “likes” water and air equally.

The second contaminant has a Henry’s Constant of 0.1.
This means that the concentration of the contaminant in
the air is ten times less than the concentration in the
water; this contaminant prefers the water.

The third contaminant has a Henry’s Constant of 10,
which means that its concentration in air is ten times
greater than it is in water.

Henry’s law describes the distribution of contami-
nant mass at equilibrium. Instantaneous transfer and the
achievement of equilibrium is not guaranteed in natural
systems. In soils, however, the rate of contaminant
transfer between water and gas phases is relatively rapid
in comparison to other transport processes. Thus,
assuming instantaneous transfer is often not a major
problem. The magnitude of the Henry’s Constant is
influenced by temperature, with larger values obtained at
higher temperatures.

The mole fraction represents the concentration of component
i in the immiscible liquid. In essence, Raoult’s Law states
that the aqueous concentration obtained for any given com-
ponent is proportional to the amount of that component in the
immiscible liquid.

For example, assume we have a two-component immis-
cible liquid, with the mole fraction of each component equal
to 0.5. This means that there is an equal amount of each
component in the liquid contaminant. Let us further assume
that the aqueous solubility of component A is 100 mg L'
and that of component B is 10 mg L™'. We now wish to cal-
culate the concentrations of A and B in a volume of water
that is in contact with the immiscible liquid. Using Raoult’s
Law we find that the aqueous concentration for component
A is 50 mg L™ " and for component B is 5 mg L™"'. Thus, the
aqueous concentrations for the two components are half of
their aqueous solubilities because they are not dissolving
from their pure state, but rather from a mixture. One can
think of this as the two components “competing” with each
other to dissolve into water. Inspection of Equation 7.16
shows that when the mole fraction is equal to one (i.e., a sin-
gle-component liquid), the aqueous concentration is equal to
the aqueous solubility. Raoult’s Law can also be used to de-
termine the concentrations of components in air that are in
equilibrium with a multiple-component contaminant liquid.
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7.4 SORPTION PROCESSES

Sorption is a major process influencing the transport and fate
of many contaminants in the environment. The broadest
definition of sorption (or retention) is the association of
contaminant molecules with the solid phase (soil or sediment
particles). The solid phase to which the contaminants sorb is
often referred to as the sorbent; we will use this term for the
following discussion.

A critical impact of sorption is that it generally slows or
retards the rate of movement of contaminants (see Chapter
6). In addition, sorption can influence the magnitude and rate
of other processes. For example, sorption can influence
biodegradation rates by affecting the bioavailability of
contaminants to microorganisms. Sorption processes are
also a basic component of traditional water-treatment tech-
nologies, such as the use of granular activated carbon beds to
remove organic contaminants from water or the use of ion-
exchange beds to remove inorganics from water (see Chapter
24). Sorption can occur by numerous mechanisms, depend-
ing on the properties of the contaminant and of the sorbent;
this will be discussed in the following sections.

7.4.1 Inorganics

As noted in Chapter 2, the surfaces of soil and sediment parti-
cles are important for the uptake and release of contaminants.
Inorganic pollutants are attracted to particle surfaces largely
because of their charge properties. Soil particles contain posi-
tively charged sites and negatively charged sites, which results
in the uptake of anions and cations, respectively. Isomorphic
substitutions in clay minerals give rise to permanent charge,
which is dominantly negative. pH-dependent ionization re-
actions at surface hydroxyl groups of minerals and organic
matter give rise to variable charge, which can be positive or
negative, depending on acid-base reactions at surface sites.
For example, many Fe and Al oxides are positively charged at
pH < 8 and negatively charged at pH > 8. At any given point
in time, a volume of soil contains some number of both posi-
tive-charged and negative-charged sites that contribute to the
uptake of ionic contaminant species. As shown in Figure 7.1,
the accumulation of ions or molecules at these particle sur-
faces during their removal from aqueous solution is termed
adsorption. The release of adsorbed molecules from surfaces
to aqueous solution is termed desorption.

A surface complex is formed when an adsorbate (the
ion or molecule adsorbed at a surface) forms a stable bond
with an adsorbent (the solid phase whose surface provides
the site for contaminant adsorption). Mechanisms of ion
adsorption include the formation of inner-sphere and outer-
sphere surface complexes that are analogous to those that
form in aqueous solution. Outer-sphere surface complexes are
dominantly the result of electrostatic interaction. Inner-sphere
complex formation involves some degree of covalent bond-
ing and, therefore, chemical specificity between the adsorbate
and adsorbent. For this reason, formation of outer-sphere com-
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Figure 7.6 Mechanisms of inorganic contaminant adsorption:
Outer-sphere and inner-sphere surface complexation.

plexes is often referred to as physisorption, whereas inner-
sphere complex formation is termed chemisorption. lons ad-
sorbed in inner-sphere coordination are bound more strongly,
and are less likely to desorb from the surface because of dis-
placement by other ions in solution.

Adsorption mechanisms are dependent on the adsor-
bate and adsorbent composition. For example, the weak acid
species of arsenate (HyAsO4 HAsO,%7) and phosphate
(H,PO,~,HPO,>"), are known to form strong, inner-sphere
complexes with surface sites on oxides and hydroxides,
whereas the oxyanions selenate (SeQ, ), sulfate (SO4*7)
and nitrate (NO; ) form weaker, outer-sphere complexes.
Likewise, the transition metal cations Cu?" and Pb>* form
strong inner-sphere complexes at variable-charge surface
hydroxyl groups, whereas Ni*" and Mn** tend to form
outer-sphere complexes (Figure 7.6).

Ions adsorbed as outer-sphere complexes are termed
exchangeable because their electrostatic attraction to the
surface is readily disrupted, leading to subsequent desorp-
tion, by introduction of an ion of similar or greater charge
and surface affinity. Exchangeable ions are also considered
to be “bioavailable,” since they are a principal source for re-
plenishment of ions that are removed from the solution phase
by microbial or plant uptake. The number of moles of ex-
changeable cation charge that can be adsorbed per unit mass
of soil or sediment is termed the cation exchange capacity
(CEC). The corresponding value for anions is termed the an-
ion exchange capacity (AEC).

In temperate zone soils dominated by permanent-
charged silicate clays and organic matter, the CEC is typically
much higher than the AEC, and adsorption of exchangeable
cations exceeds that of exchangeable anions. The mobility of
cations relative to anions is diminished as a result of adsorp-
tion processes. Cation exchange reactions are assumed to be
reversible, and they conserve the number of moles of charge
adsorbed to the negatively charged exchange sites, even when
the exchanging cations have different valence.

For example, consider the exchange of adsorbed biva-
lent Cd** for adsorbed monovalent Na™:

X,Cd (s) + 2 Na* (ag) <> 2XNa (s)

+ Cd** (aq) (Eq.7.17)

where X represents one mole of negative charge on the
exchanger, and (s) refers to the solid phase. Thus one mole
of Cd** occupies two moles of exchanger charge, and
Cd** — Na™ exchange involves two moles of Na™ to main-
tain charge balance. The reaction 7.17 can be considered
from the perspective of Le Chatellier’s Principal of Equi-
librium Chemistry. This principal states that if a system is
perturbed from its equilibrium state, chemical reactions will
proceed to return the system to equilibrium. Thus, an in-
crease in aqueous-phase Na™ concentration will result in the
release of Cd*" from exchange sites, enhancing their mobil-
ity in the dissolved state. The charge-based stoichiometry of
cation exchange is further illustrated in Figure 7.7.

Highly weathered, silicate-clay-depleted soils, such as
Oxisols and Ultisols of the humid tropics, contain large
amounts of variable-charge iron and aluminum oxides.
These soils can have AEC > CEC, particularly under acidic
conditions when pH is low and variable-charge sites become
positive-charged because of proton adsorption. In such sys-
tems, the mobility of anions is diminished relative to that of
cations. Whereas ion exchange reactions involving outer-
sphere complex formation can be quite rapid (time scales
ranging from microseconds to minutes), longer term diffu-
sion into small pores of adsorbent solids and the formation of
inner-sphere complexes can extend equilibration time-
frames into weeks or even months.

7.4.2 Organics

The mechanisms by which many organic contaminants are
sorbed or retained by porous- media particles are usually quite
different from those involved for inorganic contaminants.
We can use the “likes dissolve likes” rule to help explain the
sorption of nonpolar organic contaminants by sorbents. It is
now generally accepted that for many natural sorbents (soil,
sediment), organic contaminants interact primarily with or-
ganic material associated with the sorbent. This organic mate-
rial is generally less polar than water and provides a more
favorable environment for nonpolar organic contaminants.
Thus, the sorption of nonpolar organics is driven primarily by
the incompatibility between water and the organic compound,
a phenomenon known as the “hydrophobic effect.” In essence,
this effect involves the expulsion of a nonpolar organic com-
pound from the aqueous phase. This happens because its pres-
ence there requires the breaking up of the hydrogen-bonded
structure of liquid water (see Figure 7.3) and there are no
favorable bonds formed between water molecules and non-
polar organic molecules in return. Conversely, association
with hydrophobic portions of organic matter does not require
such disruption, and there are also weak bonding interactions
(e.g., van der Waals associations) that can contribute to the
favorable overall energetics of sorption.

The mechanisms governing the sorption of polar or
ionic organics are similar to some of those governing reten-
tion of inorganics (e.g., electrostatic attraction, surface com-
plex formation). Many of the important ionizable organic
contaminants are negatively charged under environmental
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Figure 7.7 Mechanisms of inorganic contaminant adsorption: Outer-sphere and inner-sphere
surface complexation. From Pollution Science © 1996, Academic Press, San Diego, CA.

conditions (e.g., phenols, chlorophenols, carboxylic acids).
Because most soil and sediment particles have a net negative
charge, there is often repulsion between negatively charged
organic contaminants and the sorbent, which results in
little sorption to such particles. However, sorption to posi-
tive charged particles (e.g., oxides of Fe and Al) can be
significant, so the amount of surface area composed of such

particles can be an important determinant of contaminant
sorption.

Sorption processes are usually considered in terms of
aqueous systems, such as sorption by soil or aquifer material
in subsurface systems, sorption by sediments in surface-
water bodies, and sorption by porous media in packed-bed
waste-water treatment systems. In all these cases, the con-
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taminant is dissolved in water that is flowing though or over
the porous media. However, sorption processes may also oc-
cur in gas-phase systems, wherein volatile organic contami-
nants are associated with the atmosphere or soil atmosphere
that is in contact with porous media. This process is often re-
ferred to as vapor adsorption. This issue is of particular
interest for gas-phase contaminant transport in the vadose
zone, and for potential transport of contaminants sorbed to
particles suspended in air, which can be transported great
distances by atmospheric processes. Vapor adsorption is
strongly influenced by the amount of water present at the
surfaces of the porous-medium grains. For example, vapor
adsorption by oven-dry soil has been observed to be orders-
of-magnitude larger than adsorption by water-saturated soil.
However, once water starts coating the soil surfaces, the
magnitude of observed adsorption decreases greatly. This ef-
fect is related to the ability of water to “out compete™ organic
contaminants for adsorption at the soil particle surfaces.

The properties of the contaminant (e.g., nonpolar or
polar organic, inorganic charge sign and magnitude) are key
determinants of the degree to which the contaminant will be
sorbed or retained by a sorbent. However, the physical/chem-
ical properties of the sorbent are also important. For example,
sorption of nonpolar organic contaminants is often controlled
by sorbent organic matter. Therefore, the amount of organic
matter associated with the sorbent is very important. The
cation exchange capacity, clay content, and metal-oxide con-
tent are important properties for sorption of ionizable and
ionic organic contaminants, as they are for inorganics.

7.4.3 Magnitude and Rate of Sorption

Sorption is quantified by measuring a sorption isotherm,
which is simply a description of the relationship between the
concentration of contaminant in the sorbed state and the con-
centration in the aqueous phase (or air for vapor-phase sorp-
tion). Many different forms of isotherms have been proposed
and used to describe sorption. The simplest is the Linear
Isotherm (the same idea as Henry’s Law), which is given by:

S =K,C, (Eq. 7.18)

where:

S is the concentration of contaminant sorbed by the
soil (M L)
K, is the sorption coefficient (L> M)

The larger the value of K, the greater the degree to which a
contaminant is sorbed by the sorbent.

A linear isotherm signifies that for all concentrations of
contaminant in water, there will always be proportionally the
same sorbed concentration. The sorption of many nonpolar
organic contaminants is linear or close to linear. An example
of a linear isotherm is shown in Figure 7.8. Some organic and
many inorganic contaminants exhibit nonlinear sorption. An
example of a widely used nonlinear isotherm is the Fre-
undlich Isotherm given by:

S=K.C", (Eq. 7.19)

nx1

Concentration Sorbed —=
(by Soil Particles)

Concentration in Water —

Figure 7.8 Sorption isotherms used to describe the relationship
between sorbed concentrations and aqueous concentrations of a
contaminant; linear (n=1) and nonlinear isotherms are shown.
From Pollution Science © 1996, Academic Press, San Diego, CA.

where K¢ is the Freundlich sorption coefficient and n is, in
essence, a power function related to the sorption mecha-
nism(s). Examples of nonlinear isotherms for the cases of n >
1 and n < 1 are presented in Figure 7.8. For a nonlinear
isotherm, the distribution of contaminant between the sorbed
and aqueous phases is proportionally different at different con-
centrations. For example, at higher concentrations, the propor-
tional distribution is less than it is at lower concentrations for
the n < 1 isotherm. This is noted by observing the slope of the
isotherm line; the magnitude of sorption for a given aqueous
concentration correlates to the slope at that concentration.

As the name implies, an isotherm is measured at one
temperature. Temperature has a small but measurable effect
on the sorption of contaminants. The effect of temperature
will depend on the type of sorption mechanism involved. For
low-polarity organic compounds, the sorption is governed
by aqueous-solubility interactions as discussed above. So, if
a change in temperature causes a change in solubility, it
might be expected that a change in temperature may also
cause a change in sorption. For relatively large organic com-
pounds like anthracene, an increase in temperature causes an
increase in solubility. Thus, the sorption of anthracene may
decrease with increasing temperature. The sorption mecha-
nisms for inorganic contaminants involves strong contami-
nant-sorbent interactions. An increase in temperature could
increase the energetics of this interaction and therefore pro-
duce an increase in sorption. The effect of salinity or ionic
strength on sorption is also dependent on the type of sorption
mechanism involved. For nonpolar organic contaminants,
the effect is usually relatively small, whereas it can be sig-
nificant for inorganic contaminants.

The use of sorption isotherms presumes the existence
of equilibrium between the sorbent and aqueous or gas
phases. Research has shown that the rate of sorption of
many nonpolar organic contaminants is very slow, taking
anywhere from several hours to several months to reach
equilibrium. This slow rate of sorption is often due to the



slow diffusion of contaminant molecules into spaces in the
soil that have very small openings or pores. We know that
the sorption of many organic contaminants is dominated by
sorbent organic matter. This organic matter has a polymeric
type of structure. It can take a long time for contaminant
molecules to move from the surface to the inside of the or-
ganic material. In addition, some sorbents have solid min-
eral particles that have small pore spaces. It can take con-
siderable time for contaminant molecules to diffuse into all
of these pores.

7.5 ABIOTIC TRANSFORMATION
REACTIONS

The transformation of contaminants by microorganisms is
discussed in Chapter 8. Some contaminants can also be
transformed by abiotic (physical/chemical) processes. We
will briefly discuss some major abiotic transformation pro-
cesses in this section.

7.5.1 Hydrolysis

Water is an ubiquitous component of the environment. As a
result, most contaminants will come into contact with water
to some extent. It is important, therefore to understand if and
when a contaminant will react with water when they are in
contact. Reaction of a contaminant with water is termed hy-
drolysis. A generalized example of this reaction for organic
compounds is given by:

R-X + H,0 - R-OH + X~ + H* (Eq. 7.20)

where R-X is an organic compound with X representing a
functional group such as a halide (e.g., Cl). By reacting with
water, the original compound (R-X) has been transformed to

Electron (e°) Transfer

Reduced Form of Molecule A Owidized Form of Molecule B

1

Reducing Agent Ondidizing Agent
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another compound (R-OH). The hydrolysis of inorganics
was covered in Section 7.2.3.

The two key factors in hydrolysis reactions are the charge
properties of the contaminant molecules and the pH. Hydroly-
sis is essentially an interaction between nucleophiles (sub-
stance with excess electrons, such as OH ™) and electrophiles
(substance deficient in electrons, such as H"). Thus, the charge
properties of the molecules will govern its reactivity with wa-
ter. For many compounds, hydrolysis may be catalyzed or en-
hanced under acidic or basic conditions. This means that the oc-
currence and rate of hydrolysis is often pH dependent. For
example, a hydrolysis reaction catalyzed by OH ™ would occur
more rapidly at higher pH values because of larger OH™ con-
centrations. Hydrolysis can also be influenced by sorption in-
teractions. For example, the pH at the surface of many soils is
lower than the pH of the water surrounding the soil particles.
Thus, an acid-catalyzed hydrolysis reaction could be enhanced
when the contaminant is associated with the soil.

7.5.2 Oxidation-Reduction Reactions

Oxidation-reduction (redox) reactions are chemical reac-
tions that involve the transfer of electrons between two
molecular species. The two species involved can be or-
ganic or inorganic, and they may be present in any envi-
ronmental phase (gas, liquid, or solid). In a full redox re-
action, one species begins the reaction in its more reduced
form and this species is oxidized (i.e., loses one or more
electrons) during the reaction while the other enters the
reaction in its more oxidized form and is reduced (ac-
cepts one or more electrons). Figure 7.9 depicts this pro-
cess schematically. Many of the environmentally impor-
tant redox reactions are catalyzed (i.e., made to proceed
faster) by microorganisms, but they only proceed when
favorable thermodynamically.

e O

Owidized Form of Molecule A Reduced Form of Molecule B

Figure 7.9 A full oxidation-reduction reaction involves the transfer of electrons from one

species (the reducing agent) to another (the oxidizing agent).
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Perhaps the best known example of a redox reaction is
aerobic, heterotrophic respiration, with molecular oxygen
(Oy) acting as an electron acceptor during the oxidation of
carbohydrate (See also Chapter 5):

CH,0 (aq) + 0, (g) <> CO, (g) + HO (/) (Eq.7.21)

In this reaction, one mole of carbon (C) is reduced from the
0 oxidation state in CH,O, to the +4 oxidation state in CO,
while two moles of oxygen (O), are reduced from the 0 ox-
idation state in O,, to the —2 oxidation state (one mole ends
up in H,O and the other in CO,; the third mole of O was al-
ready in the —2 oxidation state in CH,0). Thus, a total of
four moles of electrons are transferred per mole of CH,O
oxidized. When microorganisms catalyze the respiration of
carbohydrates, they capture some of the energy released in
the reaction. In a similar way, microbes can catalyze the
oxidation of other organic compounds that contain reduced
C, including many organic contaminants. Although many
organic contaminants are oxidized much more slowly than
“labile” forms of C, such as carbohydrates, they are even-
tually subjected to oxidation, and the process is most fa-
vorable energetically when oxygen is available to act as the
electron acceptor (i.e., in oxic environments).

Many subsurface environmental systems, including bi-
ologically active soils or sediments, are depleted of gaseous
or dissolved O,. This occurs when respiration consumes O,
faster than it can be replenished by diffusion from the atmo-
sphere. In these anoxic systems, alternative oxidizing agents
must be used as electron acceptors in respiration. The major
alternative electron acceptors in aqueous environments
include reducible solutes and mineral solids. These include
(in order of decreasing energy yield): nitrate (NO; ), man-
ganese (IV) oxides, iron (IIT) oxides, sulfate (SO,4*). Oxi-
dation of both natural and xenobiotic reduced C compounds
can be coupled effectively to the reduction of these redox-
active constituents.

In addition to these major alternative electron accep-
tors, inorganic contaminants can also be reduced in the
absence of O,. As discussed earlier, many inorganic con-
taminants (e.g., As, Se, Cr, Hg and Pb) can occur in more
than one oxidation state, depending on environmental condi-
tions. Anoxic conditions favor the reduced forms of these
elements. For example, the more toxic and mobile aqueous
species of selenium is selenate (SeO4>"), with Se in the +6
oxidation state. Selenate can be reduced to the less toxic and
less mobile species, selenite (SeO5>7):

28e04% (aq) + 4 H  (ag)+4 e (ag) &

28e0;3% (aq) + 2 H,O (I); log K = 60  (Eq. 7.22a)
This reduction of selenate must be coupled to an oxidation
reaction, such as the oxidation of carbohydrate, providing
the necessary electrons:

CH,O (ag) + H,O (1) <> CO, (2) + 4 H" (aq)
+4e (aq);log K =0.8 (Eq.7.22b)

Reaction 7.23a is considered a reduction half-reaction,
whereas 7.23b is an oxidation half-reaction. Their sum
provides the full, balanced redox reaction:

CH,O0 (ag) + 2 Se0,*™ (ag) < CO, (2)

+ 2 Se05%” (ag) + H,O (I); log K = 60.8 (Eq. 7.22¢)

Here, the pairs CH,O/CO, and Se0,4> /Se0;>~ are real-
world examples of molecules A and B in Figure 7.7, respec-
tively. Note that the oxidation half reaction (Eq. 7.23¢) could
be replaced by one for an organic contaminant, in which case
the oxidative transformation of an organic contaminant
would be coupled directly to the reductive transformation of
an inorganic contaminant.

7.5.3 Photochemical Reactions

Some chemical compounds that are present in the atmo-
sphere, in the top several centimeters of surface waters, or
at the land surface can be transformed under the influence
of sunlight. Chemical transformations that are induced by
light energy are termed photochemical processes. Photo-
chemical processes most often result in oxidation or reduc-
tion as a result of the absorption of light energy by one or
more reactant species. Thus, a prerequisite for photochem-
ical transformation is the capability of a molecule to absorb
discrete quantities of light energy called photons. The
energy (in Joules, J) gained by absorption of a photon is
given by:

E =hv=hc/\ (Eq. 7.23)

where £ is Planck’s constant (6.626 X 1072* J s™'), v is the
frequency of light, c is the velocity of light (3 X 10¥ m s~ ")
and A is its wavelength (m). Equation 7.24 indicates that the
shorter the wavelength of the light, the greater the energy it
transfers to matter when absorbed.

Photochemical transformation of both organic and
inorganic pollutants can result from either direct or indirect
photolysis. In direct photolysis, the light absorbing
substance itself is transformed. An example of direct
photolysis is the conversion of a chlorinated, refractory or-
ganic contaminant into an hydroxylated organic com-
pound, which is normally less toxic and less refractory.
This is very similar to the hydrolysis reaction given in
Equation 7.21, but here, the reaction is being promoted by
the presence of light:

hv H20
R-Cl(aq) ™ R-CI*(aq) ->R-OH

+H"(aq)+Cl (ag) (Eq.7.24)

The asterisk indicates the excited state of the chlorinated
pollutant R-CI/ that results from photon absorption. This
photoactivation is characterized by the transition of one
electron from its ground state to a higher energy state, which
makes the contaminant molecule more susceptible to the
subsequent transformation reaction.



INFORMATION BOX 7.2

There are three main types of ionizing radiation found in
both natural and anthropogenic sources: alpha, beta,
and gamma/x-ray radiation.

Alpha particles are subatomic fragments consisting of
two neutrons and two protons. Alpha radiation occurs
when the nucleus of an atom becomes unstable (the
ratio of neutrons to protons is too low) and alpha
particles are emitted to restore balance. Alpha decay
occurs in elements with high atomic numbers, such as
uranium, radium, and thorium. The nuclei of these
elements are rich in neutrons, which makes alpha
particle emission possible. Alpha particles are relatively
heavy and slow, and therefore have low penetrating
power and can be blocked with a sheet of paper.

Beta radiation occurs when an electron is emitted from
the nucleus of a radioactive atom. Beta decay also occurs
in elements that are rich in neutrons. Just like electrons
found in the orbital of an atom, beta particles have a neg-
ative charge and weigh significantly less than a neutron or
proton. Beta particles can be blocked by a sheet of metal
or plastic and are typically produced in nuclear reactors.
Gamma or x-ray radiation is produced during a nucleus’
excited state following a decay reaction. Instead of releas-
ing another alpha or beta particle, it purges the excess
energy by emitting a pulse of electromagnetic radiation
called a gamma ray. Gamma rays are similar in nature to
light and radio waves except that it has very high energy.
Gamma rays have no mass or charge. They can travel for
long distances and thus pose external and internal hazards
for people. An example of a gamma emitter is cesium-137,
which is used to calibrate nuclear instruments.

Indirect photolysis occurs after sunlight produces
highly-reactive, transient (short-lived) oxygen species in oxy-
genated waters. These products, which form from photolysis
of dissolved species such as nitrate, nitrite, aqueous iron com-
plexes, and dissolved organic matter, include singlet oxygen
('0,), superoxide anion (O, "), hydroperoxyl (HO,"), hydro-
gen peroxide (H,0), ozone (0Os), hydroxyl radical (OH") and
organic peroxy radicals (ROO"). These reactive photolysis
products can then accelerate the oxidation of other compounds
that are normally quite refractory to oxidation by the more
common oxidizing agents. The reaction of contaminants with
these photolysis products is termed indirect photolysis be-
cause the transformed pollutants are not themselves absorbing
the light that induces their transformation.

7.5.4 Radioactive Decay

Radioactive decay is an important transformation reaction for
a special class of contaminants—radioactive elements.
Radioactive decay is caused by an instability of the nucleus in
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the atom, whereby either protons and neutrons or electrons are
emitted in the form of radiation (see Information Box 7.2).
This transformation is spontaneous, but the rate at which it
occurs varies widely depending on the element concerned.

7.5.5 Quantifying Transformation Rates

Many transformation reactions can be described with a first-
order equation:

aC

o —kC
where £ is the transformation rate constant (1/T). This equa-
tion states that the rate of transformation depends on the
amount of contaminant present. The minus sign on the right-
hand side of the equation denotes that the concentration
change is negative (i.e., concentrations of reactants decrease
with time). The first-order equation can be used for example
to represent fixed-pH hydrolysis, radioactive decay, and
biodegradation when there is minimal net change in micro-
bial cell numbers.

For transformation reactions, it is useful to define

a half-life, which is the time required for half of the origi-
nal contaminant mass to be transformed. For reactions
that follow first-order kinetics, the half-life (T;,) is de-
fined as:

(Eq. 7.25)

0.6
Tip= —k93

(Eq. 7.26)
This equation can be used to estimate the time required for
a contaminant to be transformed, which is related to its per-
sistence in the environment. For example, less than 1% of
the original contaminant mass remains after a time period
equal to 7 half-lives. After 10 half-lives, less than 0.1% re-
mains. For a contaminant that has a half life of 1 day, this
would mean that only 0.1% would remain untransformed
after 10 days. A comparison of approximate half-lives for
five compounds is presented in Table 7.3. Glucose, a labile
(readily biodegradable) compound would be expected to be
fully degraded in approximately three weeks (7 half-lives
X 3 days). Conversely, anthracene is expected to persist for
many years.

TABLE 7.3 Half-lives for selected organic compounds.*

COMPOUND APPROXIMATE HALF-LIFE
IN SOIL

Glucose Three days

Benzene A few days

2,4-D Several days

Polychlorinated Biphenyl Mixture Hundreds of days

Anthracene Hundreds of days

*These values are very approximate and are meant for purposes of
comparison. Note that all processes contributing to “loss” are incorporated
(e.g., biodegradation, abiotic transformation, and volatilization). Sources:
Mackay et al., 1992; Montgomery, 1996.
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QUESTIONS AND PROBLEMS

1. List and briefly discuss some of the major differences in the
properties and behavior of inorganic and organic compounds.

2. Calculate the time required for 99.9% of the mass to transform
for compounds with half-lives of 1 day, 10 days, 100 days, and
1000 days.

3. Which type of radiation is generally the most potentially
hazardous to humans, and why?

4. What is hydrolysis?
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5. Discuss some examples of LeChatellier’s Principal that occur
in everyday life.

6. Why are the aqueous solubilities of many organic compounds
very low?

7. How does a change in ionic strength of an aqueous solution
affect the solubility of (a) inorganic elements? (b) organic
compounds? ( ¢) which is generally affected to a greater
degree and why?
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The degradation of cellulose begins outside the cell with a series of extracellular enzymes called
cellulases. The resulting smaller glucose subunit structures can be taken up by the cell and me-
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8.1 BIOLOGICAL EFFECTS ON
POLLUTANTS

Although physical and chemical factors affect the fate of
pollutants in soil and water, it is apparent that these are not
the only factors governing the fate of pollutants. If they were,
the large-scale accumulation of contaminants, including en-
vironmental and natural organic substances would dominate
the earth, rendering our current pollution problems minus-
cule by comparison. Thus we must look at a third basic fac-
tor—the biological component of soil and water (see Chap-
ter 5). This component, which is responsible for degradation
of naturally occurring organic matter, also mitigates the
impact of pollutants on the environment. Biological interac-
tions with pollutants are of great interest to scientists and en-
gineers because of the growing use of biological approaches
for the remediation of contaminated sites.

The presence of microorganisms in soil and water can
affect the distribution, movement, and concentration of pol-
lutants through a process called biodegradation. Indeed,
some pollutants have very short lifetimes under normal en-
vironmental conditions because they readily serve as sources
of food for actively growing microorganisms. For other pol-
lutants, the effect of microorganisms may be limited for a
variety of reasons. Low numbers of degrading microorgan-
isms, microbe-resistant pollutant structures, or adverse envi-
ronmental conditions can all cause extremely low rates of
biodegradation.

In this chapter we will focus on understanding the in-
teraction between microorganisms and pollutants in the en-
vironment. We will examine microbial interactions with
both organic and inorganic pollutants, as well as the effects
that environmental parameters and pollutant structure have
on the extent and rate of these biological reactions.

8.2 THE OVERALL PROCESS OF
BIODEGRADATION

Biodegradation is the breakdown of organic compounds
(“organics”) through microbial activity. Biodegradable or-
ganic compounds serve as the food source, or substrate, for
microbes, and the availability of an organic to such microbes
is the bioavailability of that organic. Bioavailability, which
is one important aspect of the biodegradation of any sub-
strate, depends largely on the water phase concentration of
the organic. Microbial cells are 70-90% water, and the food
they obtain comes from the water surrounding the cell. Thus,
the bioavailability of a substrate refers to the amount of sub-
strate in the water solution around the cell. Two important
factors that reduce bioavailability are: (1) low water solubil-
ity (e.g., gasoline); and (2) sorption of substrate by soil (see
Chapters 6 and 7).

Biodegradation of organic compounds is really “a series
of biological degradation steps or a pathway which ultimately
results in the oxidation of the parent compound.” Often, the

oxidation process generates energy (as described in Chapter
5). Complete biodegradation, or mineralization, involves ox-
idation of the parent compound to form carbon dioxide and
water, a process that provides both carbon and energy for
growth and reproduction of cells. Figure 8.1 illustrates the
mineralization of any organic compound under aerobic con-
ditions. Mineralization is composed of a series of degradation
steps that have much in common, whether the carbon source
is a simple sugar such as glucose, a plant polymer such as cel-
lulose, or a pollutant molecule. Each degradation step in the
pathway is facilitated by a specific catalyst, or enzyme, made
by the degrading cell. Enzymes are most often found within a
cell, but they are also made and released from the cell to help
initiate degradation reactions. Enzymes found external to the
cell are known as exoenzymes. Exoenzymes are important in
the degradation of macromolecules such as the plant polymer
cellulose because macromolecules must be broken down into
smaller subunits to allow transport into the microbial cell.
Both internal enzymes and exoenzymes are essential to the
degradation process: degradation will stop at any step if the
appropriate enzyme is not present (Figure 8.2). Lack of ap-
propriate biodegrading enzymes is one common reason for
persistence of some pollutants, particularly those with un-
usual chemical structures that existing enzymes do not recog-
nize. Thus, we can see that degradation depends on chemical
structure. Pollutants that are structurally similar to natural
substrates usually degrade easily, while pollutants that are dis-
similar to natural substrates often degrade slowly or not at all.

Mineralization can also be described as a mass balance
equation that can be solved to determine the relationship be-
tween the amount of substrate consumed, oxygen and nitro-
gen utilized, and cell mass, carbon dioxide and water
produced. For example, the mass balance equation for glu-
cose (illustrated in Figure 8.1) can be written:

C¢H,0¢ + NH5; + O, —» CsH,NO, + CO, + H,O (Eq. 8.1)
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Figure 8.1 Aerobic mineralization of an organic compound.
From Pollution Science © 1996 Academic Press, San Diego, CA.
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Figure 8.2 Stepwise degradation of organic compounds. A different enzyme catalyzes each
step of the biodegradation pathway. If any one enzyme is missing, the product of the reaction it
catalyzes is not formed (denoted with a red cross). The reaction stops at that point and no fur-
ther product is made (shown in gray). From Pollution Science © 1996, Academic Press, San Diego, CA.

As shown in Eq. 8.1 for glucose, many pollutant
molecules—such as most gasoline components and many of
the herbicides and pesticides used in agriculture—can be
mineralized under the correct conditions (see Example Cal-
culation 7.1).

Some organic compounds are only partially degraded.
Incomplete degradation can result from the absence of the
appropriate degrading enzyme or it may result from
cometabolism. In cometabolism, a partial oxidation of the
substrate occurs, but the energy derived from the oxidation
is not used to support growth of new cells. This phenomenon
arises when organisms possess enzymes that coincidentally
degrade a particular pollutant; that is, their enzymes are non-
specific. Cometabolism can occur not only during periods of
active growth, but also during periods in which resting (non-
growing) cells interact with an organic compound. Although
difficult to measure in the environment, cometabolism has
been demonstrated for some environmental pollutants. For
example, the industrial solvent trichloroethene (TCE) can be
oxidized cometabolically by methanotrophic bacteria
while growing on their normal carbon source, methane.
Trichloroethene is currently of great interest for several rea-
sons. It is one of the most frequently reported contaminants
at hazardous waste sites, it is a suspected carcinogen, and it
is generally resistant to biodegradation. As shown in Figure
8.3, the first step in the methanotrophic oxidation of methane
is catalyzed by the enzyme methane monooxygenase. This
enzyme is so nonspecific that it can also catalyze the first
step in the oxidation of TCE when both methane and TCE

are present. However, the methanotrophic bacteria receive
no energy benefit from the oxidation of TCE, and so it is con-
sidered to be a cometabolic reaction. The subsequent degra-
dation steps shown in Figure 8.3 for TCE may be catalyzed
spontaneously, by other bacteria, or in some cases by the
methanotrophs themselves. This type of cometabolic reac-
tion has great significance in remediation and is not limited

CH, ClyC=CHCI
e
Methane : Fd TCE
Methane
Monooxygenase

(MMO)
h
L]

\

CliC-GHEI

CH3OH
'y
\
i LY
HCOOH t\

HzCO

. "

[Ta CO;z + Cl
Figure 8.3 The oxidation of methane by methanotrophic bac-
teria. This is catalyzed by the enzyme methane monooxygenase.
The same enzyme can act nonspecifically on TCE. Subsequent
TCE degradation steps may be catalyzed spontaneously, by
other bacteria, or in some cases by the methanotroph. From Pol-
lution Science © 1996, Academic Press, San Diego, CA.
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Figure 8.4 Polymerization reactions that occur with the herbicide propanil during biodegrada-
tion. Propanil is a selective post-emergence herbicide used in growing rice. It is toxic to many
annual and perennial weeds. The environmental fate of propanil is of concern because it, like
many other pesticides, is toxic to most noncereal crops. It is also toxic to fish. Care is used in

propanil application to avoid contamination of nearby lakes and streams. From Pollution Science ©

1996, Academic Press, San Diego, CA.

to methanotrophs. Other cometabolizing microorganisms
that grow on toluene, propane, and even ammonia have also
been identified. Currently, scientists are using this technique,
the stimulation of cometabolic reactions, for remediation of
some TCE-contaminated sites.

Partial or incomplete degradation can also result in poly-
merization, that is, the synthesis of compounds more com-
plex and stable than the parent compound. This occurs when
initial degradation steps, often catalyzed by exoenzymes, cre-
ate highly reactive intermediate compounds, which can then
combine either with each other or with other organic matter
present in the environment. As illustrated in Figure 8.4, which
shows some possible polymerization reactions that occur
with the herbicide propanil during biodegradation, these in-
clude formation of stable dimers or larger polymers, both of
which are quite stable in the environment. Such stability may
be the result of low bioavailability (low water solubility, high
sorption) or the absence of degrading enzymes.

8.3 MICROBIAL ACTIVITY AND
BIODEGRADATION

It is often difficult to predict the fate of a pollutant in the en-
vironment because the interactions between the microbial,
chemical, and physical components of the environment are

still not well understood. Total microbial activity depends on
a variety of factors, such as microbial numbers, available nu-
trients, environmental conditions (including soil), and pollu-
tant structure. In this section, we will discuss the impact of
some of the most important factors affecting microbial ac-
tivity, with the implicit understanding that microbial activity
can be inhibited by any one of these factors even if all other
factors are optimal.

8.3.1 Environmental Effects on Biodegradation

The environment around a microbial community—that is,
the sum of the physical, chemical, and biological parameters
that affect a microorganism—determines whether a particu-
lar microorganism will survive and/or metabolize. The oc-
currence and abundance of microorganisms in an environ-
ment are determined by nutrient availability, as well as by
various physicochemical factors such as pH, redox potential,
temperature, and soil texture and moisture. (These factors
are described in detail in Chapters 2 and 5.) Because a limi-
tation imposed by any one of these factors can inhibit
biodegradation, the cause of the persistence of a pollutant is
sometimes difficult to pinpoint.

Oxygen availability, organic matter content, nitrogen
and phosphorus availability, and bioavailability are particu-
larly significant in controlling pollutant biodegradation in
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Figure 8.5 Contamination in different ecosystems. There are
three major locations where contamination can occur in terres-
trial ecosystems: surface soils, the vadose zone, and the satu-
rated zone. The availability of both oxygen and organic matter
varies considerably in these zones. As indicated, oxygen and or-
ganic matter both decrease with depth, resulting in a decrease
in biodegradation activity with depth. From Pollution Science ©
1996, Academic Press, San Diego, CA.
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the environment. Interestingly, the first three of these factors
can change considerably, depending on the location of the
pollutant. As Figure 8.5 shows, contamination can occur in
terrestrial ecosystems in three major locations: surface soils,
the vadose zone, and the saturated zone. The availability of
both oxygen and organic matter varies considerably in these
zones. In general, oxygen and organic matter both decrease
with depth, so biodegradation activity also decreases with
depth. There are exceptions to this rule in shallow-ground-
water regions, which can have relatively high organic matter
contents because the rates of groundwater recharge are high.

8.3.1.1 Oxygen and other terminal electron
acceptors

Oxygen is very important in determining the extent and rate
of biodegradation of pollutants—it serves as the terminal
electron acceptor (TEA) in aerobic (oxygen is present)
biodegradation reactions. As the TEA, oxygen is reduced to
water as it accepts electrons from the pollutant substrate or
electron donor that is being oxidized to carbon dioxide. At
lower redox potentials that result in anaerobic conditions
(oxygen is not available), an alternate TEA must be used.
The electron tower shown in Figure 8.6 illustrates several
different TEAs that can be used if available in the environ-
ment. Keeping in mind that the higher the place of the TEA
on the electron tower, the more energy provided by the reac-
tion, examination of this tower reveals that oxygen provides
the most energy for biodegradation. Oxygen is followed
closely by iron and nitrate and—at the bottom of the tower—
sulfate and carbon dioxide. Because of the energy advantage
associated with oxygen, both growth and biodegradation
rates are much faster under aerobic conditions than under
anaerobic conditions.
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Some pollutants that degrade aerobically are not
degradable anaerobically and vice versa. For example, the
highly reduced hydrocarbons found in petroleum, some of
which are shown in Figure 8.7, are readily degraded aerobi-
cally, but unless an oxygen atom is present in the structure
initially, these compounds are quite stable under anaerobic
conditions (Figure 8.8). This anaerobic stability explains
why underground petroleum reservoirs, which contain no
oxygen, have remained intact for thousands of years, even
though microorganisms are present. In contrast, highly chlo-
rinated organic compounds are more stable under aerobic
conditions. That is, increasing chlorine content favors anaer-
obic dehalogenation (removal of chlorines) over aerobic
dehalogenation.

In terms of oxygen availability, surface soils and the
vadose zone are similar. They both contain significant
amounts of air-filled pore spaces and thus tend to favor
aerobic degradation of pollutants. However, these regions
may contain pockets of anaerobic activity generated by
high biodegradative activity or confined zones of water sat-
uration that reduce oxygen levels. In contrast, the oxygen
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Figure 8.6 Terminal electron acceptors over a range of redox
potentials. The electron tower shows the various terminal elec-
tron acceptors (TEAs) used under aerobic (oxygen) and anaero-
bic (all others) conditions. Note that the higher the place on
the electron tower, the more energy that will be produced for
metabolism and growth. From Pollution Science © 1996, Academic
Press, San Diego, CA.
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Figure 8.7 Aliphatic, alicyclic, and aromatic hydrocarbons. Petroleum is usu-
ally composed of a mix of these hydrocarbon types. For example, familiar con-
stituents of gasoline are octane and benzene. From Pollution Science © 1996, Aca-
demic Press, San Diego, CA.
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Figure 8.8 The effects of oxidation on the biodegradability of aliphatic compounds. Hydrocar-
bons with no oxygen, such as hexane, are only degraded aerobically, while the addition of a sin-
gle oxygen atom (hexanol) enables both aerobic and anaerobic degradation to occur.




concentrations in the groundwater or water-saturated re-
gions are low. The only oxygen that exists in these regions
is that which is dissolved in water, and the oxygen solubil-
ity in water is quite low (~9 mg/L). Therefore, if signifi-
cant microbial activity occurs, the limited supply of dis-
solved oxygen is rapidly used up, causing anaerobic
conditions to develop (see also Chapter 19). Addition of air
or oxygen can often improve biodegradation rates, particu-
larly in subsurface areas that are water saturated.

8.3.1.2 Microbial populations and organic matter
content

Surface soils have large numbers of microorganisms. Cul-
turable bacterial numbers generally range from 10° to 10°
organisms per gram of soil. Fungal numbers are somewhat
lower, 10* to 10° per gram of soil. In contrast, microbial
populations in deeper regions, such as the vadose zone and
groundwater region, are often lower by two orders of mag-
nitude or more. This large decrease in microbial numbers
with depth is primarily due to differences in organic matter
content. Whereas the soil surface may be rich in organic
matter, both the vadose zone and the groundwater region
often have low amounts of organic matter. One conse-
quence of low total numbers of microorganisms is that the
population of pollutant degraders initially present is also
low. Thus, biodegradation of a particular pollutant may be
slow until a sufficient biodegrading population has been
built up. The process in which degradation rates are ini-
tially low, but then increase over time is sometimes referred
to as adaptation or acclimation. A second reason for slow
biodegradation in the vadose zone and groundwater region
is that the organisms in this region are often dormant be-
cause of the low amount of organic matter present. If mi-
croorganisms are dormant, their response to an added car-
bon source is slow, especially if the carbon source is a
pollutant molecule to which they have not previously been
exposed.

Given these two factors, oxygen availability and or-
ganic matter content, we can make several generalizations
about surface soils, the vadose zone, and the groundwater re-
gion (see Figure 8.5):

1. Biodegradation in surface soils is primarily aerobic and
rapid.

2. Biodegradation in the vadose zone is also primarily
aerobic, but significant acclimation times may be neces-
sary for large biodegrading populations to develop.

3. Biodegradation in the groundwater region is initially

slow, owing to low numbers, and can rapidly become
anaerobic due to lack of available oxygen.

8.3.1.3 Nitrogen

Nitrogen is another macronutrient that often limits micro-
bial activity because it is an essential part of many key
microbial metabolites and building blocks, including pro-
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teins and amino acids. As shown by the chemical formula
for a cell (see Figure 8.1), nitrogen is a large component
by mass of microorganisms. It is also subject to removal
from the soil/water continuum by various processes such
as leaching or denitrification (see Chapter 16). Many pol-
lutants are carbon-rich and nitrogen-poor; thus nitrogen
limitations can inhibit their biodegradation, whereas the
simple addition of nitrogen-rich compounds can often im-
prove it. For example, in the case of petroleum oil spills,
where nitrogen shortages can be acute, biodegradation can
be significantly accelerated by adding nitrogen fertilizers.
In general, microbes have an average C:N ratio within
their biomass of about 5:1 to 10:1, depending on the type
of microorganism, so the C:N ratio of the material to be
biodegraded must be 20:1 or less. The difference in the ra-
tios is due to the fact that approximately 50% of the car-
bon metabolized is released as carbon dioxide, whereas
almost all of the nitrogen metabolized is incorporated into
the microbial biomass.

8.3.2 Pollutant Structure

The rate at which a pollutant molecule is degraded in the
environment depends largely on its structure. If the
molecule is not normally found in the environment—or if
its structure does not resemble that of a molecule usually
found in the environment—a biodegrading organism may
not be present. In this case, chances for biodegradation to
occur are low. The bioavailability of the pollutant is also
extremely important in determining the rate of biodegrada-
tion. If the water solubility of the pollutant is extremely
low, it will have low bioavailability. Many pollutant
molecules that are persistent in the environment share the
property of low water solubility. Examples include
dichlorodiphenyltrichloroethane (DDT), a pesticide that is
now banned in the United States; polychlorinated
biphenyls (PCBs), similarly banned and have not been
manufactured in the U.S. since 1977, which are used as
heat-exchange fluids; and petroleum hydrocarbons. Both
PCBs and petroleum hydrocarbons are liquids at room tem-
perature and actually form a phase that separates from wa-
ter. Although microorganisms are not excluded from this
phase, active metabolism seems to occur only in the aque-
ous phase or at the oil-water interface. The second factor
that reduces bioavailability is sorption of the pollutant by
soil. Compounds that have low water solubility, such as
DDT, PCBs, and petroleum constituents, are also prone to
sorption by soil surfaces (see Chapters 6 and 7).

Many pollutants have extensive branching or functional
groups that block or sterically hinder the pollutant carbon
skeleton at the reactive site, that is, the site at which the sub-
strate and enzyme come into contact during a biodegradation
step. For example, we now use biodegradable detergents,
namely, the linear alkylbenzylsulfonates (ABSs). The only
difference between these readily biodegradable detergents
and the slowly biodegradable nonlinear ABSs is the absence
of branching (Figure 8.9).
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Figure 8.9 Linear and branched alkylbenzylsulfonates (ABS)
are commonly used surfactants. Since the linear variant (a) is
readily biodegradable, and the branched form (b) is not, and
both work equally well as detergents, the linear ABS has entirely
supplanted the branched ABS in environmentally conscious mar-
kets. From Pollution Science © 1996, Academic Press, San Diego, CA.

As a result of our increasing knowledge of the effect of
pollutant structure on biodegradation in the environment, ef-
forts are focusing on developing and utilizing “environmen-
tally friendly” compounds. For example, slowly biodegrad-
able pesticides are being replaced by rapidly biodegradable
ones, which are used in conjunction with integrated pest-
management approaches (see Chapter 16). This approach
means that pesticides are not used on a yearly basis, but in-
stead are rotated. Thus, on the one hand target insects do not
become fully acclimated to these easily degraded pesticides,
but on the other hand, soil microorganisms degrade them
rapidly so that they are active only during the intended time
frame.

8.4 BIODEGRADATION PATHWAYS

The vast majority of the organic carbon available to mi-
croorganisms in the environment is material that has been
photosynthetically fixed (plant material). Anthropogenic
activity has resulted in the addition of many industrial and
agricultural chemicals, including petroleum products,
chlorinated solvents, and pesticides (see Information Box
8.1). Many of these chemicals are readily degraded in the
environment because of their similarity to photosyntheti-
cally produced organic material. This allows degrading
organisms to utilize preexisting biodegradation pathways.
However, some chemical structures are unique or have
unique components, which result in slow or little
biodegradation. To help understand and predict biodegra-
dation of organic contaminants in the environment, one
can classify organic contaminants into one of three basic
structural groups: the aliphatics, the alicyclics, and the
aromatics (see Figure 8.7). Constituents of each of these
groups can be found in all three physical states—gaseous,
solid, and liquid. The general degradation pathways for
each of these structural classes have been delineated.
These pathways differ for aerobic and anaerobic condi-
tions and can be affected by contaminant structural modi-
fications.

INFORMATION BOX 8.1

The 2003 Agency for Toxic Substances and Disease
Registry (ATSDR) Top Twenty Pollutants

By law, the ATSDR and Environmental Protection
Agency (EPA) are required to prepare a list, in order of
priority, of substances that are most commonly found at
facilities on the National Priorities List (NPL) and which
are determined to pose the most significant potential
threat to human health due to their known or suspected
toxicity and potential for human exposure at NPL sites
(see Chapter 19). This list is revised every two years as
additional information becomes available.

1 Arsenic 11 Chloroform

2 Lead 12 DDT

3 Mercury 13 Aroclor 1254

4 Vinyl Chloride 14 Aroclor 1260

5 Polychlorinated 15 Dibenzo(a,h)anthracene
Biphenyls

6 Benzene 16 Trichloroethene

7 Cadmium 17 Chromium, Hexavalent

8 Polycyclic Aromatic 18 Dieldrin
Hydrocarbons

9 Benzo(a)pyrene 19 Phosphorus, White

10 Benzo(b)fluoranthene 20 Chlordane

From: http://www.atsdr.cdc.gov/clist.html.

8.4.1 Biodegradation Under Aerobic Conditions

In the presence of oxygen, many heterotrophic microorgan-
isms rapidly mineralize organic compounds (see Chapter 5).
During degradation, some of the carbon is completely oxi-
dized to carbon dioxide to provide energy for growth, and
some carbon is used as structural material in the formation of
new cells (see Figure 8.1). Energy used for growth is
produced through a series of oxidation—reduction (redox) re-
actions in which oxygen is used as the TEA and reduced to
water (see Figure 8.6).

8.4.1.1 Aliphatic hydrocarbons

Aliphatic hydrocarbons are straight-chain and branched-
chain structures. Most aliphatic hydrocarbons introduced
into the environment come from industrial solvent waste and
the petroleum industry. Liquid aliphatics readily degrade
under aerobic conditions, especially when the number of car-
bons is between 8 and 16. Longer-chain aliphatics are usu-
ally waxy substances. Biodegradation of these longer chains
is slowed due to limited water solubility, while biodegrada-
tion of shorter chains may be impeded by the toxic effects of
the short-chain aliphatic on microorganisms. In addition,
several common structural modifications can result in
severely reduced biodegradation. One of these modifications
is extensive branching in the hydrocarbon chain (see Figure



8.9). Commonly found in petroleum, branched hydrocarbons
constitute one of the slowest degraded fractions therein. An-
other common modification that slows biodegradation is
halogen substitution, as seen in TCE and eight other com-
pounds found on the ATSDR top twenty list (Information
Box 8.1). The ATSDR list contains a variety of compounds
(both aliphatic and nonaliphatic) that not only have limited
biodegradability, but also pose serious toxicity problems.
Thus, both the rate of biodegradation and toxicity must be
considered in evaluating the potential hazard of pollutants in
the environment.

Biodegradation of aliphatic compounds generally oc-
curs by one of the three pathways shown in Figure 8.10. The
most common is a direct enzymatic incorporation of molec-
ular oxygen O, (Pathway I). All three of these pathways re-
sult in the formation of a common intermediate—a primary
fatty acid. The fatty acid formed in the degradation of an
alkane is subject to normal cellular fatty acid metabolism.
This includes B-oxidation, which cleaves off consecutive
two-carbon fragments. Each two-carbon fragment is re-
moved by coenzyme A (CoA) as acetyl-CoA, and shunted to
the tricarboxylic acid (TCA) cycle for complete degradation
to CO, and H,O. If the alkane has an even number of car-
bons, acetyl-CoA is the last residue. If the alkane has an odd
number of carbons, propionyl-CoA is the last residue, which
is also shunted to the TCA cycle after conversion to
succinyl-CoA.

We know that both branching and halogenation slow
biodegradation. In the former case, we can see that extensive
branching causes interference between the degrading en-
zyme and the enzyme-binding site. In the latter case, how-
ever, we need to know something about the bonds and the
reactions involved. For halogenated compounds, the relative
strength of the carbon—halogen bond requires two things: (1)
an enzyme that can act on the bond and (2) a large input of
energy to break the bond. In general, monochlorinated alka-
nes are considered degradable; however, increasing halogen
substitution results in increased inhibition of degradation.
Halogenated aliphatics can be degraded by two types of re-
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Figure 8.10 Aerobic biodegradation pathways for aliphatic
compounds. From Pollution Science © 1996, Academic Press, San
Diego, CA.
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Figure 8.11 Aerobic biodegradation of chlorinated aliphatic
compounds. From Pollution Science © 1996, Academic Press, San
Diego, CA.

actions that occur under aerobic conditions. The first is sub-
stitution, which is a nucleophilic reaction (the reacting
species donates an electron pair) in which the halogen is sub-
stituted by a hydroxy group. The second is an oxidation re-
action, which requires an external electron acceptor. These
two reactions are compared in Figure 8.11. Although in-
creasing halogenation generally slows degradation, aerobic
oxidation of highly chlorinated aliphatics can occur
cometabolically.

8.4.1.2 Aromatic hydrocarbons

The aromatic hydrocarbons contain at least one unsatu-
rated ring system with the general structure C4R6, where R is
any functional group (see Figure 8.7). The parent hydrocar-
bon of this class of compounds is benzene (CgHg), which ex-
hibits the resonance, or delocalization of electrons, typical
of unsaturated cyclic structures. Owing to its resonance en-
ergy, benzene is remarkably inert. (Note: As a group, the
benzene-like “aromatics” tend to have characteristic aro-
mas—hence the name.)

Aromatic compounds—including polyaromatic hy-
drocarbons (PAHs), which contain two or more fused ben-
zene rings—are synthesized naturally by plants. For exam-
ple, they serve as a major component of lignin, a common
plant polymer. Release of aromatic compounds into the en-
vironment occurs as a result of such natural processes as for-
est and grass fires. The major anthropogenic sources of aro-
matic compounds are fossil-fuel processing and utilization
(burning). For example, benzene is one component of gaso-
line that is often released into the environment; it is of par-
ticular concern because it is, like many PAHs, a carcinogen.

Aromatic compounds, especially PAHs, are character-
ized by low water solubility and are therefore very hy-
drophobic. As is common with hydrophobic compounds,
aromatics are often found sorbed to soil and sediment parti-
cles. The combination of low solubility and high sorption re-
sults in low substrate bioavailability and slow biodegrada-
tion rates. This is particularly true for PAHs having three or
more rings because water solubility decreases as the number
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of rings increases. Thus, in general, PAHs having two or
three condensed rings are biodegraded rapidly in the envi-
ronment, often mineralizing completely, whereas PAHs with
four or more condensed rings are transformed much more
slowly, often as a result of cometabolic attack.

A wide variety of bacteria and fungi can degrade aro-
matic compounds. Under aerobic conditions, both groups
of microbes incorporate oxygen as the first step in
biodegradation; however, these two groups of microbes use
different pathways, as shown in Figure 8.12. Bacteria use a
dioxygenase enzyme that incorporates both atoms of
molecular oxygen into the PAH to form a stereo-specific
cis-dihydrodiol, and then the common intermediate cate-
chol. The ring is then cleaved by a second dioxygenase, as
shown in Figure 8.12, using either an ortho or a meta path-
way. Which of these pathways is used is organism specific.
Close examination of the ring cleavage products shows
molecules that have a fatty acid character and that can now
be degraded using normal cellular fatty acid metabolism, as
explained for aliphatics.

In contrast to bacteria, fungi degrade aromatic com-
pounds using a monooxygenase enzyme that incorporates
only one atom of molecular oxygen into the PAH and re-
duces the second oxygen to water. The result is the for-
mation of an arene oxide, followed by the enzymatic ad-
dition of water to yield a stereo-specific trans-dihydrodiol
and then the common intermediate, catechol (see Figure
8.12). This catechol is then mineralized completely as for
bacteria. Alternatively, the arene oxide can be isomerized
to form a phenol, which can be conjugated with sulfate,
glucuronic acid, glucose, or glutathione. These conjugates
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are similar to those formed in higher organisms, such as
humans, and seem to aid in detoxification and elimination
of PAH.

8.4.1.3 Alicyclic hydrocarbons

Alicyclic hydrocarbons are saturated carbon chains that
form ring structures (see Figure 8.7). Naturally occurring al-
icyclic hydrocarbons are common. For example, alicyclic
hydrocarbons are a major component of crude oil, compris-
ing 20 to 67% by volume. Other examples of complex, nat-
urally occurring alicyclic hydrocarbons include camphor,
which is a plant oil; cyclohexyl fatty acids, which are com-
ponents of microbial lipids; and the paraffins from leaf
waxes. Anthropogenic sources of alicyclic hydrocarbons to
the environment include fossil-fuel processing and oil spills,
as well as the use of such agrochemicals as the pyrethrin
insecticides.

It is very difficult to isolate pure cultures of bacteria that
can degrade alicyclic hydrocarbons. For this reason,
biodegradation of alicyclic hydrocarbon degradation is
thought to take place as a result of teamwork among mixed
populations of microorganisms. Such a team is commonly re-
ferred to as a microbial consortium. Another unique aspect
ofalicyclic degradation is the formation of a lactone ring dur-
ing one of the biodegradation steps that is one larger than the
original ring. For example, in the degradation of cyclohexane,
a six-membered ring, we get the formation of e-capro-
lactone, a seven-membered ring. Thus, in the degradation of
cyclohexane, one population in the microbial consortium per-
forms the first two degradation steps, cyclohexane to cyclo-
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Figure 8.12 Aerobic biodegradation pathways of aromatic compounds in bacteria and fungi.

From Pollution Science © 1996, Academic Press, San Diego, CA.



hexanone via cyclohexanol, but is unable to lactonize and
open the ring. Subsequently, a second population in the con-
sortium, which cannot oxidize cyclohexane to cyclohex-
anone, performs the lactonization and ring-opening steps, and
then degrades the compound completely (Figure 8.13).

Interestingly, cyclopentane and cyclohexane deriva-
tives, which contain one or two hydroxyl, carbonyl, or car-
boxyl groups, degrade more readily in the environment than
do their parent compounds. In fact, microorganisms capable
of degrading cycloalkanols and cycloalkanones are ubiqui-
tous in environmental samples.

8.4.2 Biodegradation Under Anaerobic Conditions

Anaerobic conditions are not uncommon in the environment.
Most often, such conditions develop in water or saturated
sediment environments. But even in well-aerated soils there
are microenvironments with little or no oxygen. In all of
these environments, anaerobiosis occurs when the rate of
oxygen consumption by microorganisms is greater than the
rate of oxygen diffusion through either air or water. In the
absence of oxygen, organic compounds can be mineralized
through anaerobic respiration, in which a TEA other than
oxygen is used (see Figure 8.6). The series of alternative
TEAs in the environment includes iron, nitrate, manganese,
sulfate, and carbonate, which are listed in order from most
oxidizing to most reducing conditions. This progression
means they are usually utilized in this order because the
amount of energy generated for growth depends on the oxi-
dation potential of the TEA. Since none of these TEAs are as
oxidizing as oxygen, growth under anaerobic conditions is
never as efficient as growth under aerobic conditions al-
though it can come close for TEAs such as iron or nitrate
(Figure 8.6; see also Chapter 5).

Interestingly, many compounds that are easily degraded
aerobically, such as saturated aliphatics, are far more diffi-
cult to degrade anaerobically. However, in at least one group
of compounds—those that are highly chlorinated —the chlo-
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rine substituents are removed more rapidly under anaerobic
conditions. But once dechlorination has occurred, the
remaining molecule behaves more typically; that is, it is gen-
erally degraded more rapidly and extensively aerobically
than anaerobically. As a consequence of this sequential pro-
cess, technologies have been developed that utilize sequen-
tial anaerobic—aerobic treatments to optimize degradation of
highly chlorinated compounds.

8.4.2.1 Aliphatic hydrocarbons

Saturated aliphatic hydrocarbons are degraded slowly, if at
all, under anaerobic conditions. In general, the longer the hy-
drocarbon chain, the more likely biodegradation will occur
although very slowly. Specifically, methane (CHy) is not de-
graded, hexane (C¢H;4) may be very slowly or not degraded,
and hexadecane (Ci6Hs4) is slowly degraded. We see evi-
dence of this slow to nonexistent degradation in nature; for
example, hydrocarbons in natural underground reservoirs of
oil and methane (which are under anaerobic conditions) are
not degraded, despite the presence of microorganisms. How-
ever, both unsaturated aliphatics and oxygen-containing
aliphatics (aliphatic alcohols and ketones) are readily biode-
graded anaerobically using a variety of TEAs. The suggested
pathway of biodegradation for a saturated hydrocarbon is the
addition of the 4-carbon molecule fumarate, which forms a
fatty acid intermediate (Figure 8.14).

Chlorinated aliphatics can be partially or completely
degraded under anaerobic conditions, but the mechanism is
very dependent on the actual chlorinated compound in ques-
tion. For example, C; molecules such as chloromethane
(CH3Cl) and dichloromethane (CH,Cl,) can support the
growth of anaerobic microbes. These microbes first remove
the chlorine using a dehalogenase enzyme, leaving a methyl
group that is oxidized in a complex series of reactions to pro-
vide energy for growth. In contrast, C, molecules such as
chloroethane (CH3-CH,Cl) do not support microbial growth
under anaerobic conditions. However, for highly chlorinated
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Figure 8.13 Aerobic biodegradation of cyclohexane by a microbial consortium. From Pollution

Science © 1996, Academic Press, San Diego, CA.
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Figure 8.14 General anaerobic biodegradation pathway of an
alkene.

compounds, reductive dehalogenation is used to remove
chlorines. In this case, the dechlorination reaction may be
cometabolic or linked to respiration, a process called
halorespiration, in which the chlorinated aliphatic acts as a
TEA and the electron donor is either H, or a C, or C, carbon
organic compound such as ethanol (CH;CH,OH). Halores-
piration results in a compound with a reduced number of
chlorine atoms that is now more amenable to aerobic
biodegradation. A good example is the common groundwa-
ter contaminant perchloroethene (PCE). PCE is not known to
degrade at all under aerobic conditions; however, as shown
in Figure 8.15, PCE readily undergoes reductive dehalo-
genation. In cometabolic reductive dehalogenation, the pro-
cess may be mediated by reduced transition-metal/metal
complexes. The steps in this transformation are shown in
Figure 8.16. In the first step, electrons are transferred from
the reduced metal to the halogenated aliphatic, resulting in
an alkyl radical and free halogen. Then, the alkyl radical can
either scavenge a hydrogen atom (I) or lose a second halogen
to form an alkene (IT). In general, anaerobic conditions favor
the degradation of highly halogenated compounds, while
aerobic conditions favor the degradation of mono- and dis-
ubstituted halogenated compounds.

8.4.2.2 Aromatic hydrocarbons

Recent evidence indicates that nonsubstituted aromatics like
benzene can be degraded only very slowly under anaerobic
conditions. However, like aliphatic hydrocarbons, substi-
tuted aromatic compounds can be rapidly and completely de-
graded under anaerobic conditions (Figure 8.17). Anaerobic
mineralization of aromatics often requires a mixed microbial
community whose populations work together under different
redox potentials. For example, mineralization of benzoate
can be achieved by growing an anaerobic benzoate degrader
in co-culture with an aerobic methanogen or sulfate reducer.
In this consortium, benzoate is transformed by one or more
anaerobes to yield aromatic acids, which in turn are trans-
formed to methanogenic precursors such as acetate, carbon
dioxide, or formate. These small molecules can then be
utilized by methanogens (Figure 8.18). This process can be
described as an anaerobic food chain because the organisms
higher in the food chain cannot utilize acetate or other
methanogenic precursors, while the methanogens cannot uti-
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Figure 8.15 Halorespiration of perchloroethene (PCE). There
are a number of anaerobic halorespiring microbes that can de-
halogenate PCE to either TCE or DCE. Recently, there even has
been one microbe described that can completely dechlorinate
PCE to ethene!
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Figure 8.16 Cometabolic reductive dehalogenation of a chlori-
nated hydrocarbon in the presence of a metal to form an alkyl
radical. (1) The alkyl radical scavenges a hydrogen atom. (II)
The alkyl radical loses a second halogen to form an alkene.
From Pollution Science © 1996, Academic Press, San Diego, CA.
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Figure 8.17 Anaerobic biodegradation of benzoate. Note that the intermediate benzoyl-CoA is
a common intermediate found in the anaerobic degradation of aromatic compounds. Further
note (in contrast to aerobic conditions) that anaerobic microbes completely saturate the ring

during biodegradation before it is opened.

lize larger molecules such as benzoate. Methanogens utilize
carbon dioxide as a terminal electron acceptor, thereby form-
ing methane. (Note: Methanogens should not be confused
with methanotrophic bacteria, which aerobically oxidize
methane to carbon dioxide.)

banzoate

CH3COO- acetate

Methanogenic
bacteria

CHy + CO4

Figure 8.18 An example of an aerobic food chain. Shown is
the formation of simple compounds from benzoate by a popu-
lation of anaerobic bacteria and the subsequent utilization of
the newly available substrate by a second anaerobic population,
the methanogenic bacteria. From Pollution Science © 1996, Academic
Press, San Diego, CA.

8.5 TRANSFORMATION OF METAL
POLLUTANTS

Metals compose a second important class of pollutants
(see Information Box 8.1). However, metals are also es-
sential components of microbial cells. For example,
sodium and potassium regulate gradients across the cell
membrane, while copper, iron, and manganese provide
metalloenzymes for photosynthesis and electron transport.
On the other hand, metals can also be extremely toxic to
microorganisms. Although the most toxic metals are the
nonessential metals such as arsenic, cadmium, lead, and
mercury, even essential metals can become toxic in high
concentrations.

What is the fate of metals in the environment? Metals
and metal-containing contaminants are not degradable in
the same sense that carbon-based molecules are for two
reasons. First, unlike carbon, the metal atom is not the ma-
jor building block for new cellular components. Secondly,
while a significant amount of carbon is released to the at-
mosphere in gaseous form as carbon dioxide, the metals
rarely enter the environment in a volatile, or gaseous,
phase. (There are some exceptions to this—most notably,
mercury and selenium, which can be transformed and
volatilized by microorganisms under certain conditions.) In
general, however, the nondegradability of metals means
that it is difficult to eliminate metal atoms from the envi-
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ronment. Therefore, localized, elevated levels of metals are
common, especially in industrially developed countries.
Consequently, these metals can accumulate in biological
systems, where their toxicity poses serious threats to human
and environmental health.

Metals and metal-containing molecules can undergo
transformation reactions, many of which are mediated by
microorganisms. The nature of these reactions is important
for consideration of metal toxicity in the environment, be-
cause toxic effects more often depend on the form and
bioavailability of the metal than on the total metal concen-
tration. In general, the most active form of added metals are
free metal ions. The metals having the highest toxicity are
the cations of mercury (Hg>") and lead (Pb*"), although
other metallic cations (arsenic, beryllium, boron, cadmium,
chromium, copper, nickel, manganese, selenium, silver, tin,
and zinc) also exhibit significant toxic effects. (The specific
toxicities of selected metals to humans are discussed in
Chapter 13.)

8.5.1 Effects of Metals on Microbial Metabolism

The nature of the interaction between heavy metals and mi-
croorganisms is complex. Metal toxicity requires uptake of
the metal by a cell, which is dependent on many factors such
as pH, soil type, and temperature. For example, accumula-
tion of metals by cell-surface binding increases with increas-
ing pH. Transport of metals into a cell is also pH-dependent,
with maximal transport rates in the pH range 6.0-7.0. Once
a metal is taken up by a cell, toxicity can result. After an ini-
tial period in which the toxic effects of the metals are evi-
dent, microorganisms often acquire tolerance mechanisms
that enable them to repair metal toxicity damage, after which
they can to start metabolizing and growing again at a nearly
normal rate. The length of time required to develop tolerance
mechanisms is influenced by both biotic and abiotic factors.
The biotic factors of importance may involve the physiolog-
ical state of the organism in question, such as the nutritional
level, or genetic adaptations that result in metal resistance.
Abiotic factors include the physicochemical characteristics
of the environment such as pH, temperature, and redox po-
tential, all of which affect the precipitation and complexation
of metals.

The specific toxic effects of heavy metals on microor-
ganisms are caused by the binding of the metal to cellular lig-
ands such as proteins or nucleic acids. This metal-ligand
binding leads to conformational changes and loss of normal
ligand activity. For example, the particularly strong affinity
of cationic metals for protein sulthydryl groups can lead to
alterations in protein folding. Both the ligand structure and
the size of the metal affect the type binding. Large metal ions
such as copper, silver, gold, mercury, and cadmium prefer-
entially form covalent bindings with sulthydryl groups. In
contrast, small, highly electropositive metal ions such as alu-
minum, chromium, cobalt, iron, titanium, zinc, and tin pref-
erentially complex with carboxyl, hydroxyl, phosphate, and
amino groups.

8.5.2 Microbial Transformations of Metals

Microorganisms have developed various resistance mecha-
nisms to prevent metal toxicity: among these mechanisms
we will briefly discuss metal oxidation/reduction, metal
complexation, and alkylation of metals.

Oxidation/reduction: Metal oxidation enhances metal mo-
bility, stimulating metal movement away from the cell. For
example, the Gram-positive bacterium Bacillus megaterium
can oxidize elemental selenium to selenite, a reaction that in-
creases selenium mobility. Alternatively, some microorgan-
isms reduce metals such as chromium, causing them to
precipitate and become immobilized. There is currently
much interest in using microbial-reduction processes to im-
mobilize metals and radionuclides within a site.

Complexation: Other microorganisms can effectively
complex metals to polymeric materials either internal or
external to the cell. For example, uranium has been found
to accumulate extracellularly as needle-like fibrils in a
layer approximately 2 wm thick on the surface of a yeast,
Saccharomyces cerevisiae. In contrast, uranium accumu-
lates as dense intracellular deposits in Pseudomonas
aeruginosa.

Alkylation: Some microorganisms can transform metals by
alkylation, which involves the transfer of one or more or-
ganic ligand groups (e.g., methyl groups) to the metal, thus
affording stable organometallic compounds. One such metal
is mercury, as shown in Figure 8.19. The physical and chem-
ical properties of organometals are different from those of
pure metals. For example, volatility and solubility are in-
creased, thus facilitating the movement of the organometal
through the soil solution and, ultimately, into the atmo-
sphere. In general, the extent of organometallic mobility de-
pends on the nature and number of the organic ligands in-
volved. But the presence of even a single methyl group can
significantly increase both the volatility and lipophilicity
(the affinity for lipids) of a metal. Transformations that in-
crease volatility allow microorganisms to help remove a
toxic metal from its environment; however, the concomitant
increase in lipophilicity can cause biomagnification of the
metal, resulting in toxic effects on other members of the
ecosystem.

Hg*CHa

Catalyzed by
microarganisms

Hgﬂ+

or sponlansous

under anaerobic
conditions

HQ(CH:;)E

increasing toxicity and solubility in lipids

Figure 8.19 Microbial alkylation of mercury. From Pollution
Science © 1996, Academic Press, San Diego, CA.
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EXAMPLE CALCULATION 8.1
Leaking Underground Storage Tanks

The EPA estimates that more than 1 million underground
storage tanks (USTs) have been in service in the United
States alone. Over 436,000 of these have had confirmed re-
leases into the environment. Although new regulations now
require USTs to be upgraded, leaking USTs continue to be
reported at a rate of 20,000/yr and a cleanup backlog of
more than 139,000 USTs still exists. In this exercise we will
calculate the amount of oxygen and nitrogen necessary for
the biological remediation of a leaking UST site that has re-
leased 10,000 gallons of gasoline. To simplify this problem,
we will assume that octane (CgH;g) is a good representative
of all petroleum constituents found in gasoline. We will use
the following mass balance equation to calculate the biolog-
ical oxygen demand (BOD) and the nitrogen demand:

a(C8ng) + b(NH3) + C(Oz) = d(C5H7N02)
octane ammonia oxygen cell mass
+ ¢(CO,) + f(H,0)

carbon dioxide water

In this equation, the coefficients a through f indicate the
number of moles for each component. To solve the mass
balance equation, we must be able to relate the amount of
cell mass produced to the amount of substrate (octane) con-
sumed. This is done using the cell yield (Y), where:

__ mass of cell mass produced
mass of substrate consumed

Literature indicates that a reasonable cell yield value for
octane is 1.2. Using the cell yield we can now calculate the
coefficient d. We will start with 1 mole of substrate (a = 1)
and use the following equation:

d (MW cell mass) = a (MW octane) (Y)
d (113 g/mol) = 1 (114 g/mol) (1.2) = d=1.2

We can then solve for the other coefficients by balancing
this equation.

We start with nitrogen. We know that there is one N on the
right side of the equation in the biomass term. Examining
the left side of the equation, we see that there is similarly one
N as ammonia. We can set up a simple relationship for
nitrogen and use this to solve for coefficient b:

For b: b(1 mol nitrogen) = d(1 mol nitrogen)

b(1) = 1.2(1)

b=12
Next we balance carbon and solve for coefficient e:
For e: e(1 mol carbon) = a(8 mol carbon) —d(5 mol carbon)
e(l) = 1(8) — 1.2(5)

e=20

Next we balance hydrogen and solve for coefficient f:

For f: f(2 mol hydrogen) = a(18 mol hydrogen) +
b(3 mol hydrogen) — d(7 mol hydrogen)

f(2)=1(18) + 1.2 (3) — 1.2(7)
f=6.6
Finally we balance oxygen and solve for coefficient c:
Forc: ¢(2 mol oxygen) = d(2 mol oxygen) + e(2 mol
oxygen) + f(1 mol oxygen)
¢(2) = 1.2(2) + 2(2.0) + 6.6(1)
c=6.5

Thus, the solved mass balance equation is:

1(CsH,5) + 1.2(NH3) + 6.5(05) = 1.2(CsH;NO,) +
2.0(CO5) + 6.6(H,0)

Now we will use this mass balance equation to determine
how much nitrogen and oxygen will be needed to remediate
the site. First, we will convert gallons of gasoline into mol
of octane using the assumption that octane is a good repre-
sentative of gasoline.

Recall that we started with 10,000 gallons of gasoline:
convert to liters (L): 10,000 gallons (3.78 L/gallon) = 3.78
X 10* L gasoline
convert to grams (g): 3.78 X 10* L gasoline (690 g
gasoline/L) = 2.6. X 107 g gasoline in the site

2.6 X 107 g gasoline

_ 5
114 g octane/mol 2 X Uil

octane in the site

convert to moles:

Now we ask—how much nitrogen is needed to remediate
this spill? From the mass balance equation we know that we
need 1.2 mol NH3/mol octane (see coefficient b).
1.2 mol NH;
mol octane
= 2.76 X 10° mol NH;
17 g NH;
mol

X 2.3 X 10° mol octane in site

=2.76 X 10° X

= 4.7 X 10° g NH;

= 4.7 X 10° g (1 kg/1000g) (2.2046 Ib/kg) = This is
10,000 Ib or 5 tons of NH;!!!

Finally we ask—how much oxygen is needed to remediate
this spill? From the mass balance equation we know that we
need 6.5 mol O,/mol octane (see coefficient c).

= 6.5 mol O,/mol octane (2.3 X 10° mol octane in the site)
= 1.5 X 10° mol O,

A gas takes up 22.4 L/mol, but remember that air is only
21% oxygen.

= 1.5 X 10° mol O, (22.4 L/mol air) (1 mol air/0.21 mol
0,) = 1.6 X 10% L air
1 cubic foot of air = 28.33 L
= 1.6 X 10® L air (1 cubic foot/28.33 L gas) = This is 5.5

X 106 cubic feet of air or enough air to fill a
football field to a height of 100 ft!!!!
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QUESTIONS AND PROBLEMS

1. Define biodegradation, making reference to the terms transfor-
mation, mineralization, and cometabolism.
2. a) Consider n-octane, an eight-carbon straight-chain aliphatic
compound. Draw its structure.

b) Is this compound biodegradable?

¢) Beginning with the structure you have drawn, show how
you can alter it to make it less biodegradable.

d) Compare the structure in part (a) with the equation (1) for
biodegradation shown in Section 8.2, and consider the
following situation: A site is contaminated by a leaking
underground gasoline storage tank. The remediation firm
that you work for would like to use bioremediation to clean
the site. Given the structure of gasoline components (which
typically include simple aliphatic, alicyclic, and aromatic
compounds), what other nutrients may be required to
complete bioremediation? Explain.

3. List and explain the factors that determine bioavailability of an
organic compound.

REFERENCES AND ADDITIONAL READING

4. Compare the following structures:

OH
Cl,C = CHCl
phenol TCE naphthalene
A B Cc

a) Predict the order of bioavailability.

b) Predict the order of biodegradability.

¢) What does a comparison of (a) and (b) tell you about the
relationship between bioavailability and biodegradability?

d) Which is the most likely type of biodegradation for each of
the above compounds?

Atlas R.M. and Bartha R. (1993) Microbial Ecology, 3rd ed. Ben-
jamin Cummings, Menlo Park, California.
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CHAPTER 9

PHYSICAL CONTAMINANTS

J. Walworth and I.L. Pepper

Aerosol production from tractor operations. Photo courtesy J.P. Brooks.
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9.1 PARTICLE ORIGINS

Small particles, whether of natural or anthropogenic origin,
can pollute air and water supplies. These particles pose a
hazard to human health and to the environment in a variety
of ways. We will explore the properties of particulate
contaminants, the health threats they present, where they
come from, and how they behave in the environment.
Particulate sources are divided into those arising from a
single, well-defined emission source, which is called point-
source pollution, and nonpoint-source pollution, which is
generated from a wide area. Particulate emissions can have
natural origins or be of human origin. Naturally occurring
particulates may become a threat when mobilized by human

activities, such as agriculture, logging, and construction, or
they may arise from natural processes such as volcanoes or
soil erosion. Human-made particulates include those created
by industrial processes; combustion in power plants, wood
stoves, fireplaces, and internal combustion engines; rubber
particles from tire wear; and other sources.

9.2 PARTICLE SIZE

Particle behavior is, to a large extent, determined by size.
The diameters of some particles and familiar substances are
shown in Figure 9.1. Many particle properties, as well as
their environmental and health impacts, are related to their

Setting velocity, cm/s (unit density spheres)

1072 19 1 10°

1

Particle diameter (um)

T

\\\\\

Insecticide dusts—y-

Sulfuric ]

Concentrator mist :

Ground'talc ——

2 3456789 2 34567?9 2 3456789 2 3456789 2 34 89 2 345678 6789
0.001 0 ,O 10,000
] : : 1 ] ]
1 1 1
X-rays : :‘* Ultraviolet ear infrared — Far infrared »~<— Microwaves T
1 ! ' 1
Gas 1 : olar radiation— ! : [
Molecules ! 1 ' 1 !
! 1 Fog 1 Mist—=R z! indrops >
02 H20 1 : 1
SO2 : n-CgHig 1 Atmospheric aerosol : 1
He XN o’ __ ! __ _ _Nuclei ___ Coaser __ ,
1 1| Mode ode ! .
cc Cszl B Particle S|ze'select|ve T
1 "
N2COo : espirable Thorac ic :
1 Virus Bacteria 1 Inhalable:
* T > T
1 Cl nuclel 1 !
1 . CN i 1 !
conldensatlon nuclei f 1
1Zinc Oxide fu ! .
1
i 1
<= Carbon black : '
~——QOi 1 !
Colloidal 1 ,
-~ 1
Silica ments —> 1 ,
' 1
1 1
1 1
' 1
' 1
' 1
' 1
1
1
1
I
]
1
1
1

Red blood cell

Milled flour ——
]
1<—Pulverized coal—>
|
, Plant spores |

1
|<—Pollens—>.
!<Floatation ores->

Sr leezes

Produced primarily by
condensation or
chemical reactions
from the gas phase

Human hair

- ---L - visible toleye—L

Produced primarily by
attrition, resuspension, or
coagulation of previously
formed material

t«—Beach sand-+—>

Figure 9.1 Particle diameters. From Environmental Monitoring and Characterization © 2004, Academic

Press, San Diego, CA.



size. In general, smaller particles pose a greater health threat
than do larger particles.

9.2.1 Nanoparticles

Nanotechnologies refer to “technology of the tiny,” with
dimensions in the range of nanometers (SI unit prefix for
10~? or one-billionth, 0.000000001, of a meter). As an il-
lustration of the scale of interest, a chain of 5 to 10 atoms
is about 1 nm long, the helix of DNA has a diameter of
about 2 nm, and the average human hair is about 80000 nm
in diameter.

Nanotechnology and nanoscience research represent a
key aspect of the development of innovative materials and
new productive sectors. Nanomaterials (nanoparticles,
nanospheres, nanotubes, and nanostructured surfaces) are
used in ceramic, textile, cosmetic, optic, and chemical in-
dustries. In addition, they are applied in biomedicine as
nanobiomaterials, nanospheres for drug release, and nan-
otubes for gene therapy. Most nanoparticles that are cur-
rently used today are made from transition metals including
silicon, carbon, and metal oxides.

Human exposure to nanoparticles can occur as environ-
mental (e.g., elemental Pt® on larger Al,O; carrier particles
emitted from automotive catalytic converters, ultrafine TiO,
in cosmetic ingredients such as sunscreen), occupational
(e.g., large-scale preparation of nanoparticles), and biomed-
ical (e.g., ultrafine TiO, for tumor tissue targeting and deliv-
ery of killing compounds for cancer cells by UV light). At
the occupational level, there are four main groups of
nanoparticles production processes: gas-phase, vapor depo-
sition, colloidal, and attrition, all of which may potentially
result in exposure by inhalation, dermal, or ingestion routes.
All processes may give rise to exposure to agglomerated
nanoparticles during recovery, powder handling, and pro-
duction processing. In spite of the potential occupational and
public exposure to nanomaterials that is dramatically in-
creasing, information on the human health impact of
nanoparticles is severely lacking.

9.3 PARTICLES IN AIR OR AEROSOLS

Particles suspended in air are called aerosols. These pose a
threat to human health mainly through respiratory intake and
deposition in nasal and bronchial airways. Smaller aerosols
travel further into the respiratory system and generally cause
more health problems than larger particles. For this reason
the United States Environmental Protection Agency (U.S.
EPA) has divided airborne particulates into two size cate-
gories: PMy, which refers to particles with diameters less
than or equal to 10 pm (10,000 nm), and PM, 5 which are
particles less than or equal to 2.5 pm (2,500 nm) in diame-
ter. For this classification, the diameter of aerosols is defined
as the aerodynamic diameter:

dpa = dps (pp/ pw)” (Eq.9.1)
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TABLE 9.1 U.S. PM;, production from various sources.

SOURCE PM;o (MILLIONS OF TONS)

" Chemical industries 0.070
2 Metals processing 0.220
§ Petroleum industries 0.041
2 Other industries 0.530
s Solvent utilization 0.006
§ Storage and transport 0.114
= Waste disposal and 0.296

- recycling
£ Electric utilities 0.290
ng Z Industrial 0.314
= g On-road vehicles 0.268
S Non-road sources 0.466
Agriculture and 4.707

forestry

Fire and other 1.015

E combustion
3 Unpaved roads 12.305
Paved roads 2.515
Construction 4.022
Wind erosion 5.316

Council on Environmental Quality, 1997.

where:

dp, = aerodynamic particle diameter (um)
dps = Stokes’ diameter (m)

pp = particle density (g cm™?)

pw = density of water (g cm ™)

Atmospheric particulate concentration is expressed
in micrograms of particles per cubic meter of air (ug/m?).
The U.S. EPA established a National Ambient Air Quality
Standard (NAAQS) for PM;, of 150 wg m > averaged over
a 24-hour period, and 50 wg m~ 3 averaged annually. More
recently, separate standards for PM, 5 of 65 wg m > for 24
hours and 15 pg m ™ annually have been introduced.

Symptoms of particulate matter inhalation include
decreased pulmonary function, chronic coughs, bronchitis,
and asthmatic attacks. The specific causal mechanisms are
poorly understood. One well-documented episode occurred
in London in 1952, when levels of smoke and sulfur
dioxide aerosols, largely associated with coal combustion,
reached elevated levels due to local weather conditions.
Over a 10-day period, approximately 4,000 deaths were
attributable to cardiovascular and lung disorders brought
on or aggravated by these aerosols. Sources of PM, in
the US are shown in Table 9.1. In addition to the sources
shown in Table 9.1, volcanoes and breaking waves
also generate airborne particles, sometimes in very large
quantities.

Airborne particles can travel great distances. Intense
dust storms during 1998 and 2001 in the Gobi desert of
Western China and Mongolia (Figure 9.2) elevated aerosol
levels to concentrations near the health standard in Western
North America several thousand miles away!
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Figure 9.2 Mongolian dust over the Sea of Japan. Photo
provided by NASA.

Smaller particles tend to travel greater distances than
large particles. Stokes’ Law (Equation 9.2) is used to de-
scribe the fall of particles through a dispersion medium, such
as air or water.

V = [D* X (pp - p) X g]/ 18n (Eq.9.2)

where:

V = velocity of fall (cms™ )

g = acceleration of gravity (980 cm s~ 2)

D = diameter of particle (cm)

pp = density of particle (density of quartz particles
is 2.65 g cm™?)

p1 = density of dispersion medium (air has a
density of about 0.001213 g cm™~>; water has
a density of about 1 g cm™?)

m = viscosity of the dispersion medium (about
1.83 X 10™* poise or g cm ™' s~ ! for air; 1.002
X 1072 poise for water)

Using Stokes’ Law, we can calculate the rate of fall in
air (Information Box 9.1). Small particles are thus a greater
concern than larger particles for several reasons. Small par-
ticles stay suspended longer. Therefore, they travel greater
distances. Risk of exposure to small particles is amplified by
their extended suspension times. Small particles also tend to

INFORMATION BOX 9.1

Influence of Particle Size on Velocity of Deposition of
Particles in Air, Calculated Using Stokes’ Law

Particle Particle Type Rate of Fall in
Diameter (mm) Air (cm sec” ')
1 Sand 7880

0.1 Silt 79
0.001 Clay 7.9 xX10°°

move further into the respiratory system, exacerbating their
effects on health.

9.3.1 Aerosols of Concern
9.3.1.1 Asbestos

Asbestos particles are a special case of mineral aerosols that
are known to lead to debilitation, disease, and death. They
have been defined by the EPA as six naturally occurring
minerals with well-defined compositions and their haz-
ardous size mandated. When airborne, these exceedingly
small particles can be identified using standard mineralogic
analyses employing x-ray diffraction and optical and elec-
tron microscopy in transmission, diffraction, and scanning
modes. The mineral classified asbestos, and many other sili-
cate mineral species (e.g., talc, erionite, and vermiculite), all
may occur in fibrous form (Wilson and Spengler, 1996). The
fibrous structure of these minerals permits the formation of
sharp aerosols that can be embedded in the lungs. It is likely
that no matter what the environment, at home or outdoors,
people have been, and are, continually exposed to particu-
lates and aggregates that are mixtures, and some will contain
asbestos or other minerals.

Asbestosis is the disease that results when lungs gener-
ate scar tissue (fibrosis) as a result of high exposure. Lung
scarring may continue post-asbestos exposure, and although
affected portions of the lung can be rejected, the quality of
life thereafter is abysmal. Lung cancer, although associated
with asbestos mineral exposure, is more frequently directly
associated with smoking. Many occupations, for example,
construction workers or brake repair technicians, often in-
clude individuals who smoke, resulting in multiple opportu-
nities for respiratory trauma and therefore multiplying the
risks. Another deadly disease associated with asbestos parti-
cles is mesothelioma, a cancer of the pleura rather than of the
lung tissues.

Though the public health issues related to asbestos have
been aired, the specific mechanisms of fibrogenesis and
carcinogenesis related to the exposures, especially at low
doses (nonoccupational) are not fully elucidated, and remain
under discussion and investigation. Asbestos in the built in-
door environment is also a potential source of exposure
(Skinner et al., 1988). Asbestos removal from buildings is
closely regulated to prevent exposure to construction work-
ers. The recent (2001) terrorist attack on the World Trade
Center that generated widespread dust throughout lower
New York City is a recent instance where asbestos issues
were raised.

9.3.1.2 Silica

One of the most common natural materials and a major com-
ponent of beach sand, quartz (SiO,), may become an offend-
ing material causing a particulate-based disease. Silicosis is
due to exposure to crystalline silica, and is exclusively occu-
pational, with the size and morphologic characteristics of the



CASE STUDY 9.1

ASBESTOS-BEARING SERPENTINITE.

The deposit was one of the oldest (1885) and best known
mercury mines in the country. Chrysotile, naturally oc-
curring in serpentinite, has been mined at the site since the
late 1950s, as it was available in pure mineral form and
had many industrial applications. The grain size of the
natural “short-fiber” chrysotile was milled, so the product
probably approached the respirable size range and
was certainly small enough to be airborne. The bagged

ASBESTOS EXPOSURE IN CALIFORNIA NEAR COALINGA FROM
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N

powdery material was cheap and shipped to markets in-
side and outside the U.S. The site and the large mine
dumps created are now the Clear Creek Management
Area on the Superfund National Priorities List under the
Bureau of Land Management. The climate, elevation,
and topography of the site mean that there are increased
amounts of dust in the local atmosphere blown by pre-
vailing winds toward populated areas.

particle key to respiratory problems. Construction workers,
especially those jack hammering or those blasting dirt off of
building surfaces using a stream of silica, without nasal and
mouth protection, are at great risk. Often biological as well
as mineral materials become airborne in both cases.

There are several crystal forms of SiO,, including
diatoms, the source of diatomaceous earth. The use of these
various silica materials is not monitored nor are those at risk
necessarily aware of their exposure, but great efforts have
been made by some industries and one can anticipate future
actions, especially responding to OSHA regulations.

Silicosis is characterized by focal nodular lesions,
which can be detected radiologically in the upper lung. This
expression of silicosis is distinct from that of asbestosis,
where fibrosis is usually diffuse and in the lower portions of
the lung. Lung function may not be markedly affected ini-
tially although under continuing exposure, the nodules coa-
lesce and the fibrosis becomes massive and pervasive for
large parts of the lung. The formally pliable lung tissues be-
come occluded by scarring and the deposition of the fibrous
protein, collagen, often calcify or harden, further compro-
mising respiration and the transmission of the essential gases
in these portions of the respiratory system.

9.3.1.3 Human-made aerosols

Particulate matter in the atmosphere can be from direct emis-
sions or pollution that enters the atmosphere as previously
formed particles. These are called primary particles. Alter-
natively, secondary particles are formed in the atmosphere
from precursor components, such as ammonia, volatile
organics, or oxides of nitrogen (NOy) and sulfur (SOy).
Primary particles may fall into the PM, 5 or the PM,, size
ranges (plumes), whereas secondary particles fall mainly
into the PM, 5 category.

Industrially generated primary particles arise largely
from incomplete combustion processes and high-temperature
metallurgical processes. Secondary particles, on the other
hand, are produced from gases emitted from industrial

processing and various combustion processes (including auto-
mobiles, power plants, wood burning, and incinerators) that
undergo gas-to-particle conversion and then growth and
coagulation. In the atmosphere, sulfur oxides are oxidized to
form sulfuric acid and fine sulfate particles. Gases condense to
form ultra-fine aerosols (less than 0.01 wm), either from
supersaturated vapor produced in high temperature combus-
tion processes or through photochemical reactions. These par-
ticles grow in size through condensation and coagulation to
form larger particles (0.1-2.5 pm). The principal sources of
SOy in the U.S. include coal power plants, petroleum refiner-
ies, paper mills, and smelters. In contrast, NO is largely pro-
duced by industrial and automotive combustion processes.

Health threats from PM, s and PM,, generated by hu-
man activities are much like those from naturally occurring
particulates. Adverse health effects are most severe in senior
citizens and those with pre-existing heart or lung problems.
Recent studies estimate that with each 10 g m ™~ increase in
PM,, above a base level of 20 wg m >, daily respiratory
mortality is estimated to increase by 3.4%, cardiac mortality
increases by 1.4%, hospitalizations increase by 0.8%, emer-
gency room visits for respiratory illnesses increase by 1.0%,
days of restricted activity due to respiratory symptoms
increase by 9.5%, and school absenteeism increases by 4.1%
(Vedal, 1995). Particles formed from incomplete combus-
tion, such as those formed by wood-burning and diesel en-
gines, contain organic substances that may have additional
health effects. Diesel exhaust has been shown to increase
lung tumors in rats and mice, and long-term human exposure
to diesel exhaust may be responsible for a 20-50% increase
in the risk of lung cancer (Koenig, 1999).

In addition to human health concerns, PM, 5 associated
with wood burning, automobile exhaust, and industrial activi-
ties is responsible for much of the atmospheric haze in the U.S.
Aerosols (particularly PM, 5) absorb and scatter light, produc-
ing haze and reducing visibility. When severe, this interferes
with automobile and aviation navigation, posing safety
threats. Atmospheric particulates can also be a nuisance by
settling on and in cars and homes and other buildings.
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TABLE 9.2 Aerosolized endotoxin concentrations detected downwind of biosolids operations, a wastewater treatment

plant aeration basin, and a tractor operation.

AEROSOLIZED ENDOTOXIN

# of
samples Distance from
Sample Type collected Site (m) Avg Median Minimum Maximum
EU m*

Controls

Background 12 NA 2.6 249 2.33 3.84
Biosolids Operations

Loading 39 2-50 343.7 91 5.6 1807.6

Slinging 24 10-200 335 6.3 4.9 14.29

Biosolids Pile 6 2 103 85.4 48.9 207.1

Total Operation 33 10-200 133.9 55.6 5.6 623.6
Wastewater Treatment Plant

Aeration Basin 6 2 627.3 639 294.4 891.1
Non Biosolids Field

Tractor 6 2 469.8 490.9 284.4 659.1

* EU m~>—Endotoxin units per m*. From Brooks, 2004.

9.3.1.4 Bioaerosols

Biological contaminants include whole entities such as bac-
terial and viral human pathogens. They also include airborne
toxins, which can be parts or components of whole cells. In
either case, biological airborne contaminants are known as
bioaerosols, which can be ingested or inhaled by humans
(see also Chapter 26).

Coccidioidomycosis (also known as Valley Fever) is
one disease caused by inhalation of spores of the fungus
Coccidioides immitis, which is indigenous to hot, arid
regions, including the Southwestern U.S. The fungus can
travel from the respiratory tract to the skin, bones, and
central nervous system and can result in systemic infection
and death.

Endotoxin, also known as lipopolysaccharide, is ubiq-
uitous throughout the environment and may be one of the
most important allergens. Endotoxin is derived from the cell
wall of Gram-negative bacteria and is continually released
during both active cell growth and cell decay. Hence, endo-
toxin is found wherever Gram-negative bacteria are found.
In soils, bacterial concentrations routinely exceed 10% per
gram, with a majority of bacteria being Gram negative. Soil
particles containing sorbed microbes can be aerosolized and
hence act as a source of endotoxin. Farming operations such
as driving a tractor across a field has been shown to result in
endotoxin levels of 469 endotoxin units (EU) m > (Table
9.2). EU units are related to a turbidometric Limulus Ame-
bocyte Assay. These values are comparable to those found
during land application of biosolids operations. Daily expo-
sures of as little as 10 EU m > from cotton dust can cause
asthma and chronic bronchitis. However, dose response is
dependent on the source of the material, the duration of
exposure, and repeated exposures (Brooks, 2004).

When inhaled by humans, endotoxin has demonstrated
the ability to cause a wide variety of health effects including
fever, asthma, and shock.

Data in Table 9.2 illustrate that endotoxin aerosolization
can occur during both wastewater treatment and land applica-
tion of biosolids. However, the data also show that endotoxin
of soil origin resulting from dust generated during tractor op-
erations results in similar amounts of aerosolized endotoxin.
Given that the major source of PM,, in the U.S. are unpaved
roads (Table 9.1), and that these particulates are of soil-borne
origin, it is possible that endotoxin associated with wind blow
soil particles is a major contributor to respiratory problems.

Mycotoxins are secondary metabolites produced by
fungal molds. Fungi such as species of Aspergillus, Al-
ternaria, Fusarium, and Penicillium are common soil-borne
fungi capable of producing mycotoxins. Most notably, afla-
toxin is produced by Aspergillus flavus. Aflatoxin is one of
the most potent carcinogens known and is linked to a variety
of health problems.

9.4 PARTICULATES IN WATER

In water, suspended particulates pose quite different risks
than aerosols. Inorganic particles cause an increase in the
turbidity of affected water, and the particles themselves can
cause problems through sedimentation that can fill lakes,
dams, reservoirs, and waterways. In the U.S., waterborne
soil particles fill over 123 million cubic meters of reservoir
capacity each year, reducing water storage capacity and ne-
cessitating expensive dredging operations. Suspended parti-
cles increase wear on pumps, hydroelectric generators, and
related equipment. Also, soils from which suspended parti-
cles are derived suffer damage that can reduce agricultural
productivity and land values. Severe soil erosion can
threaten buildings, roads, and other structures. This issue is
discussed in more detail in Chapter 16

Using Stokes’ Law, settling rates can be calculated for
various size particles suspended in water (see Information
Box 9.2). Sedimentation is not an important factor for
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INFORMATION BOX 9.2

Influence of Particle Size on Velocity of Deposition of
Particles in Water, Calculated Using Stokes’ Law

Particle Particle Type Rate of Fall in
Diameter Water
(mm) (cm sec™ ")
1 Sand 90
0.1 Silt 0.9
0.001 Clay 9X10°

particles less than 0.0005 mm in diameter because they act
as colloids, which are so small that once suspended in a dis-
persion medium, they can remain in suspension indefinitely
and do not settle out through the force of gravity. Large par-
ticles remain suspended for only a short time, and their range
of movement is limited. Turbulence, disorderly flow or mix-
ing of the dispersion medium, can increase suspension times
considerably, so the calculated settling rates are valid only in
the absence of turbulence. Actual settling rates are generally
higher.

Decomposition of organic particles such as plant and
animal residues, composed of carbohydrates, proteins, and
more complex compounds, occurs largely through micro-
bially mediated oxidation processes, and can also impact
waters. The oxidation of organic substrate via aerobic
heterotrophic respiration is described in Chapter 5.

The oxidation of waterborne organic particulates con-
sumes dissolved oxygen and produces CO,. The use of oxy-
gen in biological oxidation reactions is called biological
oxygen demand (BOD). Increasing BOD and resulting oxy-
gen depletion, called hypoxia, can have a profound effect on
aquatic animals, such as fish, that depend on the dissolved
oxygen supply (see also Chapter 18).

Both organic and inorganic particles (such as soil) can
act as carriers of other contaminants that are sorbed to parti-
cle surfaces. Nutrients, herbicides, insecticides, fuels, sol-
vents, preservatives, and other industrial and agricultural
chemicals can adsorb and desorb from waterborne particu-
lates. The health threats associated with this very diverse
group of chemicals are similarly broad. These contaminants
are discussed in detail in Chapters 10, 16, and 17.

9.4.1 Soil Particles

Soil particles, which are natural contaminants, are not con-
sidered to be pollutants unless they move into the atmo-
sphere or surface waters. They are classified on the basis of
size into three categories in the U.S. Department of Agricul-
ture (USDA) classification system (Information Box 9.3).
Sand and silt particles are dominated by primary miner-
als such as quartz, feldspar, and mica formed directly from

INFORMATION BOX 9.3

Soil Particle Diameter Sizes

Sand: 2-0.05mm
Silt: 0.05-0.002 mm
Clay: < 0.002 mm (< 2 pm)

molten magma. Clay particles, on the other hand, are com-
posed largely of secondary layered silicate clay minerals
(weathering products of primary minerals), hydrous oxides of
aluminum and iron, and organic materials. Most of these par-
ticles have negative electric charge, although some can have a
positive charge, and others no charge at all. This charge arises
from either characteristics of their crystalline structure, in the
case of layered silicate clay minerals, or due to surface chem-
ical reactions (see also Chapter 7). Positively charged cations
surrounding clay particles balance the surface charge of the
particles. Negatively charged clay particles are almost always
surrounded by a cloud of cations. Additionally, certain anions
and organic chemicals can be sorbed to clay particles and
transported by moving particles. Thus clay particles can act as
carriers in the distribution and transport of associated cations.

9.4.1.1 Soil particle flocculation

As indicated above, the settling rates of particles suspended
in water depends, among other things, on their effective di-
ameter. This can be greatly increased when particles adhere
to one another or flocculate to form aggregates made up of
groups of soil particles. “Like” charged particles repel each
other, so the forces of repulsion must be overcome for parti-
cles to aggregate. The negative charge on clay particles is
balanced by a cloud of counterions (cations) surrounding the
clay particle, called a diffuse double layer. In this double
layer, the concentration of cations increases as the clay
surface is approached, and, similarly, the concentration of
anions decreases. The thickness of this diffuse double layer
depends on several factors, the most important of which are
counterion valence and concentration.

1/x = (K/z’n)* (Eq. 9.3)

where:

1/x = the effective thickness of the double layer

z = valence of the counterions (cations)

K = a constant dependent on temperature and
the dielectric constant of the solvent

n = electrolyte concentration in the equilibrium
solution

The thickness of the double layer decreases as the va-
lence of counterions increases, or as the electrolyte concen-
tration in the solvent increases (Figure 9.3). As the double
layer thickness decreases, attractive energy between parti-
cles becomes greater than repulsive forces, and the particles
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Figure 9.3 Thickness of the electrical double layer and ion
distribution at two electrolyte concentrations. From Sumner M.E.
and Stewart B.A., eds. (1992) Soil Crusting and Physical Processes. Lewis
Publishers, Boca Raton, FL. Reprinted by CRC Press.

flocculate. The electrolyte concentration at which this occurs
is called the critical flocculation concentration (CFC),
which is a function of 1/z°. Although this relationship does
not completely explain the varying ability of different
cations to flocculate soil particles, we can see that the effect
of counterion valence is extremely important.

The relative flocculating power of common soil cations
is shown in Table 9.3. In general, counterion valence is the
most important factor determining CFC; therefore, higher
valence cations are more effective flocculators than lower
valence cations. The hydrated radius of cations is also im-
portant and explains much of the difference between cations
of identical valence.

Soil particles suspended in water will tend to be
dispersed if the electrolyte concentration is low and the dom-
inant counterions are potassium or sodium, whereas floccu-
lation will occur with a high electrolyte concentration or if
the dominant counterions are of higher valence. Where
rivers flow into the ocean, sediment laden river water mixes

TABLE 9.3 Relative flocculating power of common
monovalent and divalent cations.

ION RELATIVE FLOCCULATING
POWER (RELATIVE TO NA*)

Na* 1.00

K* 1.70

Mg?>* 27.00

Ca®" 43.00

From Rengasamy P. and Sumner M.E. (1998) Sodic Soils: Distribution,
Properties, Management, and Environmental Consequences. Oxford Uni-
versity Press, New York, NY.

Figure 9.4 Sediment-laden water from the Ganges and
Brahmaputra Rivers flows into the Bay of Bengal. Photo provided
by NASA.

with saline ocean water. Suspended particles flocculate and
settle out to form river deltas (Figure 9.4). To flocculate and
settle particles out of wastewater, high-valence flocculating
agents such as aluminum, iron, and copper sulfates and chlo-
rides are added as clarifiers. Organic polymers and synthetic
polyelectrolytes that have anionic or cationic functional
groups are also used as flocculants (see also Chapter 28).

Depending on the properties of the suspended particles
and the impacted water, particles may flocculate into aggre-
gates and quickly settle out of suspension, or they may
remain dispersed. As indicated above, dispersed colloidal
particles can remain in suspension indefinitely when in an
unflocculated or dispersed state.

9.5 SUMMARY

Particulate contaminants can be of either natural or human-
made origin. These particles can pollute both air and water.
Naturally occurring particles include soil or other mineral
particles, pollen, ocean spray, bacteria, viruses, and spores.
Mineral particles can contaminate water and air via natural
processes such as volcanic activity, wave action, and wind
and water erosion. Wind and water erosion can be acceler-
ated by human activities that leave soil in a susceptible con-
dition, whereas many of the other processes are beyond hu-
man control. Human-made particles include nitrogen and
sulfur oxides and a wide range of solid particles formed dur-
ing combustion, and industrial processes that grind or abrade
materials into fine particles.



Airborne particulates are a major health concern
because they can penetrate the human respiratory system,
causing a wide range of health problems. They can degrade
visibility and become a health hazard by impeding air and
ground vehicular traffic. Waterborne particulates can be a
direct threat by clogging reservoirs and waterways, and by
acting as carriers for other contaminants, such as phosphorus
and pesticides that contaminate surface waters. Organic
particles increase the BOD of contaminated waters, leading
to oxygen depletion (hypoxia) that can harm aquatic biota.

QUESTIONS AND PROBLEMS
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There are many ways of reducing production of partic-
ulate contaminants or of removing them from industrial
exhaust streams. However, all natural waters contain
suspended particles, as does even the cleanest of air. Some of
the processes that distribute particulate contaminants to air
and water are natural and can be only partially controlled, if
at all. On the other hand, human activities that contribute to
particulate degradation of air and water often can be modi-
fied to minimize their impact on these natural resources (see
Chapter 20).

1. Define the terms PM,;, and PM, s.

2. How do waterborne particles reduce dissolved O, in surface
water? What are the resulting effects on aquatic biota?

3. Explain why sediments carried in freshwater rivers quickly
settle out when these sediment-laden waters combine with
ocean water.
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Chemical contamination is a major source of pollution. Photo courtesy K.L. Josephson.
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10.1 INTRODUCTION

It can be argued that all matter in one form or another can be-
come a contaminant when found out of its usual environment
or at concentrations above normal. However, chemical con-
taminants become pollutants when accumulations are suffi-
cient to adversely affect the environment, or to pose a risk to
living organisms. Today, there are thousands of industrial
chemicals that can be dangerous to humans and the environ-
ment. Fortunately, the vast majority of these chemicals are not
produced in large enough quantities to be a human or envi-
ronmental threat. However, there are more than 3000 natural
and human-made chemicals that are toxic enough and are pro-
duced in sufficient quantities to be a potential environmental
hazard. Thus, the production, storage, transport, and disposal
of these chemicals are regulated by government agencies.
There are numerous sources of chemical contaminants re-
leased to the environment, but these generally fall into a few
general categories. This chapter will present an overview of
the various types of chemical contaminants and their sources.

10.2 TYPES OF CONTAMINANTS

There are three basic categories of chemical contaminants:
organic, inorganic, and radioactive. In turn, there are several
classes of contaminants within each of these categories.
Major classes of contaminants are listed in Table 10.1. Some
of these contaminants are considered in greater detail in
other chapters (16, 17, 18, and 31).

TABLE 10.1 Examples of organic, inorganic and radioactive
chemical contaminants.

Organic Contaminants

Petroleum hydrocarbons (fuels)—Benzene, toluene, xylene,
polycyclic aromatics

Chlorinated solvents—Trichloroethene, tetrachloroethene,
trichloroethane, carbon tetrachloride

Pesticides—DDT (dichloro-diphenyl-trichloro-ethane), 2,4-D
(2,4-Dichlorophenoxyacetic acid), atrazine

Polychlorinated biphenyls (PCBs)—insulating fluids, plasticizers,
pigments

Coal tar/creosote—Polycyclic aromatics

Pharmaceuticals/food additives/cosmetics—Drugs, surfactants,
dyes

Gaseous compounds—Chlorofluorocarbons (CFCs),
hydrochlorofluorocarbons (HCFCs)

Inorganic Contaminants

Inorganic “salts”—Sodium, calcium, nitrate, sulphate
Heavy/trace metals—Lead, zinc, cadmium, mercury, arsenic

Radioactive Contaminants

Solid elements—Uranium, strontium, cobalt, plutonium

Gaseous elements—Radon
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Thousands of chemicals are released into the environ-
ment every day. Thus, when conducting site characterization
studies, it is important to prioritize the suite of chemicals
under investigation. For most sites this is done by focusing
on so-called priority pollutants, those that are regulated by
federal, state, or local governments. The primary such list of
priority pollutants is that governed by the National Primary
Drinking Water Regulations, which provide legally enforce-
able standards that apply to all public water systems. These
standards protect public health by limiting the levels of
contaminants that are allowed to exist in drinking water. The
organic and inorganic contaminants on this list are presented
in Table 10.2. Note that the full list also includes microor-
ganisms, radionuclides, and water disinfection byproducts.

The frequency of occurrence of the contaminants listed
in Table 10.2, as well as other chemicals, differs greatly for
each specific contaminated site. The contaminants that are
most frequently encountered at U. S. Environmental Protec-
tion Agency (EPA) designated Superfund sites are presented
in Table 10.3. It is quite likely that one or more of these con-
taminants will be present at most hazardous waste sites.

The U.S. EPA has developed special reporting rules for
certain chemicals of concern under the Toxic Release Inven-
tory program. These chemicals, listed in Table 10.4, are clas-
sified as persistent, bioaccumulative, and toxic (PBT)
chemicals. These compounds pose increased risk to human
health not only because they are toxic, but also because they
remain in the environment for long periods of time, are not
readily destroyed, and build up or accumulate in body tissue.

In a related development, an international treaty was re-
cently enacted to control the future production of a class of
chemicals termed persistent organic pollutants (POPs).
The Stockholm Convention is a global treaty to protect
human health and the environment from POPs, which are
chemicals that remain intact for long periods, become widely
distributed geographically, accumulate in the fatty tissue of
living organisms, and are toxic. There are 12 chemicals
currently on the POP list: aldrin, chlordane, DDT, dieldrin,
dioxins, endrin, furans, heptachlor, hexachlorobenzene,
mireXx, polychlorinated biphenyls, and toxaphene. Many of
these chemicals are pesticides, and inspection of Table 10.4
shows some of them are also listed as PBTs.

10.3 SOURCES: AGRICULTURAL ACTIVITIES

Agricultural systems consist of highly controlled tracts of
land that generally receive large inputs of chemical fertiliz-
ers and pesticides. The ultimate goal of these chemical
additions is to generate optimum amounts of food and fiber.
However, fertilizers are often applied in excess of the crop
needs or are in chemical forms that make them very mobile
in soil and water environments. For example, nitrate pollu-
tion of groundwater is often caused by excessive nitrogen
fertilizer applications that result in leaching below the root
zone. Agricultural activities can cause land, water, and air
pollution, as discussed in Chapters 16, 17, 18, and 21.
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TABLE 10.2 National primary drinking water standards.

INORGANIC CHEMICALS MCLORTT' (mgL™")

POTENTIAL HEALTH EFFECTS FROM INGESTION OF WATER

Antimony 0.006
Arsenic 0.01

Asbestos (fiber >10 micrometers) 7 MFL
Barium 2

Beryllium 0.004
Cadmium 0.005
Chromium (total) 0.1

Copper TT?; Action Level = 1.3
Cyanide (as free cyanide) 0.2

Fluoride 4

Lead TT®; Action Level = 0.015
Mercury (inorganic) 0.002

Nitrate (measured as Nitrogen) 10

Nitrite (measured as Nitrogen) 1

Selenium 0.05
Thallium 0.002

Increase in blood cholesterol; decrease in blood glucose

Skin damage; circulatory system problems; increased risk
of cancer

Increased risk of developing benign intestinal polyps

Increase in blood pressure

Intestinal lesions

Kidney damage

Some people who use water containing chromium well in excess
of the MCL over many years could experience allergic
dermatitis.

Short-term exposure: Gastrointestinal distress. Long-term
exposure: Liver or kidney damage. People with Wilson’s
Disease should consult their doctor if their water systems
exceed the copper action level.

Nerve damage or thyroid problems

Bone disease (pain and tenderness of the bones); children may
get mottled teeth.

Infants and children: Delays in physical or mental development.
Adults: Kidney problems; high blood pressure.

Kidney damage

Methemoglobinemia or “blue baby syndrome” in infants under 6
months—life threatening without immediate medical attention.
Symptoms: Infant looks blue and has shortness of breath.

“Blue baby syndrome” in infants under 6 months-life threatening
without immediate medical attention. Symptoms: Infant looks
blue and has shortness of breath.

Hair or fingernail loss; numbness in fingers or toes; circulatory
problems

Hair loss; changes in blood; kidney, intestine, or liver problems

ORGANIC CHEMICALS MCLORTT' (mgL™")

POTENTIAL HEALTH EFFECTS FROM INGESTION OF WATER

Acrylamide T’
Alachlor 0.002
Atrazine 0.003
Benzene 0.005
Benzo(a)pyrene (PAHs) 0.0002
Carbofuran 0.04
Carbontetrachloride 0.005
Chlordane 0.002
Chlorobenzene 0.1
2,4-dichlorophenoxyacetic acid 0.07
Dalapon 0.2
1,2-Dibromo-3-chloropropane 0.0002
(DBCP)
o-Dichlorobenzene 0.6
p-Dichlorobenzene 0.075
1,2-Dichloroethane 0.005
1,1-Dichloroethylene 0.007
cis-1,2-Dichloroethylene 0.07
trans-1,2-Dichloroethylene 0.1
Dichloromethane 0.005
1,2-Dichloropropane 0.005
Di(2-ethylhexyl) adipate 0.4
Di(2-ethylhexyl) phthalate 0.006
Dinoseb 0.007
Dioxin (2,3,7,8-TCDD) 0

Nervous system or blood problems; increased risk of cancer

Eye, liver, kidney or spleen problems; anemia; increased risk
of cancer

Cardiovascular system problems; reproductive difficulties

Anemia; decrease in blood platelets; increased risk of cancer

Reproductive difficulties; increased risk of cancer

Problems with blood or nervous system; reproductive difficulties

Liver problems; increased risk of cancer

Liver or nervous system problems; increased risk of cancer

Liver or kidney problems

Kidney, liver, or adrenal gland problems

Minor kidney changes

Reproductive difficulties; increased risk of cancer

Liver, kidney, or circulatory system problems

Anemia; liver, kidney or spleen damage; changes in blood
Increased risk of cancer

Liver problems

Liver problems

Liver problems

Liver problems; increased risk of cancer

Increased risk of cancer

General toxic effects or reproductive difficulties
Reproductive difficulties; liver problems; increased risk of cancer
Reproductive difficulties

Reproductive difficulties; increased risk of cancer

(continued)
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TABLE 10.2 National primary drinking water standards. (continued)

ORGANIC CHEMICALS MCLORTT' (mgL™")

POTENTIAL HEALTH EFFECTS FROM INGESTION OF WATER

Diquat 0.02
Endothall 0.1
Endrin 0.002
Epichlorohydrin T’
Ethylbenzene 0.7
Ethylene dibromide 0.00005
Glyphosate 0.7
Heptachlor 0.0004
Heptachlor epoxide 0.0002
Hexachlorobenzene 0.001
Hexachlorocyclopentadiene 0.05
Lindane 0.0002
Methoxychlor 0.04
Oxamyl (Vydate) 0.2
Polychlorinatedbiphenyls (PCBs) 0.0005
Pentachlorophenol 0.001
Picloram 0.5
Simazine 0.004
Styrene 0.1
Tetrachloroethylene 0.005
Toluene 1
Toxaphene 0.003
2-(2,4,5-Trichlorophenoxy) 0.05
propionic acid (silvex)
1,2,4-Trichlorobenzene 0.07
1,1,1-Trichloroethane 0.2
1,1,2-Trichloroethane 0.005
Trichloroethylene 0.005
Vinyl chloride 0.002
Xylenes (total) 10

Cataracts

Stomach and intestinal problems

Nervous system effects

Stomach problems; reproductive difficulties; increased risk
of cancer

Liver or kidney problems

Stomach problems; reproductive difficulties; increased risk
of cancer

Kidney problems; reproductive difficulties

Liver damage; increased risk of cancer

Liver damage; increased risk of cancer

Liver or kidney problems; reproductive difficulties; increased risk
of cancer

Kidney or stomach problems

Liver or kidney problems

Reproductive difficulties

Slight nervous system effects

Skin changes; thymus gland problems; immune deficiencies;
reproductive or nervous system difficulties; increased risk of
cancer

Liver or kidney problems; increased risk of cancer

Liver problems

Problems with blood

Liver, kidney, and circulatory problems

Liver problems; increased risk of cancer

Nervous system, kidney, or liver problems

Kidney, liver, or thyroid problems; increased risk of cancer

Liver problems

Changes in adrenal glands

Liver, nervous system, or circulatory problems
Liver, kidney, or immune system problems
Liver problems; increased risk of cancer
Increased risk of cancer

Nervous system damage

'MCL = maximum contaminant level, the highest level of a contaminant that is allowed in drinking water; TT = treatment technique level.

From http://www.epa.gov/safewater/standards.html.

TABLE 10.3 Common pollutants found at Superfund sites.

Acetone Mercury
Aldrin/Dieldrin Methylene Chloride
Arsenic Naphthalene
Barium Nickel

Benzene Pentachlorophenol
2-Butanone Polychlorinated
Cadmium Biphenyls (PCBs)
Carbon Tetrachloride Polycyclic Aromatic
Chlordane Hydrocarbons (PAHs)
Chloroform Tetrachloroethylene
Chromium Toluene

Cyanide Trichloroethylene
DDT, DDE, DDD! Vinyl Chloride
1,1-Dichloroethene Xylene
1,2-Dichloroethane Zinc

Lead

'DDT = dichlorodiphenyltrichloroethane; DDE =

dichlorodiphenyldichloroethene; DDD = dichlorodiphenyldichloroethane.

From www.epa.gov/superfund/resources/chemicals.htm.

Fertilizers, which are generally inorganic chemicals,
are routinely applied at least once a year and include, in or-
der of decreasing amounts, N, P, K, and metals. The annual
applications of these chemicals range from 50 to 200 kg
ha™!, as N, P or K. Micronutrient (e.g., Fe, Zn, Cu, B, and
Mo) fertilizer additions are also applied regularly to agricul-
tural fields but with less frequency because of lower crop re-
quirements. These chemicals are applied to agricultural
lands at average rates of 0.5-2 kg ha™ ', in their respective el-
emental forms, every 2-5 five years. A third group of inor-
ganic chemicals applied to agricultural land consists of soil
amendments. These materials are applied to agricultural
fields with some frequency for two reasons: (1) to decrease
or increase soil pH, decrease soil salinity, and improve soil
structure, and (2) to replenish macronutrients like Ca*™,
Mg* ", K*, and SO,~ . To control macronutrient deficien-
cies, the application rates of these chemicals range from 50
to 500 kg ha™'. To control soil pH and salinity, applications
typically range from 2,000 to 10,000 kg ha~'. The common
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TABLE 10.4 Persistent, bioaccumulative, and toxic chemicals.

CHEMICAL CATEGORIES

SOURCES

Dioxin and dioxin-like

compounds

Lead compounds
Mercury compounds
Polycyclic aromatic

Chemical manufacturing and
processing byproducts, waste
combustion

Mining, manufacturing, leaded fuels

Mining, manufacturing

Petroleum production, combustion,

compounds coal tar
CHEMICALS SOURCES
Aldrin Pesticide
Benzo(g,h,i)perylene Petroleum refining, fuel combustion
Chlordane Pesticide
Heptachlor Pesticide
Hexachlorobenzene Pesticide
Isodrin Pesticide
Lead See above
Mercury See above
Methoxychlor Pesticide
Octachlorostyrene Chemical manufacturing
byproducts, combustion
Pendimethalin Pesticide
Pentachlorobenzene Pesticide production, combustion
Polychlorinated Transformer fluids, lubricants,
biphenyl (PCBs) flame retardants, water-proofing
agents
Tetrabromobisphenol A Flame retardant
Toxaphene Pesticide
Trifluralin Pesticide

From http://www.epa.gov/tri/lawsandregs/pbt/pbtrule.htm

forms of these chemicals are listed in Table 10.5 in order of
decreasing probable impact to the environment.

Table 10.5 illustrates that the inorganic chemicals listed
above can act as a nutrient and as a pollutant, depending on
the amounts applied, the location of application, and soil-
plant-water dynamics. For example, Figure 10.1 shows the
soil nitrogen cycle, which illustrates the transformations,
sinks, and sources of this element. Plants and some soil min-
erals can act as sinks for the two major forms of N. Con-
versely, some plants, animals, the atmosphere, and humans
(fertilizer additions) can contribute to excessive N (NO™ 3)

concentrations that lead to groundwater pollution. Ground-
water polluted with high levels of nitrate has been shown to
cause methemoglobinemia (blue baby syndrome) in infants
and some adults. Methemoglobinemia occurs when nitrate is
converted to nitrite by the digestive system. Nitrite reacts
with oxyhemoglobin (oxygen carrying blood protein), form-
ing methemoglobin. Methemoglobin cannot carry oxygen
resulting in a decreased ability of the blood to carry oxygen.
Consequently, oxygen deprivation in body tissues can occur.
Infants suffering from methemoglobinemia develop a blue
coloration of their mucous membranes and possible diges-
tive and respiratory problems.

Most pesticides are organic compounds and are often
applied in agricultural systems at least once a year, albeit in
much smaller quantities than fertilizers. However, synthetic
pesticides, designed to be very toxic to plants and pests, may
have deleterious effects at very low concentrations. Most syn-
thetic pesticides are broadly classified as insecticides, herbi-
cides, and fungicides. While most pesticides are solids, they
are usually dissolved in water or oil to facilitate their handling
and application. Fumigants are gaseous pesticides typically
used to control insects. A list of common organic pesticides
is presented in Table 10.6. Less common forms of inorganic
pesticides are used to control roaches and rats. These chemi-
cals, which have all too often been used in close proximity to
humans, have, as their primary acting agent, toxic forms of
arsenic (AsO4> "), boron (H3;BO3), and S (SO»).

The chemical structure of organic pesticides controls
their water solubility, mobility, environmental persistence,
and toxicity. The first generation of organic pesticides
had multiple chlorine groups inserted into their structures to
give them a broad spectrum of biotoxic effects. However, the
chlorine groups also made them very difficult to degrade,
making them very persistent (see Chapter 8). The next step
in pesticide development sought a compromise between
persistence and toxicity, with chemical structures that were
moderately soluble in water and with more targeted toxicity
effects. The next generation of pesticides again sought to de-
crease the persistence of these chemicals in the environment
by making them even more water soluble and continued to
focus their toxic effects. This class of pesticides seldom
bioaccumulate in humans or animals and have short life

TABLE 10.5 Common fertilizer and soil amendments materials and potential contaminant forms.

POLLUTANT PROPERTIES

FERTILIZERS NUTRIENT FORM

NHs(gas),CO(NH>), (urea),

NH,; — PO, solutions. NO;~, NH, "
PO,

Superphosphate, triple superphosphate, PO, Ca*™

N-P solutions

Ammonium phosphate
Calcite (CaCO3) Ca**, CO;5~
Gypsum (CaSO4.2H,0) Ca**, S04~
Micronutrients, salt forms, chelates

NH,NO;, (NH,),SO04, KNO;

NO;,NH, ", PO~

Fe++ Mn++ Zn++ Cu++
MOO4:, H3BO3, Cl™

-very mobile, promotes microbial growth

-toxic, volatile as NH;

-promotes eutrophicationl gral 1

-variable mobility, promotes microbial
growth

-increases water hardness

-see above

-increases soil water alkalinity

-mobile, may pollute water sources

-cations are mobile in acid soils

-anions are mobile in alkaline soils
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Figure 10.1 Soil-nitrogen transformations. From Environmental Monitoring and Characterization © 2004,

Elsevier Academic Press, San Diego, CA.

spans (days) in the environment. However, when misused,
these chemicals can be found in water sources. For example,
today the members of the triazine family are the most
commonly found pesticides in surface and groundwater
resources. Conversely, chlorinated pesticides are seldom
found in water but can still be found in soils and sediments
(see Chapter 16).

Animals generate significant amounts of residues that
are benign to the environment in open environments with
low concentrations of animals. However, in the last 100
years, large-scale animal production systems have created
concentrated sources of animal-derived contaminants.

Large-scale animal feeding operations include feedlots for
beef, swine, and poultry production, dairies, and fish farms.
These operations act as point sources for the common
chemicals listed in Table 10.5 (see Figure 10.2). Nitrate-N,
ammonium-N, and phosphate-P are the three most common
contaminants derived from unregulated animal waste dis-
posal practices. These three chemicals are usually found at
concentrations ranging from 1,000 to 50,000 mg kg~ !
(elemental form) in animal wastes. Nitrates are very mobile
in the environment and can only be controlled by plant and
microorganism uptake or by the process of denitrification.
Large releases of ammonium can have several detrimental

TABLE 10.6 Major classes of organic pesticides and their potential pollutant properties.

CLASS/ELEMENTAL COMPOSITION ~ COMMON EXAMPLES

POLLUTANT PROPERTIES

Organochlorines DDT Resistant to degradation (persistent)
Organophosphates Chlorpyrifos Mobile in the soil environment
Carbamates Carbaryl Very mobile in the soil environment
Triazines Atrazine Very mobile in the soil environment
Plant Insecticides Pyrethroids Some toxic to fish

Fumigants Dichloropropene Toxic to animals, volatile

Note: All of these chemicals have some degree of toxicity (acute and/or chronic) toxicity to humans.
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Figure 10.2 Runoff from feedlots may enter nearby surface
water and degrade water quality. Photo courtesy USDA National

Resources Conservation Service.

effects in the environment. First, the ammonium ion is
unstable; it can volatilize in alkaline water or be oxidized
to nitrate, increasing the pool of this anion. Second, the
ammonium ion is very toxic to fish. Finally, the process of
ammonium oxidation to nitrate (nitrification) releases acid-
ity into the environment.

Phosphates are much less mobile in the environment.
However, small quantities (>1 mg L™") can be extremely
deleterious to stagnant water bodies because phosphates
can trigger excessive microbial growth that leads to
eutrophication. Information Box 10.1 shows a list of
contaminants, in addition to N and P, that concentrated
animal wastes can introduce in significant amounts into the
environment.

INFORMATION BOX 10.1

Pollutants Released from Animal Wastes

* Total dissolved solids (TDS) (Na, Cl, Ca, Mg, K,
soluble N and P forms): Most animal wastes are high
(>>10,000 mg L™") in TDS.

* Organic Carbon: Excessive amounts of soluble carbon
together with soluble P can quickly reduce O, availabil-
ity in water by raising the biochemical oxygen demand.

* Residual pesticides: Used to control pests in animal
facilities.

* Residual Metals: Cu, As, from animal diets and
pesticides.

* Medicines: Antibiotics, growth regulators.

* Gases: From waste storage facilities and waste disposal
activities, Greenhouse —(CO,, N,O), toxic (NH3, H,S),
Odors—H,S, mercaptans, indoles, org-sulfides.

10.4 SOURCES: INDUSTRIAL AND
MANUFACTURING ACTIVITIES

There are numerous sources of industrial chemical contami-
nants, the result of controlled or uncontrolled waste disposal
and releases into the environment. Industrial wastes may
contain contaminants classified by the Federal government
as hazardous and nonhazardous. However, this classification
primarily separates wastes containing high concentrations of
pollutants versus wastes that contain low concentrations.
For example, metal-plating industrial wastes contain high
concentrations of toxic metals such as Cr, Ni, and Cd and are
usually classified as hazardous. However, municipal wastes,
classified as nonhazardous, also contain these metals and
many others, but at much lower concentrations.

Most industrial contaminants originate from a few
general categories of industrial wastes. These are summa-
rized in Information Box 10.2, with examples of industries
and their common classes of contaminants. Industrial and
manufacturing activities have produced many pollution
problems for surface water and groundwater resources (see
Chapters 17 and 18).

10.5 SOURCES: MUNICIPAL WASTE

Municipal wastewater treatment plants produce wastes that
contain many potential contaminants (see Chapter 25).
Reclaimed wastewater is usually clean enough to be used
for irrigation, but routinely contains higher (~1.5 times)
concentrations of dissolved solids than the source water.
Also, chlorine-disinfected reclaimed water can contain

INFORMATION BOX 10.2

Industrial Wastes and Sources of Contaminants

Solid, liquid and slurry wastes with high concentrations
of metals, salts, and solvents

Industries: Metal plating, painting.
Types of pollutants: Metals, solvents, toxic aromatic
and non-aromatic hydrocarbons.

Liquid wastes with high concentrations of hydrocarbons
and solvents

Industries: Chemical manufacturing, electronics
manufacturing, plastics manufacturing.

Types of pollutants: Chlorinated solvents,
hydrocarbons, plastics, plasticizers, metals,
catalysts, cyanides, sulfides.

Wastewaters containing organic chemicals

Industries: Paper processing, tanneries, food
processing, industrial wastewater treatment
plants, pharmaceuticals.

Types of pollutants: Various organic chemicals.




Figure 10.3 Stormwater runoff will flow over impervious
surfaces, acquiring pollutants. Photo courtesy USGS.http://www.
umesc.usgs.gov/flood_2001/surface.html

significant trace amounts of disinfection byproducts such as
trihalomethanes and haloacetic acids. In addition, an emerg-
ing issue for municipal wastewater treatment is pharmaceu-
tical waste. There is growing concern that pharmaceuticals
(including hormones from birth control pills and antibiotics)
that are excreted in urine and disposed of in wastes may end
up in water-supply resources. Many of these compounds are
not fully treated in current wastewater treatment systems.
There is concern about the effects that these compounds may
have on humans and wildlife. Antibiotic resistance and
endocrine disruptors will be discussed in detail in Chapters
29 and 30, respectively.

The solid residues of wastewater treatment plants, called
biosolids, typically contain common inorganic chemicals such
as those listed in Table 10.5, and may also contain heavy

Parcolation

Purificator

Groundwater
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metals, synthetic organic compounds found in household
products, and microbial pathogens. Since biosolids usually
contain macro- and micronutrients and organic carbon, they
are routinely applied to agricultural lands as fertilizer and soil
amendments (see Chapter 26). Regulations in many states
allow for the annual application of up to 8 tons (dry weight) of
biosolids on farmland, depending on the metal content of each
biosolids source. Land disposal of biosolids completes the
natural C and N cycle in the environment. However, repeated
application of biosolids often increases the concentrations of
metals, P, and some salts in the soil environment. In addition,
excessive, concentrated, or uneven applications of biosolids
can result in surface and groundwater pollution.

Stormwater is a source of nonpoint-source pollution for
both urban and rural communities. Stormwater runoff picks
up pollutants as it flows over the ground surface. In urban
areas, stormwater runoff will flow over a variety of impervi-
ous surfaces, including driveways, sidewalks, and streets,
acquiring pollutants such as dirt, debris, and hazardous
wastes such as insecticides, pesticides, paint, solvents, used
motor oil, and other auto fluids (Figure 10.3). In agricultural
areas, stormwater runoff may include dirt, debris, excess nu-
trients, pesticides, bacteria, and other pathogens. Stormwater
will either flow into a sewer system or directly into a lake,
stream, river, wetland, or coastal water. In some cities,
stormwater runoff flows into a storm sewer system and the
collected water is discharged untreated into water bodies. In
many areas, stormwater and municipal wastewater enter the
same sewer system. During large storm events, wastewater
treatment facilities often receive more municipal and storm
water than the facility can handle. When facilities are unable
to handle incoming waste, untreated municipal wastewater
and stormwater are discharged without treatment.

Septic systems are another repository for municipal
waste (Figure 10.4). One-fourth of all homes in the United

Figure 10.4 A septic system is composed of a septic tank and a drain field. Wastewater in
the drain field will percolate through the subsurface, which acts as a purification system. If
the system is working properly, wastewater is free of pollutants before reaching groundwater.
Image taken from A Homeowner’s Guide to Septic Systems. EPA—832—B—02—-005, December 2002. U.S.

EPA, Washington, D.C.
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TABLE 10.7 Items that can clog or damage septic systems.

CLOGGERS DAMAGE MICROBIAL COMMUNITIES
Diapers Household chemicals

Cat litter Gasoline

Cigarette filters Oil

Coffee grounds Pesticides

Grease Antifreeze

Feminine hygiene products Paint

Adapted from U.S. EPA, 4 Homeowner's Guide to Septic Systems.

States use a septic system for household wastewater disposal,
with more than 4 billion gallons of wastewater disposed be-
low the ground surface daily. Septic systems utilize microbial
communities to decompose and digest waste. Most bacteria
recover quickly after small amounts of cleaning products
have entered the system. However, excess chemical use can
cause a septic system to fail. Table 10.7 shows examples
of items that can either clog a septic system or kill the mi-
crobial populations in the system. To prevent pollutants in
household wastewater from entering the groundwater, it is
extremely important to maintain household septic systems
and to make sure they are functioning properly. Typical
household wastewater pollutants include nitrogen, phospho-
rous, and disease-causing bacteria and viruses. To ensure that
a septic system is working properly, it should be inspected ev-
ery three years and pumped every three to five years.
Municipal solid waste, more commonly known as trash
or garbage, is another potential source of pollution. Munici-
pal solid waste consists of items such as paper, food scraps,
grass clippings, product packaging, bottles, clothes, and
furniture. Many households also improperly discard haz-
ardous household waste into their municipal waste recepta-
cles. Hazardous household waste products can be dangerous
to human health and the environment, and should be sent to a
proper disposal facility. Examples of hazardous household
waste include paint, cleaners, oils, pesticides, and batteries.
Municipal solid waste is collected and disposed of by landfill
or combustion/incineration. Burning municipal solid waste
will reduce its volume by up to 90% and its weight by up
to 75%. However, air emissions pose an environmental
concern. Landfilling municipal solid waste also causes an en-
vironmental concern. Landfills produce carbon dioxide and
methane, both of which are greenhouse gases. Many landfills
capture methane to use as an energy source. Another source
oflandfill pollution is landfill leachate, which is formed when
water percolates through the landfill, dissolving compounds
along the way. Landfill leachate may contain heavy metals,
ammonia, toxic organic compounds, and pathogens, and is of
concern as a groundwater pollutant (see Chapter 17).

10.6 SOURCES: SERVICE-RELATED
ACTIVITIES

There are many service activities that produce waste materi-
als that are potential sources of environmental pollution,

especially for groundwater (see Chapter 17). The service
industries that produce substantial amounts of waste include
dry cleaners and laundry plants, automotive service and
repair shops, and fuel stations. These facilities are subject to
regulation under the Resource Conservation and Recovery
Act (RCRA) if they generate wastes that fall under RCRA’s
definition of a hazardous waste (see Chapter 15).

Dry cleaning, a service industry involved in the clean-
ing of textiles, uses solvents in the cleaning process that are
considered as hazardous waste. These solvents include tetra-
chloroethene, petroleum solvents, and 1, 1, I-trichloroethane.
Along with spent solvents, other wastes produced are solvent
containers, spent filter cartridges, residues from solvent
distillation, and solvent-contaminated wastewater.

Underground storage tanks (USTs) are used to hold
petroleum products and certain hazardous substances for
several service-related activities. Until 1984, many USTs
were not equipped with spill, overfill, and corrosion protec-
tion. As a result, these USTs have leaked and polluted soil and
groundwater (Figure 10.5). Vapors and odors from leaking
underground storage tanks (LUSTSs) can collect in basements,
utility vaults, and parking garages. Collected vapors can cause
explosions, fires, asphyxiation, or other adverse health effects.
Petroleum-based fuels, such as gasoline, diesel fuel, and avia-
tion fuels, are ubiquitous sources of contamination at automo-
tive, train, and aviation fuel stations. The lower molecular
weight, more soluble constituents, such as benzene and
toluene, are of special concern with respect to groundwater
contamination potential. In addition, some fuel additives may
also be of concern. For example, methyl-tertiary-butyl ether
(MTBE) is a hydrocarbon derivative that has been added to
gasoline for the past several years to boost the oxygen content
of the fuel. This was done in accordance with federal regula-
tions formulated to improve air quality. However, MTBE is a
very soluble compound that is also resistant to biodegradation.
It is a very mobile and persistent compound, and this nature
has lead to widespread groundwater contamination. Low
levels of MTBE can make water supplies undrinkable due to
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Figure 10.5 Underground storage tanks can leak causing pol-
lution of soil and groundwater. Image courtesy U.S. EPA.: http://
www.epa.gov/swerust1/graphics/cca017.jpg.



its offensive taste and odor. The use of MTBE in gasoline is
now being phased out as a result of this situation.

Automotive service and repair shops can be a source of
numerous contaminants. Various types of solvents are use to
degrease and clean engine parts. Metal contaminants can orig-
inate from batteries, circuit boards, and other vehicle compo-
nents. Fuel-based contaminants are also typically present.

10.7 SOURCES: RESOURCE
EXTRACTION/PRODUCTION

Mineral extraction (mining) and petroleum and gas
production are major resource-extraction activities that pro-
vide the raw materials to support our economic infrastruc-
ture. An enormous amount of pollution is generated from the
extraction and use of natural resources. The Environmental
Protection Agency’s Toxic Releases Inventory report lists
mining as the single largest source of toxic waste of all
industries in the United States. Mineral extraction sites,
which include strip mines, quarries, and underground mines,
contribute to surface and groundwater pollution, erosion,
and sedimentation (see Chapter 16). The mining process
involves the excavation of large amounts of waste rock in
order to remove the desired mineral ore (Figure 10.6). The
ore is then crushed into finely ground tailings for chemical
processing and separation to extract the target minerals. Af-
ter the minerals are processed, the waste rock and mine tail-
ings are stored in large aboveground piles and containment
areas (see also Chapter 16). These waste piles, along with the
bedrock walls exposed from mining, pose a huge environ-
mental problem because of the metal pollution associated
primarily with acid mine drainage. Acid mine drainage is
caused when water draining through surface mines, deep
mines, and waste piles comes in contact with exposed rocks
containing pyrite, an iron sulfide, causing a chemical reac-
tion. The resulting water is high in sulfuric acid and contains

Figure 10.6 Acid mine drainage has collected at the bottom of
this pit mine in Bisbee, Arizona. Photo courtesy Alex Merrill.
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elevated levels of dissolved iron. This acid runoff also
dissolves heavy metals such as lead, copper, and mercury,
resulting in surface and groundwater contamination. Wind
erosion of mine tailings is also a significant problem.

Petroleum and natural gas extraction pose environmen-
tal threats such as leaks and spills that occur during drilling
and extraction from wells, and air pollution as natural gas is
burned off at oil wells. The petroleum and natural gas
extraction process generates production wastes including
drilling cuttings and muds, produced water, and drilling
fluids. Drilling fluids, which contain many different compo-
nents, can be oil based, consisting of crude oil or other
mixtures of organic substances like diesel oil and paraffin
oils, or water based, consisting of freshwater or seawater
mixed with bentonite and barite. Each component of a
drilling fluid has a different chemical function. For example,
barite is used to regulate hydrostatic pressure in drilling
wells. As a result of being exposed to these drilling fluids,
drilling cuttings and muds contain hundreds of different
substances. This waste is usually stored in waste pits, and if
the pits are unlined, the toxic chemicals in the spent waste
cuttings and muds, such as hydrocarbon based lubricating
fluids, can pollute soil, surface, and groundwater systems.
Produced water is the wastewater created when water is
injected into oil and gas reservoirs to force the oil to the
surface, mixing with formation water (the layer of water
naturally residing under the hydrocarbons). At the surface,
produced water is treated to remove as much oil as possible
before it is reinjected, and eventually when the oil field
is depleted, the well fills with the produced water. Even
after treatment, produced water can still contain oil, low-
molecular-weight hydrocarbons, inorganic salts, and chemi-
cals used to increase hydrocarbon extraction.

Mined and extracted resources can also be potential
pollutants once they are used for production. For example,
fossil fuels are key resources for energy production. Coal-
burning power plants produce nitrogen and sulfur oxides,
which are known to be the primary causes of acid rain (see
Chapter 21). In addition, fossil fuel combustion produces
carbon dioxide,which is a primary culprit in global warming
(see Chapter 23).

10.8 SOURCES: RADIOACTIVE
CONTAMINANTS

Radioactive waste primarily originates from nuclear fuel
production and reprocessing, nuclear power generation,
military weapons development, and biomedical and indus-
trial activities. The largest quantities of radioactive waste,
in terms of both radioactivity and volume, are generated by
commercial nuclear power and military nuclear weapons
production industries, and by activities that support these
industries, such as uranium mining and processing. How-
ever, radioactive material can also originate from natural
sources. Groundwater contamination by radioactive waste
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TABLE 10.8 Selected natural and anthropogenic radioisotopes.

ELEMENT RADIOISOTOPE ORIGIN ACTIVITY

Uranium B8y Natural, enriched Uranium mining

Radium 22Ra Natural, enriched Uranium mining

Radon 222Rn Natural, enriched Uranium mining, construction
Strontium 20gr Fission product Reactors, weapons

Cesium 137Cs Natural, fission product Reactors, weapons

is a major problem at several Department of Energy facili-
ties in the U.S. Selected examples of radioisotopes are
presented in Table 10.8.

Naturally occurring sources of radioactive materials,
including soil, rocks, and minerals that contain radionu-
clides, can be concentrated and exposed by human industrial
activities such as uranium mining, oil and gas production,
and phosphate fertilizer production. For example, when
uranium is mined using in-situ leaching or surface methods,
bulk waste material is generated from excavated topsoil,
uranium waste rock, and subgrade ores, all of which can
contain radionuclides of radium, thorium, and uranium.
Other extraction and processing practices that can generate
and accumulate radioactive wastes similar to that of uranium
mining are aluminum and copper mining, titanium ore ex-
traction, and petroleum production. According to EPA
reports, the total amounts of naturally occurring radioactive
waste that are enhanced by industrial practices number in
excess of 1 billion tons annually. Sometimes, the levels of
radiation are relatively low in comparison to the large
volume of material that contains the radioactive waste. This
causes a problem because of the high cost of disposing of
radioactive waste in comparison with the relatively low
value of the product from which the radioactive waste is
separated. Additionally, relatively few landfills or other
licensed disposal locations can accept radioactive waste.

Radioactive wastes are classified for disposal according
to their physical and chemical properties, along with the
source from which the waste originated. The half-life
of the radionuclide and the chemical form in which it exists
are the most influential of the physical properties that deter-
mine waste management. The United States divides its ra-
dioactive waste into the following categories: high-level
waste, transuranic waste, and low-level waste. High-level
waste consists of spent irradiated nuclear fuel from commer-
cial reactors, and the liquid waste from solvent extraction cy-
cles along with the solids that liquid wastes have been con-
verted into from reprocessing. Transuranic wastes are
alpha-emitting residues that contain elements with atomic
numbers greater than 92, which is the atomic number of ura-
nium. Wastes are considered transuranic when the elements
have half-lives greater than 20 years and concentrations ex-
ceeding 100 nCi g~'. Wastes in this category originate pri-
marily from military manufacturing, with plutonium and
americium being the principal elements of concern. Low-level
waste encompasses the radioactive waste that is not classified
under the above categories. Low-level wastes are separated

into subcategories: Classes A, B, C, and Greater-Than-Class-
C (GTCC), with Class A being the least hazardous and GTCC
being the most hazardous. Commercial low-level waste is
generated by industry, medical facilities, research institutions
and universities, and a few government facilities.

In some commercial and military activities, radioactive
wastes are mixed with hazardous waste, creating a complex
environmental problem. Mixed waste is dually regulated by
the EPA and the United States Nuclear Regulatory Commis-
sion, and waste handlers must comply with both the Atomic
Energy Act and the Resource Conservation and Recovery
Act statutes and regulations once a waste is deemed a mixed
waste. Military sources are regulated by the Department of
Energy and comply with the Atomic Energy Act in regard to
radiation safety.

Radon, a naturally occurring radioactive gas that is pro-
duced by the radioactive decay of uranium in rock, soil, and
water, is of great concern because of the potential for the gas
to become concentrated in buildings and homes (see also
Chapter 22). The higher the uranium levels in the rocks, the
greater the chances that a home or building may have radon
gas contamination. Once the parent material decays into
radon, it dissolves into the water contained in the pore spaces
between soil grains. A fraction of the radon in the pore wa-
ter volatilizes into the soil atmosphere gas, rendering it more
mobile via gas-phase diffusion.

Exposure of humans to radon occurs in several ways.
Decay products of radon are electrically charged when
formed, so they tend to attach themselves to atmospheric
dust particles that are normally present in the air. This dust
can be inhaled, and while the inert gases are mostly exhaled
immediately, a fraction of the dust particles deposit on the
lungs, building up with every breath. Radon dissolved in
groundwater is another source of human exposure, mainly
because radon gas is released into the home atmosphere from
water as it exits the tap. Another source of human exposure
in home and building settings is the tendency for radon gas
to enter structures via diffusion through their foundations
and from certain construction materials. Radon gas avail-
ability in structures is mainly associated with the concentra-
tion of radon in the rock fractures and soil pores surrounding
the structure and the permeability of the ground to gases.
Slight pressure differentials between structure and soil foun-
dations, which can be caused by barometric changes, winds,
and temperature differentials, creates a gradient for radon
gas to move from soil gas, through the foundations, and into
the structural atmosphere.



CASE STUDY 10.1

Arsenic occurs naturally in aquifers of the country of
Bangladesh. As a result, perhaps as many as 50% of the
125 million people of this country may be exposed to
abnormally high (from 50 to <1000 g L™ ) arsenic (As)
concentrations found in their drinking water. Long term
chronic exposure to As promotes several skin diseases
(from dermatitis to depigmentation). More advanced
stages of As exposure produce gastroenteritis, gangrene,
and cancer, among other diseases. More than 2 million
people in Bangladesh suffer from one or more of these
As-induced diseases. High As concentrations in the
groundwater have been associated with As-rich sedi-
ments from the Holocene period. These sediments are pri-
marily found in the flood and delta plains of Bangladesh.
In these areas, >60% of the wells have elevated As
concentrations.

Arsenic exists in two oxidation states—arsenate,
As(IIT), and arsenite, As(V)—both of which are anions
(see also Chapter 7). Although both forms are toxic,
arsenite is much more toxic and is also very soluble and
mobile in water environments. The exact mechanism of

ARSENIC POLLUTION IN BANGLADESH (HARUN-UR-RASHID, 1998).
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As enrichment in the groundwater of Bangladesh is not
known but may be likely related to presence of arsenite-
bearing minerals and the reductive dissolution of arsen-
ate to the much more soluble form of arsenite. Iron reacts
with As anions and can form insoluble and eventually
very stable Fe-As complexes that remove As from water.
In fact, amorphous Fe oxide is commonly used by water
utilities to decontaminate drinking water. Another possi-
ble means of treating As-contaminated water include the
use of natural soil material (as filtering devices) that con-
tain high concentrations of iron minerals such as goethite
and hematite, which can adsorb and chemically bond As.

No country is immune to the effect of this natural
pollutant. In the U.S., the drinking water standard has
recently been lowered to 10 wg L ~' by the EPA. The
annual added costs for drinking-water source treatment
needed to comply with the new As standard are estimated
to be in the billions of dollars. The states most likely to
have groundwater sources with elevated As concentra-
tions include Arizona, New Mexico, Nevada, Utah, and
California.

10.9 NATURAL SOURCES OF
CONTAMINANTS

The contaminant sources presented above are associated
with human activities involving the production, use, and
disposal of chemicals and products. It is important to realize
that there are also natural sources of contaminants. A major

QUESTIONS AND PROBLEMS

source of such contaminants is drinking water pumped from
aquifers composed of sediments and rocks containing
naturally occurring elements that dissolve into the ground-
water. One example, that of radioactive contaminants such
as radon, was discussed in the previous section. Another
major example is arsenic, which has become of great con-
cern in recent years (see case study).

1. What are “POPs,” and why are they of such great environmen-
tal concern?

2. Describe the evolution of organic pesticide structure and
persistence.

3. Describe three concerns associated with disposal of municipal
solid waste.
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4. What is MTBE, what was it used for, and why is it an environ-
mental concern?

5. What are the processes that lead to acid mine drainage?

6. Why are mining processes responsible for the greatest amount
of radioactive pollutants?
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Rod-shaped Escherichia coli bacteria 0157:H7 (magnification 22, 245x), on nucleopore membrane filtration.
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11.1 WATER-RELATED MICROBIAL DISEASE

London’s Dr. John Snow (1813—58) was one of the first to
make a connection between certain infectious diseases
and drinking water contaminated with sewage. In his fa-
mous study of London’s Broad Street pump, published in
1854, he noted that people afflicted with cholera were
clustered in a single area around the Broad Street pump,
which he identified as the source of the infection. When,
at his insistence, city officials removed the handle of the
pump, Broad Street residents were forced to obtain their
water elsewhere. Subsequently, the cholera epidemic in
that area subsided. However successful the effect, Snow’s
explanation of the cause was not generally accepted be-
cause disease-causing germs had not been discovered at
the time.

In the United States, the concept of waterborne dis-
ease was equally poorly understood. During the Civil War
(1861-1865), encamped soldiers often disposed of their
waste upriver, but drew drinking water from downriver.
This practice resulted in widespread dysentery. In fact,
dysentery, together with its sister disease typhoid, was the
leading cause of death among the soldiers of all armies
until the 20th century. It was not until the end of the 19th
century that this state of affairs began to change. By that
time, the germ theory was generally accepted, and steps
were taken to properly treat wastes and protect drinking
water supplies.

In 1890, more than 30 people out of every 100,000 in
the United States died of typhoid. But by 1907 water filtra-
tion was becoming common in most U.S. cities, and in 1914
chlorination was introduced. Because of these new prac-
tices, the national typhoid death rate in the United States be-
tween 1900 and 1928 dropped from 36 to 5 cases per

Death Rate for Typhoid Fever
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100,000 people. The lower death toll was largely the result
of areduced number of outbreaks of waterborne diseases. In
Cincinnati, for instance, the yearly typhoid rate of 379 per
100,000 people in the years 1905-1907 decreased to 60 per
100,000 people between 1908 and 1910 after the inception
of sedimentation and filtration treatment. The introduction
of chlorination after 1910 decreased this rate even further
(Figure 11.1).

Poor water quality and sanitation account for 1.7 mil-
lion deaths a year worldwide, mainly through infections and
diarrhea. Nine out of 10 are children and virtually all are
from developing countries.

Although many diseases have been eliminated or con-
trolled in the developed countries, microorganisms
continue to be the major cause of waterborne illness today.
Most outbreaks of such diseases are attributable to the use
of untreated water, inadequate or faulty treatment (i.e., no
filtration or disinfection), or contamination after treatment.
In addition, some pathogens, such as Cryptosporidium, are
very resistant to removal by conventional drinking water
treatment and disinfection. Moreover, an increasing pro-
portion of waterborne disease outbreaks are associated with
nonbacterial microorganisms such as enteric viruses and
protozoan parasites, because of their successful resistance
to water treatment processes.

The true incidence of waterborne disease in the United
States is not known because neither investigation nor
reporting of waterborne disease outbreaks is required. Inves-
tigations are difficult because waterborne disease is not eas-
ily recognized in large communities and epidemiological
studies are costly to conduct. Nevertheless, between 12 and
20 waterborne disease outbreaks per year are documented in
the United States, and the true incidence may be 10 to 100
times greater (Figure 11.2).

1500 1910 1920 1930 1940 1950

1960

Figure 11.1 Death rate for typhoid fever. From U.S. Centers for Disease Con-

trol and Prevention, Summary of Notifiable Diseases, 1997.
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Figure 11.2 Number of waterborne-disease outbreaks associated with drinking water, by year and etiologic agent—United States,

1971-2000 (n = 730).*

*The total from previous reports has been corrected from n = 691 to n = 688.

tAcute gastrointestinal illness of unknown etiology.
From Centers for Disease Control 2004.

11.2 CLASSES OF DISEASES AND TYPES OF
PATHOGENS

Disease-causing organisms, or pathogens, that are related to
water can be classified into four groups (as shown in Infor-
mation Box 11.1).

Waterborne diseases (Table 11.1) are those transmitted
through the ingestion of contaminated water that serves as the
passive carrier of the infectious or chemical agent. The classic
waterborne diseases, cholera and typhoid fever, which fre-
quently ravaged densely populated areas throughout human
history, have been effectively controlled by the protection of
water sources and by treatment of contaminated water supplies.
In fact, the control of these classic diseases gave water supply
treatment its reputation and played an important role in the
reduction of infectious diseases. Other diseases caused by
bacteria or by viruses, protozoa, and helminths may also be
transmitted by contaminated drinking water. However, itis im-
portant to remember that waterborne diseases are transmitted
through the fecal-oral route, from human to human or animal
to human, so that drinking water is only one of several possible
sources of infection.

Water-washed diseases are those closely related to
poor hygiene and improper sanitation. In this case, the avail-
ability of a sufficient quantity of water is generally consid-
ered more important than the quality of the water. The lack of
water for washing and bathing contributes to diseases that af-
fect the eye and skin, including infectious conjunctivitis and

trachoma, as well as to diarrheal illnesses, which are a major
cause of infant mortality and morbidity in the developing
countries. The diarrheal diseases may be directly transmitted
through person-to-person contact or indirectly transmitted
through contact with contaminated foods and utensils used by
persons whose hands are fecally contaminated. When enough
water is available for hand washing, the incidence of diarrheal
diseases has been shown to decrease, as has the prevalence of
enteric pathogens such as Shigella.

Water-based diseases (Table 11.1 and 11.2) are
caused by pathogens that either spend all (or essential parts)
of their lives in water or depend upon aquatic organisms for
the completion of their life cycles. Examples of such organ-
isms are the parasitic helminth Schistosoma and the bac-
terium Legionella, which cause schistosomiasis and Legion-
naires’ disease, respectively.

The three major schistosome species that develop to ma-
turity in humans are Schistosoma japonicum, S. haemato-
bium, and S. mansoni. Each has a unique snail host and a
different geographic distribution. It is estimated that more
than 200 million people in Asia, Africa, South America, and
the Caribbean are currently infected with one, or perhaps two,
ofthese schistosome species. Although schistosomiasis is not
indigenous to North America, schistosomiasis dermatitis has
been documented in the United States, immigrants to the
United States have been found to be infected with schistoso-
miasis, and some 300,000 persons in Puerto Rico are proba-
bly infected. The economic effects of schistosomiasis have
been estimated at some $642 million annually—a figure that



INFORMATION BOX 11.1

Classification of Water-Related llinesses Associated
with Microorganisms

Class Cause Example
Waterborne  Pathogens that Cholera,
originate in fecal typhoid

material and
are transmitted by
ingestion.
Water-washed Organisms that Trachoma
originate in feces
and are transmitted
through contact
because of inadequate
sanitation or hygiene.
Water-based  Organisms that Schistosomiasis
originate in the
water or spend
part of their life cycle
in aquatic animals
and come in direct
contact with humans
in water or by
inhalation.
Water-related Microorganisms with  Yellow fever
life cycles associated
with insects that live
or breed in water.
Modified from White and Brandley (1972).

includes only the resource loss attributable to reduced pro-
ductivity, not the cost of public health programs, medical
care, or compensation of illness.

Legionella pneumophila, the cause of Legionnaires’
disease, was first described in 1976 in Philadelphia, Penn-
sylvania. This bacterium is ubiquitous in aquatic environ-
ments. Capable of growth at temperatures above 40°C, it can
proliferate in cooling towers, hot water heaters, and water
fountains. If growth occurs at high temperatures, these
bacteria become capable of causing pneumonia in humans if
they are inhaled as droplets or in an aerosol.

Water-related diseases, such as yellow fever, dengue,
filariasis, malaria, onchocerciasis, and sleeping sickness,
are transmitted by insects that breed in water (like the
mosquitoes that carry malaria) or live near water (like the
flies that transmit the filarial infection onchocerciasis). Such
insects are known as vectors.

11.3 TYPES OF PATHOGENIC ORGANISMS

Pathogenic organisms identified as capable of causing ill-
ness when present in water include such microorganisms as
viruses, bacteria, protozoan parasites, and blue-green algae,
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as well as some macroorganisms—the helminths, or
worms—which can grow to considerable size. Some of the
characteristics of these organisms are listed in Table 11.2.

® Viruses are organisms that usually consist solely of
nucleic acid (which contains the genetic information) sur-
rounded by a protective protein coat or capsid. The nu-
cleic acid may be either ribonucleic acid (RNA) or
deoxyribonucleic acid (DNA). They are always obligate
parasites; as such, they cannot grow outside of the host or-
ganism (i.e., bacteria, plants, or animals), but they do not
need food for survival. Thus, they are potentially capable
of surviving for long periods of time in the environment.
Viruses that infect bacteria are called bacteriophages and
those bacteriophages that infect intestinal, or coliform,
bacteria are known as coliphages.

® Bacteria are prokaryotic single-celled organisms
surrounded by a membrane and cell wall. Bacteria that
grow in the human intestinal or gastrointestinal (GI) tract
are referred to as enteric bacteria. Enteric bacterial
pathogens usually cannot survive for prolonged periods of
time in the environment.

® Protozoa are single-celled animals. Protozoan parasites
that live in the GI tract are capable of producing environ-
mentally resistant cysts or oocysts. These oocysts have
very thick walls, which make them very resistant to disin-
fection.

¢ Helminths (literally “worms”) are multicellular animals
that parasitize humans. They include roundworms,
hookworms, tapeworms, and flukes. These organisms
usually have both an intermediate and a final host. Once
these parasites enter their final human host, they lay eggs
that are excreted in the feces of infected persons and
spread by wastewater, soil, or food. These eggs are very
resistant to environmental stresses and to disinfection.

¢ Blue-green algae, or cyanobacteria, are prokaryotic
organisms that do not contain an organized nucleus—
unlike the green algae. Cyanobacteria, which may occur
as unicellular, colonial, or filamentous organisms, are
responsible for algal blooms in lakes and other aquatic en-
vironments. Some species produce toxins that may kill do-
mestic animals or cause illness in humans.

11.3.1 Viruses

More than 140 different types of viruses are known to infect the
human intestinal tract, from which they are subsequently ex-
creted in feces. Viruses that infect and multiply in the intestines
are referred to as enteric viruses. Some enteric viruses are
capable of replication in other organs such as the liver and the
heart, as well as in the eye, skin, and nerve tissue. For example,
hepatitis A virus infects the liver, causing hepatitis. Enteric
viruses are generally very host specific; therefore, human
enteric viruses cause disease only in humans and sometimes in
other primates. During infection, large numbers of virus parti-
cles, upto 108-10"? per gram, may be excreted in feces, whence
they are borne to sewer systems.
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TABLE 11.1 Waterborne and water-based human pathogens.

GROUP PATHOGEN DISEASE OR CONDITION
Viruses Enteroviruses (polio, echo, coxsackie) Meningitis, paralysis, rash, fever, mycocarditis,
respiratory disease, diarrhea

Hepatitis A and E Hepatitis

Norovirus Diarrhea

Rotavirus Diarrhea

Astrovirus Diarrhea

Adenovirus Diarrhea, eye infections, respiratory disease
Bacteria Salmonella Typhoid dysentery, diarrhea

Shigella Diarrhea

Campylobacter Diarrhea

Vibrio cholerae Diarrhea, cholera

Yersinia enterocolitica Diarrhea

Escherichia coli (certain strains) Diarrhea

Legionella Pneumonia, other respiratory infection
Protozoa Naegleria Meningoencephalitis

Entamoeba histolytica Amoebic dysentery

Giardia lamblia Diarrhea

Cryptosporidium Diarrhea

Toxoplasma Mental retardation, loss of vision
Blue-green algae Microcystis Diarrhea, possible production of carcinogens

Anabaena

Aphanitomenon

Ascaris lumbricoides
Trichuris trichiura
Necater americanus
Taenia saginata
Schistosoma mansoni

Helminths

Ascariasis

Trichuriasis-whipworm

Hookworm

Beef tapeworm

Schistosomiasis (complications affecting the
liver, bladder, and large intestines)

Enteroviruses, which were the first enteric viruses ever
isolated from sewage and water, have been the most exten-
sively studied viruses. The more common enteroviruses in-
clude the polioviruses (3 types), coxsackieviruses (30 types),
and the echoviruses (34 types). Although these pathogens
are capable of causing a wide range of serious illness, most
infections are mild. Usually only 50% of the people infected
actually develop clinical illness. However, coxsackieviruses
can cause a number of life-threatening illnesses, including
heart disease, meningitis, and paralysis; they may also play a
role in insulin-dependent diabetes.

Infectious viral hepatitis is caused by hepatitis A virus
(HAV) and hepatitis E virus (HEV). These types of viral
hepatitis are spread by fecally contaminated water and food,

whereas other types of viral hepatitis, such as hepatitis B
virus (HBV), are spread by exposure to contaminated blood.
Hepatitis A and E virus infections are very common in the
developing world, where as much as 98% of the population
may exhibit antibodies against HAV. HAV is not only as-
sociated with waterborne outbreaks, but is also commonly
associated with foodborne outbreaks, especially shellfish.
HEV has been associated with large waterborne outbreaks
in Asia and Africa, but no outbreaks have been documented
in developed countries. HAV is one of the enteric viruses
that is very resistant to inactivation by heat.

Rotaviruses (5 types) have been identified as the major
cause of infantile gastroenteritis, that is, acute gastroenteritis in
children under 2 years of age. This condition is the leading

TABLE 11.2 Characteristics of waterborne and water-based pathogens.

ORGANISM SIZE SHAPE ENVIRONMENTALLY
(wm) RESISTANT STAGE

Viruses 0.01-0.1 variable virion

Bacteria 0.1-10 rod, spherical, spiral, spores or dormant cells

comma

Protozoa 1-100 variable cysts, oocysts

Helminths 1-10° variable eggs

Blue-green algae 1-100 coccoid, filamentous cysts




cause of mortality in children and is responsible for millions of
childhood deaths per year in Africa, Asia, and Latin America.
These viruses are also responsible for outbreaks of gastroen-
teritis among adult populations, particularly among the elderly,
and can cause “traveler’s diarrhea” as well. Several waterborne
outbreaks have been associated with rotaviruses.

The norovirus, first discovered in 1968 after an out-
break of gastroenteritis in Norwalk, Ohio, causes an illness
characterized by vomiting and diarrhea that lasts a few days.
This virus is the agent most commonly identified during wa-
ter and foodborne outbreaks of viral gastroenteritis in the
United States (Figure 11.3). It has not yet been grown in the
laboratory. Norovirus is a genus in the calicivirus family.

The ingestion of just a few viruses is enough to cause
infection. But because enteric viruses usually occur in rela-
tively low numbers in the environment, large volumes of en-
vironmental samples must usually be collected before the
presence of these viruses can be detected. For example, from
10 to 1,000 L of water must be collected in order to assay
these pathogens in surface and drinking water. This volume
must first be reduced in order to concentrate the viruses. The
water sample is thus passed through microporous filters to
which the viruses adsorb; then the adsorbed viruses are
eluted from the filter. This process is followed by further
concentration, down to a few milliliters of sample, leaving a
highly concentrated virus population. Next, the concentrate
is assayed by using either cell culture or molecular tech-
niques. Cell culture techniques involving animal cells are ef-
fective (Figure 11.4a), but they may require several weeks
for results; thus, bacteriophages may sometimes be used as
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timely and cost-effective surrogates (Figure 11.5). For
example, coliphages are commonly used as models to study
virus fate during water and wastewater treatment and in nat-
ural waters.

11.3.2 Bacteria
11.3.2.1 Enteric bacteria

The existence of some enteric bacterial pathogens has been
known for more than a hundred years. At the beginning of
the 20th century, modern conventional drinking water treat-
ment involving filtration and disinfection was shown to be
highly effective in the control of such enteric bacterial dis-
eases as typhoid fever and cholera. Today, outbreaks of
bacterial waterborne disease in the United States are rela-
tively rare: they tend to occur only when the water treat-
ment process breaks down, when water is contaminated
after treatment, or when nondisinfected drinking water is
consumed. The major bacteria of concern are members of
the genus Salmonella, Shigella, Campylobacter, Yersinia,
Escherichia, and Vibrio.

Salmonella is a very large group of bacteria comprising
more than 2,000 known serotypes. All these serotypes are
pathogenic to humans and can cause a range of symptoms
from mild gastroenteritis to severe illness or even death.
Salmonella are capable of infecting a large variety of both
cold- and warm-blooded animals. Typhoid fever, caused by
S. typhi, is an enteric fever that occurs only in humans and
primates. In the United States, salmonellosis is primarily due

Figure 11.3 Norwalk virus (norovirus) capsid. (http://rhino.bocklabs.wisc.edu/
cgi-bin/virusworld/virustable.pl) © 2005 Virusworld, Jean-Yves Sgro, Institute for
Molecular Virology, University of Wisconsin-Madison.
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a) Enumeration of Viruses

b) Enumeration of Bacteria

Figure 11.4 Quantitative assays for viruses and bacteria: (a) Viruses can be enumerated by infection of buffalo
green monkey kidney cells (BGMK cells). The infections lead to lysis of the host animal cells resulting in a clearing
(plaque) on the medium. This yields a measure of the infectious virus in terms of plaque forming units (PFU). (b) Fe-
cal coliforms can be enumerated by growth on a selective medium, such as the above-pictured m-Endo agar. The re-
sulting bacterial colonies are counted as colony forming units (CFU). Note that in both (a) and (b), more than one
original virus or bacterium may have participated in the formation of macroscopic entities. Photographs courtesy of (a)
C.P. Gerba and (b) I.L. Pepper. From Environmental Microbiology © 2000, Academic Press, San Diego, CA.

to foodborne transmission, because the bacteria infect beef
and poultry and are capable of growing in foods. The
pathogen produces a toxin that causes fever, nausea, and di-
arrhea, and may be fatal if not properly treated.

Shigella spp. infect only human beings, causing gas-
troenteritis and fever. They do not appear to survive long in the
environment, but outbreaks from drinking and swimming in
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untreated water continue to occur in the United States. Campy-
lobacter and Yersinia spp. occur in fecally contaminated water
and food and are believed to originate primarily from animal
feces. Campylobacter, which infects poultry is often impli-
cated as a source of foodborne outbreaks; it is also associated
with the consumption of untreated drinking water in the United
States. Escherichia coli is found in the gastrointestinal tract of

Mixing g

Molten top agar
inoculated with
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Phage plaques
detected on
bacterial lawn Phage

Incubation

Figure 11.5 Technique for performing a bacteriophage assay. From Environmental Microbiology © 2000, Academic

Press, San Diego, CA.



all warm-blooded animals and is usually considered a harmless
organism. However, several strains are capable of causing gas-
troenteritis; these are referred to as enterotoxigenic (ETEC),
enteropathogenic (EPEC), or enterohemorrhagic (EHEC)
strains of E. coli. Enterotoxigenic E. coli causes a gastroenteri-
tis with profuse watery diarrhea accompanied by nausea,
abdominal cramps, and vomiting. This bacterium is another
common cause of traveler’s diarrhea. EPEC strains are similar
to ETEC isolate but contain toxins similar to those found in the
shigellae. Enterohemorrhagic E. coli almost always belong to
the single serological type 0157:H7. This strain generates a po-
tent group of toxins that produce bloody diarrhea and damage
the kidneys. It can be fatal in infants and the elderly. This or-
ganism can contaminate both food and water. Cattle are a ma-
jor source of this organism in the environment (Figure 11.6).
The genus Vibrio comprises a large number of species,
but only a few of these species infect human beings. One
such is V. cholerae, which causes cholera exclusively in hu-
mans. Cholera can result in profuse diarrhea with rapid loss
of fluid and electrolytes. Fatalities exceed 60% for untreated
cases, but death can be averted by replacement of fluids.
Cholera outbreaks were unknown in the Western Hemi-
sphere in this century until 1990, when an outbreak that be-
gan in Peru spread through South and Central America. The
only cases that occur in the United States are either imported
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or result from consumption of improperly cooked crabs or
shrimp harvested from Gulf of Mexico coastal waters. Vib-
rio cholera is a native marine microorganism that occurs in
low concentrations in warm coastal waters.

Usually, the survival rate of enteric bacterial pathogens
in the environment is just a few days, which is less than the
survival rates of enteric viruses and protozoan parasites.
They are also easily inactivated by disinfectants commonly
used in drinking water treatment. Analysis of environmental
samples for enteric bacteria is not often performed because
they are difficult to isolate. Instead, indicator bacteria are
used to indicate their possible presence.

11.3.2.2 Legionella

The pathogen Legionella pneumophila was unknown until
1976, when 34 people died after an outbreak at the annual
convention of the Pennsylvania Department of the American
Legion in Philadelphia. Legionellosis, the acute infection re-
sulting from L. pneumophila, is currently associated with two
different diseases: Pontiac fever and Legionnaires’ disease.
Since 1976, numerous deaths from Legionnaires’ disease
have been reported. Pontiac fever is a milder type of le-
gionellosis. Both these diseases are noncommunicable, that
is, not transmitted person-to-person. The Centers for Disease

Sequence of Events Leading to Disease by EHEC
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Figure 11.6 Sequence of events leading to disease by EHEC.
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Control estimates that between 50,000 and 100,000 cases of
legionellosis occur annually in the United States, an unknown
number of which are due to contaminated drinking water.
Scientists, however, point out the error of referring to L.
pneumophila as a classical contaminant. Although this or-
ganism occupies an ecological niche (just as do hundreds of
other microorganisms in the water environment), no outbreak
of legionellosis has yet been directly associated with a natu-
ral waterway such as a lake, stream, or pond. The only scien-
tifically documented habitats for Legionella pneumophila are
damp or moist environments. Evidently, it takes human ac-
tivity—and certain systems like cooling towers, plumbing
components, or even dentist water lines—to harbor or grow
the organisms. Therefore, while L. pneumophila may be com-
mon to natural water, they can proliferate only when taken

into distribution systems where water is allowed to stagnate
and temperatures are favorable.

Legionella pneumophila can grow to a level that can
cause disease in areas that restrict water flow and cause
buildup of organic matter. Moreover, the optimum tempera-
ture for the growth of L. pneumophila is 37°C. Thus, L.
pneumophila has been discovered in the hot water tanks of
hospitals, hotels, factories, and homes (Figure 11.7). Ironi-
cally, some hospitals and hotels keep their water-heater tem-
peratures low to save money and to avert lawsuits from people
burned by hot water, thereby rendering themselves vulnerable
to Legionella growth. Once established, Legionella tends to be
persistent. One survey of a hospital water system showed that
L. pneumophila can exist for long periods under such condi-
tions, collecting in showerheads and faucets in the system. It

Figure 11.7 (a) Sources of Legionella in the environment. (b) Cooling towers. Outbreaks of Legionnaires’
disease have been commonly traced to cooling towers. From Environmental Microbiology © 2000, Academic Press,

San Diego, CA.



is believed that showerheads and faucets can emit aerosols
composed of very small particles that harbor L. preumophila.
Such aerosols, owing simply to their smaller size, can reach
the lower respiratory tract of humans.

A link between the presence of L. pneumophila in the
water system and Legionnaires’ disease in susceptible hospi-
tal patients has been established by the medical community.
It is this abundance of susceptible people, together with the
nature of the water system, that has resulted in outbreaks in
hospitals. The great majority of people who have contracted
Legionnaires’ disease were immunosuppressed or compro-
mised because of illness, old age, heavy alcohol consump-
tion, or heavy smoking. Although some healthy people have
come down with Legionnaires’ disease, outbreaks that
included healthy individuals have usually resulted in the
milder Pontiac fever. But the fact that L. pneumophila exists
in a water system does not necessarily mean disease is
inevitable. Legionella bacteria have been detected in systems
where no disease or only a few random cases were found.
Therefore, the condition or susceptibility of the host or patient
is considered to be the single most important factor in whether
the infection develops.

Legionella has the ability to survive conventional water
treatment. It appears to be considerably more resistant to
chlorination than coliform bacteria is, and can survive for ex-
tended periods in water with low chlorine levels. In addition,
it can gain access to municipal water systems through broken
or corroded piping, water-main work, and cross connections.

11.3.2.3 Opportunistic bacterial pathogens

Some bacteria common in water and soil are, at times, capable
of causing illness. This are referred to as opportunistic
pathogens. Segments of the population particularly susceptible
to opportunistic pathogens are the newborn, the elderly, and the
sick. This group includes heterotrophic Gram-negative bacte-
ria belonging to the following genera: Pseudomonas,
Aeromonas, Klebsiella, Flavobacterium, Enterobacter, Cit-
robacter, Serratia, Acinetobacter, Proteus, and Providencia.
These organisms have been reported in high numbers in hospi-
tal drinking water, where they may attach to water distribution
pipes or grow in treated drinking water. However, their public
health significance with regard to the population at large is not
well understood. Other opportunistic pathogens are the nontu-
bercular mycobacteria, which cause pulmonary and other
diseases. The most frequently isolated nontubercular my-
cobacteria belong to the species Mycobacterium avium intra-
cellular. Potable water, particularly that found in hospital water
supplies, can support the growth of these bacteria, which may
be linked to infections of hospital patients.

11.3.2.4 Indicator bacteria

The routine examination of water for the presence of
intestinal pathogens is currently a tedious, difficult, and
time-consuming task. Thus, scientists customarily tackle
such examinations by looking first for certain indicator
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bacteria whose presence indicates the possibility that
pathogenic bacteria may also be present. Developed at the
turn of the 19" century, the indicator concept depends upon
the fact that certain nonpathogenic bacteria occur in the fe-
ces of all warm-blooded animals. These bacteria can easily
be isolated and quantified by simple bacteriological meth-
ods. Detecting these bacteria in water means that fecal con-
tamination has occurred and suggests that enteric pathogens
may also be present.

For example, coliform bacteria, which normally occur
in the intestines of all warm-blooded animals, are excreted in
great numbers in feces. In polluted water, coliform bacteria
are found in densities roughly proportional to the degree of
fecal pollution. Because coliform bacteria are generally
hardier than disease-causing bacteria, their absence from wa-
ter is an indication that the water is bacteriologically safe
for human consumption. Conversely, the presence of the
coliform group of bacteria is indicative that other kinds of
microorganisms capable of causing disease also may be pre-
sent, and that the water is unsafe to drink.

The coliform group, which includes Escherichia, Cit-
robacter, Enterobacter, and Klebsiella genus, is relatively
easy to detect; specifically, this group includes all aerobic and
facultatively anaerobic, Gram-negative, nonspore-forming,
rod-shaped bacteria that produce gas upon lactose fermenta-
tion in prescribed culture media within 48 hours at 35°C. In
short, they’re hard to miss.

Scientists commonly use three methods to identify
total coliforms in water. These are the most probable
number (MPN), the membrane filter (MF), and the
presence—absence (P—A) tests.

11.3.2.5 The most probable number (MPN) test

The MPN test allows scientists to detect the presence of
coliforms in a sample and to estimate their numbers. This
test consists of three steps: a presumptive test, a confirma-
tion test, and a completed test. In the presumptive test
(Figure 11.8), lauryl sulfate tryptose lactose broth is added
to a set of test tubes containing different dilutions of the
water to be tested. Usually, three to five test tubes are pre-
pared per dilution. These tests tubes are incubated at 35°C
for 24 to 48 hours, then examined for the presence of col-
iforms, which is indicated by gas and acid production.
Once the positive tubes have been identified and recorded,
it is possible to estimate the total number of coliforms in
the original sample by using an MPN table that gives num-
bers of coliforms per 100 mL conformation (Table 11.3;
Information Box 11.2).

In the confirmation test, the presence of coliforms is
verified by inoculating such selective bacteriological agars
as Levine’s Eosin Methylene Blue (EMB) agar or Endo agar
with a small amount of culture from the positive tubes. Lac-
tose-fermenting bacteria are indicated on the media by the
production of colonies with a green sheen or colonies with a
dark center. In some cases, a completed test (not shown in
Figure 11.8) is performed in which colonies from the agar
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a) Presumptive Test

Transfer the specified volumes of sample to each tube.

Incubate 24 h at 35°C.
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Tubes that have 10% gas or more are considered positive. The number of
positive tubes in each dilution is used to calculate the MPN of bacteria.

b) Confirmed Test

One of the positive tubes is selected, as indicated by the presence of gas trapped
in the inner tube, and used to inoculate a streak plate of Levine's EMB agar and
Endo agar. The plates are incubated 24 h at 35°C and observed for typical

coliform colonies.

Levine's
EMB Agar

AN

Endo
Agar

N

Negative
Other bacteria do not
produce "nucleated"
colonies.

Positive
Gram-negative
lactose fermenters
(coliforms) produce
"nucleated" colonies.

Negative
Non-lactose fermenting
(coliform) colonies and
surrounding medium are
colorless.

Positive
Lactose fermenting
(coliform) colonies
and surrounding
medium are red.

Figure 11.8 Procedure for performing an MPN test for coliforms on water samples: (a) presumptive test and (b)

confirmed test. From Envir

are inoculated back into lauryl sulfate tryptose lactose broth
to demonstrate the production of acid and gas.

11.3.2.6 The membrane filter (MF) test

The membrane filter (MF) test also allows scientists to con-
firm the presence and estimate the number of coliforms in a
sample, but it is easier to perform than the MPN test because

tal Microbiology: A Laboratory Manual, 2" ed. © 2005, Elsevier Academic Press, San Diego, CA.

it requires fewer test tubes and less handling (Figure 11.9). In
this technique, a measured amount of water (usually 100 mL
for drinking water) is passed through a membrane filter (pore
size 0.45 pwm) that traps bacteria on its surface. This mem-
brane is then placed on a thin absorbent pad that has been sat-
urated with a specific medium designed to permit growth and
differentiation of the organisms being sought. For example,
if total coliform organisms are sought, a modified Endo
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TABLE 11.3 Most Probable Number (MPN) table used for evaluation of the data in this experiment, using three tubes in each

dilution.

NUMBER OF POSITIVE TUBES IN DILUTIONS

NUMBER OF POSITIVE TUBES IN DILUTIONS

10 mL 1T mL 0.1 mL MPN per 100 mL
0 0 0 <3
0 1 0 3
0 0 2 6
0 0 3 9
0 1 0 3
0 1 1 6.1
0 1 2 9.2
0 1 3 12
0 2 0 6.2
0 2 1 9.3
0 2 2 12
0 2 3 16
0 3 0 9.4
0 3 1 13
0 3 2 16
0 3 3 19
1 0 0 3.6
1 0 1 7.2
1 0 2 11
1 0 3 15
1 1 0 7.3
1 1 1 11
1 1 2 15
1 1 3 19
1 2 0 11
1 2 1 15
1 2 2 20
1 2 3 24
1 3 0 16
1 3 1 20
1 3 2 24
1 3 3 29

10 mL 1 mL 0.1 mL MPN per 100 mL
2 0 0 9.1
2 0 1 14
2 0 2 20
2 0 3 96
2 1 0 15
2 1 1 20
2 1 2 27
2 1 3 34
2 2 0 21
2 2 1 28
2 2 2 35
2 2 3 42
2 3 0 29
2 3 1 36
2 3 2 44
2 3 3 53
3 0 0 23
3 0 1 39
3 0 2 64
3 0 3 95
3 1 0 43
3 1 1 75
3 1 2 120
3 1 3 160
3 2 0 93
3 2 1 150
3 2 2 210
3 2 3 290
3 3 0 240
3 3 1 460
3 3 2

1100

medium is used. For coliform bacteria, the filter is incubated
at 35°C for 18 to 24 hours. The success of the method depends
on using effective differential or selective media that can fa-
cilitate identification of the bacterial colonies growing on the
membrane filter surface (Figure 11.9). To determine the

INFORMATION BOX 11.2

MPN Calculations

Consider the following: If you had gas in the first three
tubes and gas only in one tube of the second series, but
none in the last three tubes, your test would be read as
3-1-0. Table11.3 indicates that the MPN for this read-
ing would be 43. This means that this particular sample
of water would have approximately 43 organisms per
100 mL. Keep in mind that the MPN of 43 is a statistical
probability number.

number of coliform bacteria in a water sample, the colonies
having a green sheen are enumerated.

11.3.2.7 The presence—absence (P-A) test

Presence—absence tests are not quantitative tests—rather they
answer the simple question of whether the target organism is
present in a sample or not. The use of a single tube of lauryl
sulfate tryptose lactose broth as used in the MPN test, but
without dilutions, would be used as a P—A test. Enzymatic
assays have been developed that allow for the detection of
both total coliform bacteria and E. coli in water and waste-
water at the same time. These assays can be a simple P—A test
or an MPN assay. One commercial P—A test commonly used
is the Colilert® test, also called the ONPG-MUG (for O-
nitrophenyl-B3-D-galactopyranoside 4-methylumbelliferyl-
B -D-glucuronide) test (Figure 11.10). The test is performed
by adding the sample to a single bottle (P—A test) or MPN
tubes that contain(s) powdered ingredients consisting of salts
and specific enzyme substrates that serve as the only carbon
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a) b)
Using sterile forceps, place a ster- Pipette 2 mL of mEndo broth-MF
ile blotter pad in the bottoms of 3 onto each pad and replace covers.
special petri plates for the mEndo Additionally, prepare 3 mFC agar
broth-MF. plates.

d) e)
vacuum
vacuum
Assemble the filter funnel on the Add buffer if necessary and then With the vacuum still applied,
flask. Place a sterile membrane fil- add the prescribed volume of sam- remove the filter with sterile
ter using sterile forceps with the ple. Filter under gentle vacuum. forceps.

grid side up. Center the filter.

f)

Incubation

e

Place the filter on the appropriate
medium prepared in steps (a) and

(b).

After incubation, count the colonies
to determine the concentration of
organisms in the original water
sample.

Figure 11.9 The membrane filtration method for determining the coliform count in a water sample. From Environ-

mental Microbiology © 2000, Academic Press, San Diego, CA.

source for the organisms (Figure 11.11a). The enzyme sub-
strate used for detecting total coliform is ONPG and that used
for detecting of E. coli is MUG. After 24 hours of incubation,
samples positive for total coliforms turn yellow (Figure
11.11b), whereas E. coli-positive samples fluoresce under
long-wave UV illumination (Figure 11.11c).

Although the total coliform group has served as the
main indicator of water pollution for many years, many of
the organisms in this group are not limited to fecal sources.
Thus methods have been developed to restrict the enumera-
tion to those coliforms that are more clearly of fecal origin—
that is, the fecal coliforms. These organisms, which include



Figure 11.10 The structure of 4-methylumbelliferyl- 3-d-glu-
curonide (MUG). From Environmental Microbiology © 2000, Academic
Press, San Diego, CA.

the genera Escherichia and Klebsiella, are differentiated in
the laboratory by their ability to ferment lactose with the pro-
duction of acid and gas at 44.5°C within 24 hours. In general,
then, this test indicates fecal coliforms; it does not, however,
distinguish between human and animal contamination.
Although coliform and fecal coliform bacteria have
been successfully used to assess the sanitary quality of drink-
ing water, they have not been shown to be useful indicators
of the presence of enteric viruses and protozoa. While out-
breaks of enteric bacterial waterborne disease are rare in
the United States, outbreaks of waterborne disease have
occurred in which coliform bacteria were not found. En-
teric viral and protozoan pathogens are more resistant to in-
activation by disinfectants than bacteria. Viruses are also
more difficult to remove by filtration, due to their smaller
size. For this reason, other potential indicators have been in-
vestigated. These include bacteriophages (i.e., bacterial
viruses) of the coliform bacteria (known as coliphages), fe-
cal streptococcus, enterococci, or Clostridium perfringens.
The criteria for an ideal indicator organism are shown in In-
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INFORMATION BOX 11.3

Criteria for an Ideal Indicator Organism

The organism should be useful for all types of water.

The organism should be present whenever enteric
pathogens are present.

The organism should have a reasonably longer sur-
vival time than the hardiest enteric pathogen.

The organism should not grow in water.
The testing method should be easy to perform.
The density of the indicator organism should have

some direct relationship to the degree of fecal pollu-
tion.

formation Box 3. None of these potential indicators has yet
been proven ideal.

11.3.2.8 Fecal streptococci

The fecal streptococci are a group of Gram-positive Lance-
field group D streptococci. The fecal streptococci belong to
the genera Enterococcus and Streptococcus. The genus
Enterococcus includes all streptococci that share certain
biochemical properties and have a wide range of tolerance of
adverse growth conditions. They are differentiated from
other streptococci by their ability to grow in 6.5% sodium
chloride, pH 9.6, and 45°C and include Ent. avium, Ent. fae-
cium, Ent. durans, Ent. faecalis, and Ent. gallinarum. In the
water industry the genus is often given as Streptococcus for

Figure 11.11 Detection of indicator bacteria with Colilert® reagent. (a) Addition of salts and
enzyme substrates to water sample; (b) yellow color indicating the presence of coliform bacteria;
(c) fluorescence under long-wave ultraviolet light indicating the presence of E. coli. Photographs
used with permission of IDEXX Laboratories, Inc., Westbrook, Maine. From Pollution Science © 1996, Aca-

demic Press, San Diego, CA.



158 Chapter 11 * Microbial Contaminants

this group. Of the genus Streptococcus, only S. bovis and S.
equinus are considered to be true fecal streptococci. These
two species of Streptococcus are predominately found in an-
imals; Ent. faecalis and Ent. faecium are more specific to the
human gut. Fecal streptococci are considered to have certain
advantages over the coliform and fecal coliform bacteria as
indicators.

e They rarely multiply in water.

e They are more resistant to environmental stress and chlo-
rination than coliforms.

e They generally persist longer in the environment

A relationship between the number of enterococci in
water and gastroenteritis in bathers has been observed in sev-
eral studies (National Research Council, 2004) and has been
used in standards for recreational waters.

11.3.2.9 Heterotrophic plate count

An assessment of the numbers of aerobic and facultatively
anaerobic bacteria in water that derive their carbon and
energy from organic compounds is conducted via the
heterotrophic plate count (HPC). This group includes
Gram-negative bacteria belonging to the following genera:
Pseudomonas, Aeromonas, Klebsiella, Flavobacterium,
Enterobacter, Citrobacter, Serratia, Acinetobacter, Proteus,
Alcaligenes, Enterobacter, and Moraxella. In drinking wa-
ter, the number of HPC bacteria may vary from less than 1 to
more than 10* colony forming units (CFU)/mL, and their
numbers are influenced mainly by temperature, presence of
residual chlorine, and the level of organic matter.

In reality, these counts themselves have no or little
health significance. However, there has been concern be-
cause the HPC can grow to large numbers in bottled water
and charcoal filters on household taps. In response to this
concern, studies have been performed to evaluate the im-
pact of HPC on illness. These studies have not demon-
strated a conclusive impact on illness in persons who con-
sume water with high HPC. Although the HPC is not a
direct indicator of fecal contamination, it does indicate
variation in water quality and potential for pathogen sur-
vival and regrowth. These bacteria may also interfere with
coliform and fecal coliform detection when present in high
numbers. It has been recommended that the HPC should
not exceed 500 per mL in tap water (LeChevallier et al.,
1980).

Heterotrophic plate counts are normally done by the
spread plate method using yeast extract agar incubated at
35°C for 48 hours. A low-nutrient medium, R,A (Reasoner
and Geldreich, 1985), has seen widespread use and is rec-
ommended for disinfectant-damaged bacteria. This medium
is recommended for use with an incubation period of 5-7
days at 28°C. HPC numbers can vary greatly depending on
the incubation temperature, growth medium, and length of
incubation (Figure 11.12).

11.3.2.10 Bacteriophage

Because of their constant presence in sewage and polluted
waters, the use of bacteriophage (or bacterial viruses) as ap-
propriate indicators of fecal pollution has been proposed.
These organisms have also been suggested as indicators of vi-
ral pollution. This is because the structure, morphology, and
size, as well as behavior in the aquatic environment of many
bacteriophage closely resemble those of enteric viruses. For
these reasons, they have also been used extensively to evalu-
ate virus resistance to disinfectants, to evaluate virus fate dur-
ing water and wastewater treatment, and as surface and
groundwater tracers. The use of bacteriophage as indicators
of fecal pollution is based on the assumption that their pres-
ence in water samples denotes the presence of bacteria capa-
ble of supporting the replication of the phage. Two groups of
phage in particular have been studied: the somatic coliphage,
which infect E. coli host strains through cell wall receptors,
and the F-specific RNA coliphage, which infect strains of £.
coli and related bacteria through the F* or sex pili. A signif-
icant advantage of using coliphage is that they can be detected
by simple and inexpensive techniques that yield results in
8—18 hours. Both a plating method (the agar overlay method)
and the MPN method can be used to detect coliphage (Figure
11.5) in volumes ranging from 1 to 100 ml. The F-specific
coliphage (male-specific phage) have received the greatest
amount of attention because they are similar in size and shape
to many of the pathogenic human enteric viruses. Because F-
specific phage are infrequently detected in human fecal mat-
ter and show no direct relationship to the fecal pollution level,
they cannot be considered indicators of fecal pollution. How-
ever, their presence in high numbers in wastewaters and their
relatively high resistance to chlorination contribute to their
consideration as an index of wastewater contamination as po-
tential indicator of enteric viruses.

Figure 11.12 Heterotrophic plate count bacteria. Courtesy
E.M. Jutras. From Pollution Science, First Edition © 1996, Academic
Press, San Diego, CA.



11.3.3 Protozoa
11.3.3.1 Giardia

Anton van Leeuwenhoek (1632—1723), the inventor of the
microscope, was the first person to identify the protozoan
Giardia in 1681. However, Giardia lamblia, the specific mi-
croorganism responsible for giardiasis, was unknown in the
United States until 1965, when the first case of giardiasis
was reported in Aspen, Colorado. Giardiasis is a particularly
nasty disease whose acute symptoms include gas, flatulence,
explosive watery foul diarrhea, vomiting, and weight loss. In
most people these symptoms last from one to four weeks, but
have been known to last as little as three or four days or as
long as several months. The incubation period ranges from
one to three weeks.

Consumption of
contaminated waler
or fecal-oral
Iransmission are
common routes
of infection

Waterbarne transmission
is a common roule of
infection

In the colon as feces

begin to dehydrate, Giardia
begin to encyst. The cysis
are then passed into the
enviranment.

can swimn rapidly using multiple

flagella. In severe infections nearly

every intestinal cell is covered by
parasites.

Giardia divide by binary fission and
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Giardia lamblia occurs in the environment—usually
water—as a cyst, which can survive in cold water for months
and is fairly resistant to chlorine disinfection.

Humans become infected with G. lamblia by ingesting
the environmentally resistant stage, the cyst (Figures
11.13). Once ingested, it passes through the stomach and
into the upper intestine. The increase in acidity via passage
through the stomach stimulates the cyst to excyst, which re-
leases two trophozoites into the upper intestine. The
trophozoites attach to the epithelial cells of the small in-
testines (Figure 11.14). It is believed that the trophozoites
use their sucking disks to adhere to epithelial cells. It can
cause both acute and chronic diarrhea within 1-4 weeks of
ingestion of cysts, resulting in foul-smelling, loose, and
greasy stools.

Many animals especially beavers
are reservoirs of infection

i e

When swallowed by the host,
qrsts pass through the stomach
and excyst in the duodenum.

Giardia lambiia live in the
duodenum, jejunum and
upper ileum of humans
They attach to the surface
of epithelial cells using their
adhesive disc.

Figure 11.13 Life cycle of Giardia lamblia. From Environmental Microbiology © 2000, Academic Press, San Diego, CA.
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Figure 11.14 Trophozoites of Giardia lamblia the reproductive
stage of this waterborne protozoa. Photo courtesy E.A. Myer.

Outbreaks of giardiasis have occurred throughout the
United States, but most commonly in mountainous areas in
the New England, Rocky Mountain, and Pacific North-
western states, where high-quality water is often expected.
That is, most of these areas are mistakenly thought to be
void of sewage or microbial contamination, and communi-
ties there tend to use smaller, less comprehensive treatment
plants. The majority of these outbreaks are the result of
consumption or contact with surface water that is either un-
treated or treated solely with chlorine. In fact, outbreaks in
swimming pools used by small children have also been
identified.

Researchers have identified three factors contributing
to the greatest risk of Giardia infection: drinking untreated
water; contact with contaminated surface water; and having
children in a day-care center.

Giardia cysts may be constantly present at low con-
centrations, even in isolated and pristine watersheds. More-
over, wild animals have been implicated as the cause of gi-
ardiasis outbreaks. For example, beavers have been blamed
as the source that originally transferred the disease to hu-
mans. Another study showed that although giardiasis out-
breaks occur most often in surface water systems, Giardia
cysts may also be present in groundwater supplies, such as
springs.

Giardia outbreaks occur most often in the summer
months, especially among visitors of recreational areas.

11.3.3.2 Cryptosporidium

Cryptosporidium, an enteric protozoan first described in
1907, has been recognized as a cause of waterborne enteric
disease in humans since 1980. Within five years of its

recognition as a human pathogen, the first disease outbreak
associated with Cryptosporidium was described in the
United States. Since then, many outbreaks have been re-
ported, and several studies have documented that Cryp-
tosporidium parvum is widespread in U.S. surface waters.
Moreover, this species is responsible for infection in both
human beings and domesticated animals. For example, this
species infects cattle, which, in turn, serve as a major source
of the organism in surface waters.

The prevalence of Cryptosporidium infection is largely
attributable to its life cycle (Figure 11.15). The organism
produces an environmentally stable oocyst that is released
into the environment in the feces of infected individuals. The
spherical oocysts of Cryptosporidium parvum range in size
from 3 to 6 pm in diameter. After ingestion, the oocysts un-
dergoes excystation, releasing sporozoite, which then initi-
ate the intracellular infection within the epithelial cells of the
gastrointestinal tract (Figure 11.15). Once in the GI tract,
Cryptosporidium in humans causes cryptosporidiosis, char-
acterized by profuse watery diarrhea, which can result in
fluid losses averaging 3 or more liters a day. Other symp-
toms of cryptosporidiosis may include abdominal pain, nau-
sea, vomiting, and fever. These symptoms, which usually set
in about three to six days after exposure, can be severe
enough to cause death.

Studies have indicated that Cryptosporidium oocysts
occur in 55 to 87% of the world’s surface waters. Thus,
Cryptosporidium oocysts are generally more common in sur-
face water than are the cysts of Giardia. But like Giardia
cysts, Cryptosporidium oocysts are very stable in the envi-
ronment, especially at low temperatures, and may survive for
many weeks. Levels are lowest in pristine waters and pro-
tected watersheds, where human activity is minimal and do-
mestic animals are scarce.

Occurrence of Cryptosporidium outbreaks associated
with conventionally treated drinking water suggests that
the organism is unusually resistant to removal by this
process. So far, the oocysts of Cryptosporidium have
proved to be the most resistant of any known enteric
pathogens to inactivation by common water disinfectants.
Concentrations of chlorine commonly used in drinking
water treatment (1-2 mg L™") are not enough to kill the
organism. Water filtration is the primary technique used
to protect water supplies from contamination by this or-
ganism. However, the oocysts are easily inactivated by
ultraviolet light disinfection. Several large outbreaks of
waterborne disease in the United States and Europe attest to
the fact that conventional drinking water treatments in-
volving filtration and disinfection may not be sufficient to
prevent disease outbreaks when large concentrations of this
organism occur in surface waters. For example, one U.S.
outbreak in Carrollton, Georgia, involved illness in 13,000
people—fully one-fifth of the county’s total population. In
this case, oocysts were identified in the drinking water and
in the stream from which the conventional drinking water
plant drew its water. Another outbreak of Cryptosporidium,
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Figure 11.15 Life cycle of Cryptosporidium parvum. From Envir
Press, San Diego, CA.

which occurred in Milwaukee, Wisconsin, was the largest
outbreak of waterborne disease ever documented in
the United States (see Case Study: Cryptosporidiosis in
Milwaukee). In other cases, Cryptosporidium infection
has been transmitted by contact with, or swimming in,
contaminated water.

As in the case with other enteric organisms, only low
numbers of Giardia cysts and Cryptosporidium oocysts need
to be ingested to cause infection. Thus, large volumes of wa-
ter are sampled (from 100 to 1,000 L) for analysis. The or-
ganisms are entrapped on filters with a pore size smaller than
the diameter of the cysts and oocysts. After extraction from
the filter, they can be further concentrated and detected by

tal Microbiology © 2000, Academic

observation with the use of a microscope. Antibodies tagged
with a fluorescent compound are used to aid in the identifi-
cation of the organisms.

11.3.4 Helminths

In addition to the unicellular protozoa, some multicellular
animals—the helminths—are capable of parasitizing hu-
mans. These include the Nematoda (roundworms) and the
Platyhelminthes, which are divided into two subgroups: the
Cestoda, or tapeworms, and the Trematoda, or flukes. In
these parasitic helminths, the microscopic ova, or eggs, con-
stitute the infectious stage. Excreted in the feces of infected
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CASE STUDY 11.1

CRYPTOSPORIDIOSIS IN MILWAUKEE

Early in the spring of 1993, heavy rains flooded the rich
agricultural plans of Wisconsin. These rains produced an
abnormal run-off into a river that drains into Lake Michi-
gan, from which the city of Milwaukee obtains its drink-
ing water. The city’s water treatment plant seemed able to
handle the extra load; it had never failed before, and all
existing water quality standards for drinking water were
properly met. Nevertheless, by April 1, thousands of Mil-
waukee residents came down with acute watery diarrhea,
often accompanied by abdominal cramping, nausea, vom-
iting, and fever. In a short period of time, more than
400,000 people developed gastroenteritis, and more than
100 people—mostly elderly and infirm individuals—ulti-
mately died, despite the best efforts of modern medial
care. Finally, after much testing, it was discovered that
Cryptosporidium oocysts were present in the finished
drinking water after treatment. These findings pointed to
the water supply as the likely source of infection; and on
the evening of April 7, the city put out an urgent advisory

for residents to boil their water. This measure effectively
ended the outbreak. All told, direct costs and loss of life
are believed to have exceeded $150 million dollars.

The Milwaukee episode was the largest waterborne
outbreak of disease ever documented in the United
States. But what happened? How could such a massive
outbreak occur in a modern U.S. city in the 1990s? And
how could so many people die? Apparently, high con-
centrations of suspended matter and oocysts in the raw
water resulted in failure of the water treatment process—
a failure in which Cryptosporidium oocysts passed right
through the filtration system in one of the city’s water
treatment plants, thereby affecting a large segment of the
population. Among this general population were many
whose systems could not withstand the resulting illness.
In immunocompetent people, Cryptosporidiosis is a self-
limiting illness; it’s very uncomfortable, but it goes away
of its own accord. However, in the immunocompro-
mised, Cryptosporidiosis can be unrelenting and fatal.

persons and spread by wastewater, soil, or food, these ova
are very resistant to environmental stresses and to disinfec-
tion. The most important parasitic helminths are listed in
Table 11.4.

Ascaris, a large intestinal roundworm, is a major cause
of nematode infections in humans. This disease can be ac-
quired through ingestion of just a few infective eggs (Figure
11.16). Since one female Ascaris can produce approximately

TABLE 11.4 Pathogens in the environment.

ORGANISM DISEASE (MAIN SITE AFFECTED)

Nematodes (roundworms)
Ascaris lumbricoides Ascariasis: intestinal obstruction
in children (small intestine)

Whipworm (trichuriasis):
(intestine)

Trichuris trichiura

Hookworms
Necator americanus
Ancylostoma duodenale
Cestodes (tapeworms)
Taenia saginata

Hookworm disease (intestine)
Hookworm disease (intestine)

Beef tapeworm: results in
abdominal discomfort, hunger
pains, chronic indigestion

Taenia solium Pork tapeworm (intestine)

Trematodes (flukes)
Schistosoma mansoni Schistosomiasis (liver [cirrhosis],

bladder, and large intestine)

200,000 eggs per day and each infected person can excrete a
large quantity of eggs, this nematode is very common.
Worldwide estimates indicate that between 800 million and
1 billion people are infected, with most infections being in
the tropics or subtropics. In the United States, infections tend
to occur in the Gulf Coast. The life cycle of this parasite in-
cludes a phase in which the larvae migrate through the lungs
and cause pneumonitis (known as Loeffler’s syndrome). Al-
though the eggs are dense, and hence readily removed by

Figure 11.16 Egg of Ascaris lumbriodes. From U.S. Environmental

Protection Agency.



sedimentation in wastewater treatment plants, they are quite
resistant to the action of chlorine. Moreover, they can sur-
vive for long periods of time in sewage sludge after land ap-
plication, unless they were previously removed by sludge
treatment.

Although Taenia saginata (beef tapeworm) and Tae-
nia solium (pig tapeworm) are now relatively rare in the
United States, they can still be found in developing countries
around the world. These parasites develop in an intermediate
animal host, where they reach a larval stage called cysticer-
cus. Then these larvae are passed, via meat products, to
humans, who serve as final hosts. For instance, cattle that
ingest the infective ova while grazing serve as intermediate
hosts for Taenia saginata, while pigs are the intermediate
hosts for Taenia solium. The cysticerci invade the muscle,
eye, and brain tissue of the intermediate host and can cause
severe enteric disturbances, such as abdominal pains and
weight loss in their final hosts.

11.3.5 Blue-Green Algae

Blue-green algae, or cyanobacteria (Figure 11.17), occur
commonly in all natural waters, where they play an impor-
tant role in the natural cycling of nutrients in the environ-
ment and the food chain. However, a few species of blue-
green algae, such as Microcystis, Aphanizomenon, and
Anabaena, produce toxins capable of causing illness in hu-
mans and animals. These toxins can cause gastroenteritis,
neurological disorders, and possibly cancer. In this case, ill-
ness is caused by the ingestion of the toxin produced by the
organisms, rather than ingestion of the organism itself, as is
the case with helminths. Numerous cases of livestock, pet,
and wildlife poisonings by the ingestion of water blooms of
cyanobacteria have been reported, and evidence has been
mounting that humans are also affected. Heavy blooms of
cyanobacteria can occur in surface waters when sufficient
nutrients are available, resulting in sewage contaminated wa-
ter supplies.

Figure 11.17 Blue-green algae. Copyright Trustees, University of

Pennsylvania. cal.vet.upenn.edu/poison/plants/ppblueg.htm.
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11.4 SOURCES OF PATHOGENS IN THE
ENVIRONMENT

Waterborne enteric pathogens are excreted, often in large
numbers, in the feces of infected animals and humans,
whether or not the infected individual exhibits the symptoms
of clinical illness. In some cases, infected individuals may
excrete pathogens without ever developing symptoms; in
other cases, infected individuals may excrete pathogens for
many months—Iong after clinical signs of the illness have
passed. Such asymptomatic infected individuals are known
as carriers, and they may constitute a potential source of in-
fection for the community. Owing to such sources,
pathogens are almost always present in the sewage of any
community. However, the actual concentration of pathogens
in community sewage depends on many factors: the inci-
dence of enteric disease (i.e., the number of individuals with
the disease in a population), the number of carriers in the
community, the time of year, sanitary conditions, and per
capita water consumption.

The peak incidence of many enteric infections is sea-
sonal in temperate climates. Thus, the highest incidence of
enterovirus infection is during the late summer and early fall,
while rotavirus infections tend to peak in the early winter,
and Cryptosporidium infections peak in the early spring and
fall. The reason for the seasonality of enteric infections is not
completely understood, but several factors may play a role.
It may be associated with the survival of different agents in
the environment during the different seasons: Giardia, for
example, can survive winter temperatures very well. Alter-
natively, excretion differences among animal reservoirs may
be involved, as is the case with Cryptosporidium. It may well
be that greater exposure to contaminated water, as in swim-
ming, is the explanation for increased incidence in the sum-
mer months.

Certain populations and subpopulations are also more
susceptible to infection. For example, enteric infection is
more common in children, because they usually lack previ-
ous protective immunity. Thus, the incidence of enteric virus
and protozoa infections in day-care centers, where young
children are in close proximity, is usually much higher than
that in the general community (Table 11.5). A greater

TABLE 11.5 Incidence and concentration of enteric viruses
and protozoa in feces in the United States.

PATHOGEN INCIDENCE CONCENTRATION IN
(%) STOOL (per gram)
Enterovirus 10-40 10°-10%
Hepatitis A 0.1 108
Rotavirus 10-29 10'°-10!2
Giardia 3.8 10°
18-54% 10°
Cryptosporidium 0.6-20 10°-107
27-50* 10°-107

Children in day-care centers.
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TABLE 11.6 Estimated levels of enteric organisms in sewage
and polluted surface water in the United States.

TABLE 11.7 Densities of microbial pathogens and indicators
in primary sludges.

CONCENTRATION (per 100 mL)

Organism Raw Sewage Polluted Stream Water
Coliforms 10° 10°

Enteric viruses 102 1-10

Giardia 10 0.1-1
Cryptosporidium 0.1-1 0.1-10*

From U.S. EPA, 1988.

*QGreatest numbers in surface waters result from animal (cattle) sources.

incidence of enteric infections is also evident in lower so-
cioeconomic groups, particularly where lower standards of
sanitary conditions prevail. Concentrations of enteric
pathogens are much greater in sewage in the developing
world than in the industrialized world. For example, the av-
erage concentration of enteric viruses in sewage in the
United States has been estimated at 10> L™! (Table 11.6),
while concentrations as high as 10° L™ ! have been observed
in Africa and Asia.

11.4.1 Sludge

During municipal sewage treatment, biosolids—(or
sludges)—are produced (Chapter 26). Biosolids are a
byproduct of physical (primary treatment), biological (acti-
vated sludge), and physicochemical precipitation of sus-
pended solids (by chemicals) treatment processes. Although
treatment by anaerobic or aerobic digestion and/or dewater-
ing reduces the numerical population of disease agents in
these biosolids, significant numbers of the pathogens present
in raw sewage often remain in biosolids. On a volume basis,
the concentration of pathogens in biosolids can be fairly high
because of settling (of the large organisms, especially
helminths) and adsorption (especially viruses). Moreover,
most microbial species found in raw sewage are concen-
trated in sludge during primary sedimentation. And although
enteric viruses are too low in mass to settle alone, they are
also concentrated in sludge because of their strong binding
affinity to particulates.

The densities of pathogenic and indicator organisms in
primary sludge shown in Table 11.7 represent typical, av-
erage values detected by various investigators. Note that the
indicator organisms are normally present in fairly constant
amounts. But bear in mind that different sludges may contain
significantly greater or fewer numbers of any organism, de-
pending upon the kind of sewage from which the sludge was
derived. Similarly, the quantities of pathogenic species are
especially variable because these figures depend on which
kind are present in a specific community at a particular time.
Finally, note that concentrations determined in any study are
dependent on assays for each microbial species; thus, these
concentrations are only as accurate as the assays themselves,
which may be compromised by such factors as inefficient re-
covery of pathogens from environmental samples.

TYPE ORGANISM DENSITY (NUMBER PER
GRAM DRY WEIGHT)
Virus Various enteric 10°-10*
viruses
Bacteriophages 10°
Bacteria Total coliforms 10%-10°
Fecal coliforms 107-10®
Fecal streptococci 10°-107
Salmonella spp. 10°-10°
Clostridium spp. 10°
Mycobacterium 10°
tuberculosis
Protozoa Giardia spp. 10-103
Helminths Ascaris spp. 10%-10°
Trichuris trichivra 10?
Toxacara spp. 10'-10?

Modified from Straub et al., 1993.

Secondary sludges are produced following the biological
treatment of wastewater. Microbial populations in sludges fol-
lowing these treatments depend on the initial concentrations in
the wastewater, die-off or growth during treatments, and the
association of these organisms with sludge. Some treatment
processes, such as the activated sludge process, may limit or
destroy certain enteric microbial species. Viral and bacterial
pathogens, for example, are reduced in concentration by acti-
vated sludge treatment. Even so, the ranges of pathogen con-
centration in secondary sludges obtained from this and most
other secondary treatments are usually not significantly differ-
ent from those of primary sludges, as shown in Table 11.8.

11.4.2 Solid Waste

Municipal solid waste may contain a variety of pathogens, a
source of which is often disposable diapers—it has been found
that as many as 10% of the fecally soiled disposable diapers en-
tering landfills contain enteroviruses. Another primary source
of pathogens is sewage biosolids, where co-disposal is prac-

TABLE 11.8 Densities of pathogenic and indicator microbial
species in secondary sludge biosolids.

TYPE ORGANISM DENSITY (NUMBER PER
GRAM DRY WEIGHT)
Virus Various enteric 3 X 10?
viruses

Bacteria Total coliforms 7 X 108
Fecal coliforms 8 X 10°
Fecal streptococci 2 X 10%
Salmonella spp. 9 X 107

Protozoa Giardia spp. 10°-10°

Helminths Ascaris spp. 1x10°
Trichuris trichivra < 10?
Toxacara spp. 3 %X 10%

Modified from Straub et al., 1993.



ticed. Pathogens may also be present in domestic pet waste
(e.g., cat litter) and food wastes. Municipal solid wastes from
households have been found to average 7.7 X 10® coliforms
and 4.7 X 10® fecal coliforms per gram. Salmonella have also
been detected in domestic solid waste. In unlined landfills, such
pathogens may be present in the leachate beneath landfills.

11.5 FATE AND TRANSPORT OF
PATHOGENS IN THE ENVIRONMENT

There are many potential routes for the transmission of excreted
enteric pathogens. The ability of an enteric pathogen to be trans-
mitted by any of these routes depends largely on its resistance to
environmental factors, which control its survival, and its capac-
ity to be carried by water as it moves through the environment.
Some routes can be considered “natural” routes for the trans-
mission of waterborne disease, but others—such as the use of
domestic wastewater for groundwater recharge, large-scale
aquaculture projects, or land disposal of disposable diapers—
are actually new routes created by modern human activities.

Human and animal excreta are sources of pathogens.
Humans become infected by pathogens through consump-
tion of contaminated foods, such as shellfish from contami-
nated waters or crops irrigated with wastewater; from drink-
ing contaminated water; and through exposure to
contaminated surface waters as may occur during bathing or
at recreational sites. Furthermore, those individuals infected
by the above processes become sources of infection through
their excrement, thereby completing the cycle.

In general, viral and protozoan pathogens survive longer
in the environment than enteric bacterial pathogens (Figure

Excreted load®

1. Campylobacter spp. 107
2. Giardia lamblia 10°
3. Shigella spp. 107
4. Vibrio cholerae 10’
5. Salmonella spp. 10°
6. Escherichia coli (pathogens) 10°
7. Enteroviruses 10’
8. Hepatitis A virus 10°
9. Ancylostoma duodenale 10*
10. Taenia saginata 10*
11. Ascaris lumbricoides 10*

‘Typical average number of organisms/g feces
"Estimated average life of infective stage at 20-30°C.
(Modified from Feachem et al., 1983).
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INFORMATION BOX 11.4

Environmental Factors Affecting Enteric Pathogen
Survival in Natural Waters

Factor Remarks

Temperature Probably the most important factor;
longer survival at lower temperatures;
freezing kills bacteria and protozoan
parasites, but prolongs virus survival.

Moisture Low moisture content in soil can
reduce bacterial populations.

Light UV in sunlight is harmful.

pH Most are stable at pH values of
natural waters. Enteric bacteria are
less stable at pH > 9 and < 6.

Salts Some viruses are protected against

heat inactivation by the presence of
certain cations.

The presence of sewage usually
results in longer survival.

Organic matter

Suspended Association with solids prolongs
solids or survival of enteric bacteria and virus.
sediments

Biological Naive microflora is usually

factors antagonistic.

11.18). How long a pathogen survives in a particular envi-
ronment depends on a number of complex factors, which are
listed in Information Box 11.4. Of all the factors, temperature
is probably the most important. Temperature is a well-defined
factor with a consistently predictable effect on enteric

Survival (months)”

—_
[\
w
~
3

6 7 8 |9 10 |11 |12

||| el

Figure 11.18 Survival times of enteric pathogens in water, wastewater, soil and on crops.
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Figure 11.19 Factors affecting the survival of enteric bacteria and viral pathogens in seawater.

pathogen survival in the environment. Usually, the lower the
temperature, the longer the survival time. But freezing tem-
peratures generally result in the death of enteric bacteria and
protozoan parasites. Viruses, however, can remain infectious
for months or years at freezing temperatures. Moisture—or
lack thereof—can cause decreased survival of bacteria. The
UV light from the sun is a major factor in the inactivation of
indicator bacteria in surface waters; thus, die-off in marine
waters can be predicted by amount of exposure to daylight.
Viruses are much more resistant to inactivation by UV light.

Many laboratory studies have shown that the microflorae
of natural waters and sewage are antagonistic to the survival
of enteric pathogens. It has been shown, for example, that en-
teric pathogens survive longer in sterile water than in water
from lakes, rivers, and oceans. Bacteria in natural waters can
feed upon indicator bacteria. Suspended matter (clays, organic
debris, and the like) and fresh or marine sediments has been
shown to prolong their survival time (Figure 11.19).

11.6 STANDARDS AND CRITERIA FOR
INDICATORS

Bacterial indicators such as coliforms have been used for the
development of water quality standards. For example, the
U.S. Environmental Protection Agency (U.S. EPA) has set a
standard of no detectable coliforms per 100 ml of drinking
water. A drinking water standard is legally enforceable in the
United States (see Chapter 15). If these standards are violated
by water suppliers, they are required to take corrective action

or they may be fined by the state or federal government. Au-
thority for setting drinking water standards was given to the
U.S. EPA in 1974, when Congress passed the Safe Drinking
Water Act (see Chapter 15). Similarly, authority for setting
standards for domestic wastewater discharges is given under
the Clean Water Act. In contrast, standards for recreational
waters and wastewater use are determined by the individual
states. Microbial standards set by various government bodies
in the United States are shown in Table 11.9. Standards used
by the European Union are given in Table 11.10.

TABLE 11.9 U.S. federal and state standards for microbial
quality of water.

AUTHORITY STANDARDS
U.S. EPA
Safe Drinking Water Act 0 coliforms/100 ml
Clean Water Act
Wastewater discharges 200 fecal coliforms/100 ml
Sewage sludge <1000 fecal coliforms/4 g
<3 Salmonellal4 g
<1 enteric virus/4g
<1 helminth ova/4g
California

Wastewater reclamation =2.2 MPN coliforms
for irrigation
Arizona
Wastewater reclamation
for irrigation of golf

courses

25 fecal coliforms/100 ml
125 enteric virus/40 liters
No detectable Giardia/40 liters




TABLE 11.10 Drinking water criteria of the European Union.

Tap Water

Escherichia coli 0/100 ml
Fecal Streptococci 0/100 ml
Sulfite-reducing clostrida 0/20 ml
Bottled Water

Escherichia coli 0/250 ml
Fecal streptococci 0/250 ml
Sulfite-reducing clostrida 0/50 ml
Pseudomonas aeruginosa 0/250 ml

Criteria and guidelines are terms used to describe rec-
ommendations for acceptable levels of indicator microorgan-
isms. They are not legally enforceable but serve as guidance in-
dicating that a potential water quality problem exists. Ideally,
all standards would indicate that an unacceptable public health
threat exists or that some relationship exists between the
amount of illness and the level of indicator organisms. Such in-
formation is difficult to acquire because of the involvement of
costly epidemiological studies that are often difficult to inter-
pret because of confounding factors. An area where epidemi-
ology has been used to develop criteria is that of recreational
swimming. Epidemiological studies in the United States have
demonstrated a relationship between swimming-associated
gastroenteritis and the densities of enterococci (Figure 11.20)
and fecal coliforms. No relationship was found for coliform
bacteria (Cabelli, 1989). It was suggested that a standard geo-
metric average of 35 enterococci per 100 ml be used for marine
bathing waters. This would mean accepting a risk of 1.9% of
the bathers developing gastroenteritis. Numerous other epi-
demiological studies of bathing-acquired illness have been
conducted. These studies have shown slightly different rela-
tionships to illness and that other bacterial indicators were
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Figure 11.20 Dose-response relationships. Produced by the
work of Cabelli et al. (1982). From Environmental Microbiology, ©
2000, Academic Press, San Diego, CA.

more predictive of illness rates. These differences probably
arise because of the different sources of contamination (raw
versus disinfected wastewater), types of recreational water
(marine versus fresh), types of illness (gastroenteritis, eye in-
fections, and skin complaints), immune status of the popula-
tion, length of observation, and so on. Various guidelines for
acceptable numbers of indicator organisms have been in use
(Table 11.11), but there is no general agreement on standards.

The use of microbial standards also requires the devel-
opment of standard methods and quality assurance or quality
control plans for the laboratories that will do the monitoring.

TABLE 11.11 Guidelines for recreational water quality standards.

COUNTRY OR AGENCY REGIME (SAMPLES/TIME)

CRITERIA OR STANDARD*

U.S. EPA® 5/30 days

European Economic
Community

2/30 days®

Ontario, Canada 10/30 days

200 fecal coliforms/100 ml
<10% to exceed 400/ml
Fresh water®
33 enterococci/100 ml
126 E. coli/100 ml
Marine waters®
35 enterococci/100 ml
500 coliforms/100 ml
100 fecal coliforms/100 ml
100 fecal streptococci/100 ml
0 Salmonella/liter
0 Enteroviruses/10 liters
=1000 coliforms/100 ml
=100 fecal coliforms/100 ml

From U.S. EPA, 1986.
2All bacterial numbers in geometric means.
®Acceptance is by individual state.

“Coliforms and fecal coliforms only.
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Knowledge of how to sample and how often to sample is also
important. All of this information is usually defined in the
regulations when a standard is set. For example, frequency of
sampling may be determined by the size (number of customers)
of the utility providing the water. Sampling must proceed in
some random fashion so that the entire system is characterized.
For drinking water, no detectable coliforms are allowed in the
United States (Table 11.9). However, in other countries some
level of coliform bacteria is allowed. Because of the wide vari-
ability in numbers of indicators in water, some positive samples
may be allowed or tolerance levels or averages may be allowed.
Usually, geometric averages are used in standard setting be-
cause of the often skewed distribution of bacterial numbers.
This prevents one or two high values from giving overestimates
of high levels of contamination, which would appear to be the
case with arithmetric averages (Table 11.12).
Geometric averages are determined as follows:
S(log x)
logx=""J (Eq. 11.1)

X = antilog (log X) (Eq. 11.2)

QUESTIONS AND PROBLEMS

TABLE 11.12 Arithmetric and geometric averages of bacterial
numbers in water.

MPN? LOG

2 0.30

110 2.04

4 0.60

150 2.18

1100 3.04

10 1.00

12 1.08

198 = arithmetric average 1.46 = log
antilog = 29

29 = geometric average

“MPN, most probable number.

where N is the number of samples X is and the geometric av-
erage, and x is the number of organisms per sample volume.

As can be seen, standard setting and the development of
criteria is a difficult process and there is no ideal standard. A
great deal of judgment by scientists, public health officials,
and the regulating agency is required.

1. What are pathogens? What is an enteric pathogen?

2. What is the difference between a waterborne and a water-based
pathogen?

3. Which group of enteric pathogens survives the longest in the
environment and why?

4. Describe some of the methods that can be used to detect indi-
cator bacteria in water.

5. What are some of the criteria for indicator bacteria?

6. Protozoan parasites are the leading cause of waterborne disease
outbreaks in the United States when an agent can be identified.
Why?

7. What are some of the factors that control the survival of enteric
pathogens in the environment?

8. Why are geometric means used to report average concentrations
of indicator organisms?

9. Calculate the arithmetric and geometric averages for the follow-
ing data set: Fecal coliforms/100 ml on different days at a
bathing beach were reported as 3, 7, 1000, 125, 150, and 3000.

REFERENCES AND ADDITIONAL READING

Did the bathing beach make the standard of 200 fecal col-
iforms per 100 ml for bathing?

10. Calculate the most probable number (MPN) for the following

data set.
SAMPLE
1 ml 3 positive tubes
0.1 ml 2 positive one negative tube
1072 3 negative tubes

11. What are enterococci?

12. Why have bacteriophage been suggested as standards for water
quality?

13. Why is Cryptosporidium so difficult to control in drinking wa-
ter treatment? What animal is a source of Cryptosporidium in
water?

14. Why do enteric viruses and protozoa survive longer in the
environment than enteric bacteria?

15. What are some of the niches that Legionella bacteria can
grow to high numbers?
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CHAPTER 12

THE ROLE OF ENVIRONMENTAL
MONITORING IN POLLUTION
SCIENCE

J.F. Artiola and M.L. Brusseau

Yellowstone National Park. Photo courtesy J.F. Artiola.
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12.1 INTRODUCTION

Environmental monitoring is based on scientific observa-
tions of changes that occur in our environment. Scientists
need to observe changes to study the dynamics of not only
natural cycles, but also anthropogenic-based impacts. The
effects of pollution in the environment, as in humans, can be
slow (chronic) and may require multiple observations over
time, or they can be fast-acting (acute) and be assessed with
simultaneous observations. The effects of pollution occur at
all spatial scales; therefore, observations are also made at
multiple scales of space. However, since the environment is
a continuum, observations must be made using physical,
chemical, and biological methods. Only science-based ob-
servations, standards-based data processing, and objective
interpretations can produce the knowledge and level of un-
derstanding required to accurately evaluate and solve envi-
ronmental problems. There are numerous examples of
knowledge-based regulations that benefit modern society
and protect the environment from pollution. These include
waste management regulations involving disposal, treat-
ment, or reuse; regulations governing the protection of water
resources including natural and public water supplies; and
regulations protecting endangered species.

There are numerous agencies and world institutions in-
volved in environmental monitoring. In the U.S., pollution
monitoring and prevention is the primary focus of the Envi-
ronmental Protection Agency (EPA). This agency is man-
dated to develop and enforce laws and regulations that are
protective of our health and the environment.

12.2 SAMPLING AND MONITORING BASICS

Developing a program to monitor the extent or effects of pol-
lution in a particular environment requires careful consider-
ation of the following: (1) The purpose of the monitoring
program—this includes determining, for example, pollution
level changes in space and time; (2) the objectives, which
may include specific chemical, physical, or biological anal-
yses; and (3) the approach, which will assist in defining the
number and types of measurements. To achieve our objec-
tives, we must also consider the environmental characteris-
tics or uniqueness of each environment. Finally, we must
consider sampling methods, including locations, timing, and
type. There are several types of sampling methods. Random
sampling, for example, assumes that all units from an envi-
ronment have an equal chance of being selected. In contrast,
systematic sampling selects sampling locations at prede-
fined intervals in space or time.

Specific sampling plans are needed to insure that all as-
pects of monitoring are detailed and described. The U.S.
EPA defines seven critical elements of a sampling plan to
insure that all the data quality objectives are met; these are
described in Information Box 12.1. In the development of
sampling plans, environmental scientists must be thoroughly
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INFORMATION BOX 12.1

Data Quality Objectives of a Sampling Plan

Data quality control and objectives are needed in a
sampling plan. Although the following requirements are
borrowed from U.S. EPA pollution monitoring guide-
lines, these are generic enough that they should be in-
cluded in any type of environmental sampling plan.
Quality: Discusses statistical measures of:

Accuracy (bias): Determines how data will be compared
to reference values when known. Estimates overall bias
of the project based on criteria and assumptions made.
Precision: Discusses the specific (sampling methods,
instruments, measurements) variances and overall
variances of the data or data sets when possible using
relative standard deviations (%CV).

Defensible: Insures that sufficient documentation is
available after the project is complete to trace the origins
of all data.

Reproducible: Insures that the data can be duplicated by
following accepted sampling protocols, methods of
analyses, sound statistical evaluations, and so on.
Representative: Discusses the statistical principles used
to insure that the data collected represents the environ-
ment targeted in the study.

Useful: Insures that the data generated meets regulatory
criteria and sound scientific principles.

Comparable: Shows similarities or differences between
this and other data sets, if any.

Complete: Addresses any incomplete data and how this
might affect decisions derived from these data.

Adopted from Artiola et al., 2004.

familiar with types of sampling such as destructive and non-
destructive methods. They should also know the accepted
methods of analyses by consulting the latest scientific and
regulatory reference manuals and books. Environmental sci-
entists should also be familiar with the basic concepts and
applications of analysis and measurement principles.

All data must be reported with appropriate degree of
precision by considering the sampling methods, instrumen-
tal methods, and number of samples analyzed. Typically, the
more uncertainty associated with a data value, the lower the
number of digits it has. Thus, a number with 2 significant
figures is less precise than a number with 4 significant fig-
ures. Often, data values are derived from various data ma-
nipulations, including statistical (such as the means of two or
more measurements), method-dependent (such as dilutions),
and field sampling (means of two or more samples). As a
rule, precision of the final value is determined by the least
precise step. For example, if an instrument measurement de-
tects 235 wg L™ ! of total Pb in a water sample, and the sam-
ple had been diluted 5 times using a pipette with only two
digits of precision, the final result should be reported as 1.2
mg L™ total Pb (0.235 X 5.0 = 1.2).
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TABLE 12.1 Statistical symbols and their definitions.

TERM SYMBOL DEFINITION
X+ X+ ...+ X,

Sample mean or estimated mean X = n Mean estimated from the n values xy, Xa, ..., X,. (Specific
cases are identified by xbar, ybar, ybar.)

Mean W Population or true mean. Limiting value of xbar as n
becomes large or if all possible values of x; are included.

n
Z (Xi - i)z

Sample variance §2= Fln -1 Estimate of variance based on n values given by xy, X», ...,
x,. (If all possible values of n are included, then use n
in place of n — 1 for denominator).

Variance o? True variance for the population.

Standard deviation S, 0 Defined for s? and o above. (Specific cases are identified
by subscripts, such as s, and sy).

Coefficient of variation CV = % or )S(? A relative standard deviation. Can also be expressed as a

=]

I(7<i—>()(Yi—7)_bS

percentage.

. Linear relationship between two variables measured n
times. The data pairs are (X, Y1), (X5, Y2), ... Xy, Yo).
Range of ris —1 to +1.
Square of r (above) for linear correlation. Range is 0 to 1.

Slope for linear regression for n data pairs.

Y-intercept for linear regression for n data pairs.

Correlation coefficient r=

(n — 1)sxSy
Coefficient of determination 2

n

21 X = XY = Y)
Slope b="=

P (n — Dsy?

Intercept a=Y — bX
Predicted value Y =a+ bX

Predicted value of dependent variable Y.

Modified from Pollution Science, 1996 Academic Press, San Diego, CA.

It is also important to report environmental data using
commonly accepted units, preferably conforming to the SI
(International System of Units), used worldwide. Unfortu-
nately, in the U.S., environmental scientists and engineers
often must convert units across two or more systems, a pro-
cess that often leads to errors in data reporting.

12.3 STATISTICS AND GEOSTATISTICS

Statistical methods are necessary in pollution science be-
cause it is impossible to characterize all properties of an en-
vironment everywhere all of the time. Statistics are used to
select samples from a population in an unbiased manner.
They also help to interpret the data with the appropriate de-
gree of confidence. Descriptive statistics are very useful in
environmental science, because they provide a summary of
the properties or characteristics of an environment. Descrip-
tive statistics include sample means, standard deviations,
and coefficients of variation (Table 12.1).

Data samples should be collected randomly or system-
atically from an environment. Biased sampling (usually
based on convenience) will produce biased data. The range of
values that can be expected from sampling an environment
varies randomly, but values have a likelihood of occurrence
that is defined by a probability distribution (Figure 12.1).
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Figure 12.1 Frequency distribution f{x) for a normal distribu-
tion. The dashed lines show the center and * standard devia-
tion (o) from the mean. (From Warrick et al., 1996). Adapted from
Environmental Monitoring and Characterization © 2004, Elsevier Academic
Press, San Diego, CA.




A reoccurring question in pollution science is how
many samples (n) are needed to define the extent of pollution
with some statistical certainty. This is a near impossible task,
since pollution distributions are not usually known before-
hand. However, we can estimate the number of samples
needed, assuming that the sample standard deviation (s)
from previous studies is equivalent to the population stan-
dard deviation (o), and that the sample mean (x) is equiva-
lent to the population mean (). Also we must assume a
normal distribution (see Figure 12.1) of values and be will-
ing to accept that our sample mean value will be within a
specific confidence interval.

Thus, the number of samples (sample size n) needed
may be defined as:

n = [(zoxo)/d]?
where:

Zq/x 18 the probability function value for a given confidence
interval (example: z,,x =2 for a 95% confidence interval
and n > 30), and

d is the maximum tolerance or error acceptable of the mean
value (x).

See Chapter 3 of Artiola et al., 2004 for a complete descrip-
tion of sample size estimation.

Inferential statistics are also widely used in pollution
science to help infer or interpolate information from a
partial or incomplete set of data. For example, regression
methods can be used to correlate one or more sample at-
tributes with a measurable quantity. This is commonly the
case in analytical chemistry, where the response of an in-
strument (measure as light emitted or absorbed) is corre-
lated with a particular parameter (such as concentration).
For example, to calibrate a spectrophotometer for alu-
minum measurement, we would first dilute a certified stan-
dard several times to make a series of known solutions, as
listed in Table 12.2. When we analyze these solutions on
the spectrophotometer, we obtain a reading that corre-
sponds to the concentration of aluminum in each solution.
We can then plot the solution concentration (x-axis) against
the instrument response (y-axis) and perform a regression
(see Table 12.2). The resulting equation defines the best fit
among the (x,y) points. Thus, we have a curve of the true
values for each concentration.

We may want to estimate the concentration of a pollu-
tant at a field location that was not sampled. In this case,
spatial statistics can be used to estimate the concentration
of this pollutant. For this application, the interpolation
method is used to relate the location (coordinates) of the
unknown sample to locations for which concentrations are
known. The inverse distance weighting method considers
the distances to locations (with unknown values) to be in-
versely related to the values at those locations. This and
other more advanced methods like kriging are often used in
the development of maps that show contour lines of pollu-
tant distributions, see chapter 3 of Artiola et al., (2004) for
a brief description of these methods.

J.F. Artiola and M.L. Brusseau 173

TABLE 12.2 Calibration of a spectrophotometer to measure
aluminum in an unknown sample.

(AL) IN STANDARD SOLUTION SPECTROPHOTOMETER
(mgL™") RESPONSE (INTENSITY UNITS)
0.100 4,142

0.500 17,315

2.00 63,305

5.00 161,486

10.0 320,087

Unknown sample 250,090

Statistical Evaluation
Linear regression equation yv=a-+bx

v Instrument response
X [Al]

a 803.4

b 3.195 x 10*

? 0.9999

[Al] in the unknown sample 7.80 mg L~!

From Pollution Science © 1996, Academic Press, San Diego, CA.

12.4 SAMPLING AND MONITORING TOOLS

Modern data collection uses automated data acquisition
methods to monitor environmental variables related to pol-
lution. For example, urban air quality is monitored using a
network of automated stations that measure pollutants such
as carbon monoxide (CO) and ozone (O3) at close intervals.
Coupled with weather stations, these gas monitors produce
near-realtime environmental information, which is in turn
used to predict future pollution-related events.

The basic components of automated data acquisition
systems are shown in Figure 12.2.

A critical component of the system is the sensor, which
responds to an environmental stimulus such as temperature.
Thermistors, for example, are able to respond to temperature
changes by changing their internal resistance. The data
acquisition system (DAS) usually includes an analog-
to-digital converter used to convert analog (continuous) sig-
nals from the sensor to a digital (discrete) value that can be
stored and manipulated by computer processors. Data storage
and transmission systems are also needed in modern DAS to
collect raw and processed data, and send it to the user.

Environmental scientists that use modern data collec-
tion systems must have a rudimentary working knowledge of
electricity, computer processing, and computer program-
ming, and be familiar with basic laws of environmental
physics and chemistry.

12.4.1 Maps

Until recently, drawn maps and aerial photographs were the
only means at the disposal of environmental scientist to locate
places and land features and to navigate (with a magnetic
compass). Today, the use of the geographic positioning
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Figure 12.2 Block diagram showing the basic components of a data acquisition sys-
tem (DAS). ADC = Analog to digital converter. From Environmental Monitoring and Charac-

terization © 2004, Elsevier Academic Press, San Diego, CA.
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Figure 12.3 Townships, ranges, and further subdivisions of
the U.S. Public Land Survey. Adapted from Environmental Moni-
toring and Characterization © 2004, Elsevier Academic Press, San
Diego, CA.

system (GPS) of satellites makes it much easier to perform
these tasks. However, since maps are small portable repre-
sentations of portions of our environment, we must be fa-
miliar with their principles and types. There are three major
types of maps: planimetric maps, which present scaled in-
formation in two dimensions; topographic maps, which add
elevation information; and thematic maps (see GIS maps).
All maps must have a scale, which is the ratio between the
map’s distances and the real (earth) distances. Thus, most
scales are a unitless ratio or fraction of two distances. For
example, if 1 cm on the map represents 1 km in reality, then
the map scale is 1/100,000.

The major types of locational maps include the latitude
and longitude system developed in England, which divides
the earth into parallel (north-south) and meridian (east-west)
sections in degrees.

In the U.S., the Public Land Survey System is used
exclusively to locate property lines in legal documents. This
system is based on the 34 points that defined the origins of
principal meridians and baselines coordinates from which
townships (6 square miles) and sections (1 square mile)
originate (Figure 12.3).

For example, the filled square (point A) shown on Fig-
ure 12.3 represents the NW1/4 corner of section 17 of
Township 1S, Range 2W (abbreviated: NW1/4,S17,T1S,
R2W).

Topographic maps add relief to land maps with the use
of contour lines that define equal elevations drawn at fixed
elevation intervals. The U.S. Geologic Survey generates to-
pographic maps that are used in many disciplines, including
environmental science. Contour lines are very useful in
identifying unique land features such as watersheds, rivers,
depressions, and mountains.
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Figure 12.4 A portion of a detailed soil map showing an area
along the Gila River northwest of Gila Bend, Arizona. From U.S.
Department of Agriculture and Natural Resources Conservation Service,
1997. Soil Survey of Gila Bend-Ajo Area, Arizona, Parts of Maricopa and Pima
Counties. Issued May 1997.

Soil survey maps combine land features (aerial pho-
tographs) with thematic soil data. These maps are very use-
ful in determining the suitability (use) of land for certain
activities, such as agriculture, land development, and septic
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field location. These maps provide a wealth of data on soil
characteristics related to pollution (such as infiltration, soil
texture, and general composition), which makes them very
valuable to soil and environmental scientists. An example of
a soil survey map is given in Figure 12.4.

Geographic information system (GIS) maps are very
useful in environmental applications, because they provide a
way to arrange and present layers of data or themes as maps.
Thus, GIS maps are decision-making tools that provide a
visual representation of large amounts and types of data
(Figure 12.5), which can be easily sorted because all the data
and coordinates are in a digital form. For example, a city
manager with a GIS map with overlaid soil properties could
ask the question, “Show which areas in district X are suitable
for septic field systems.”

Because GIS uses digital data that can be manipulated
using Boolean operations (binary 0 and 1 values), data can
be reclassified, sorted, overlaid, and used to measure dis-
tances. GIS data is fast becoming an accessible community
resource, often available on the Internet, for example, to
search and locate parcels of land. The future of GIS will also
include actual site visualization using digital photography
and data, and virtual reality 3-D modeling.

12.4.2 Remote Sensing

Remote sensing is the use of space-based sensors, usually
satellite mounted, to observe biophysical and geochemical
phenomena in earth’s atmosphere and land/ocean surfaces.
Most remote sensors measure light from different parts of
the electromagnetic spectrum that is reflected from earth’s
atmosphere and surface. Regions of the electromagnetic
spectrum that are commonly used are listed in Table 12.3.
The UV region is commonly used to measure air pollu-
tants (see Chapter 23). But often these gases and others like
water vapor, CO, and CHy can interfere with land surface
radiation measurements. Remote sensing imagery is captured

Figure 12.5 Combining data layers in a geographic information system. From
Environmental Monitoring and Characterization © 2004, Elsevier Academic Press, San Diego, CA.
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TABLE 12.3 Regions of the electromagnetic spectrum used in
environmental monitoring.

SPECTRAL REGION WAVELENGTHS APPLICATION
Ultraviolet (UV) 0.003 to 0.4 wm Air pollutants
Visible (VIS) 0.4100.7 pm Pigments,
chlorophyll, iron
Near infrared 0.7to 1.3 pm Canopy structure,
(NIR) biomass
Middle infrared 1.3t03.0 pm Leaf moisture,
(MIR) wood, litter
Thermal infrared 3to 14 pm Drought, plant
(TIR) stress
Microwave 0.3 to 300 cm Soil moisture,
roughness

From Environmental Monitoring and Characterization © 2004, Elsevier
Academic Press, San Diego, CA.

using digital cameras that have finite optical pixels and there-
fore finite spatial resolution in terms of surface area per pixel.
Sensors are rated in terms of coarse, medium or fine resolu-
tion. For example, high-resolution sensors are able to collect
data ranging in resolution ~100—<1 m in resolution. These
sensors are commonly used to study land cover patterns
and changes that result from human activities, including
agriculture, plant disease, urbanization, and deforestation.
Coarse resolution sensors provide data ranging from 100 to
<1000 m in resolution and are useful to study cloud cover,
dust, and sediment transport (Figure 12.6).

Other remote-sensing applications include observing
and measuring vegetation, snow cover changes, weather
changes and forecasting, and physical land degradation,
including erosion. Satellite imagery can also be used to study
pollution migration from waste disposal sites. For example,
multi-spectral data were collected from abandoned mines
and other open waste disposal sites using remote sensing.
Since minerals have unique spectral signatures such that they
emit light in different areas of the spectrum, areas with min-
erals, such as metal sulfides, that are prone to fast weather-
ing and thus have higher potential to release metals into the
environment can be identified and mapped.

12.5 SOIL AND VADOSE ZONE SAMPLING
AND MONITORING

The soil and vadose zones are defined as regions of porous
materials below land surface that are usually not fully sat-
urated with water. Soils, being exposed to the atmosphere, are
composed of weathered, heterogeneous, unconsolidated min-
erals, and biological organic matter including plants, animals,
and microorganisms. The heterogeneity of soils, which exists
at all scales from landscape to soil particle size, arises from
five soil-forming processes: parent material, climate, topogra-
phy, biological activity, and time (see Chapter 2). Under the
influence of all these factors, soils develop unique physical,
chemical, and biological characteristics that have been used to

Figure 12.6 MODIS image showing sediment transport at the
mouth of the Yellow River on February 28, 2000. Soil erosion
from the Loess Plateau is proceeding at a very high rate. (Cour-

tesy Jacques Descloitres, MODIS Land Rapid Response Team,
NASA/GSFC.) From Environmental Monitoring and Characterization ©
2004, Elsevier Academic Press, San Diego, CA.

classify soils. Classification consists of 12 orders, according to
their degree of weathering and the major diagnostic horizons.
(For a detailed discussion on soil classification, see Brady &
Weil 1996.) Horizons in soils appear as the result of two fac-
tors, deposition and weathering. For example, clay mineral-
rich (argillic) horizons develop as the results of intense chem-
ical weathering conditions (high rainfall and heat) and the
translocation of clay particles to subsurface layers.

Therefore, soil and vadose sampling strategies must
consider changes in space at the meso and micro scales, and
in time at geologic as well as daily-hourly time intervals.
Changes such as physical weathering, which occur slowly,
can be monitored at long time intervals such as years or
decades. But changes such as those induced by improper
waste disposal (soil and water contamination) usually re-
quire closer sampling intervals such as days to months. Soil
sampling is best accomplished by considering (a priori)
known soil properties. Since most counties in the U.S. have
been surveyed, there is information available in Soil Survey
Reports on the major soil properties and distributions of soil
types by county.

Polluted soils should be sampled in an unbiased matter
if the source of the pollution is not known. Systematic and
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Figure 12.7 Grid and directional (exploratory) soil sampling
patterns assume a pollution point of origin. Note that sampling
can be done in the direction of potential pathways of pollution
(transport via air and water). Dots represent sampling points.
From Environmental Monitoring and Characterization © 2004, Elsevier
Academic Press, San Diego, CA.

directional soil sampling may be more appropriate in cases
where the source of pollution is known and may be corre-
lated to spatial location (Figure 12.7).

There are numerous types of soil and vadose zone sam-
plers, generally classified as handheld (manually operated)
and mechanical (power assisted). Augers and sampling tubes
are commonly used to collect soil root zone (~1.5 m depth)
samples. Sampling tubes are more appropriate to collect soil

~ Cutting tip

Figure 12.8 Left, basic hand-operated soil auger showing the
auger head, an extension rod, and a handle. Right, details on
the auger head showing cutting tip, barrel, slip wrench, and
shank for attachment to extension rods. (From Ben Meadows com-
pany, a division of Lab Safety Supply, Inc.) From Environmental Monitoring
and Characterization © 2004, Elsevier Academic Press, San Diego, CA.
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samples for pollution-related measurements as they include
an inert plastic or metal liner that is used to protect and store
the sample (Figure 12.8).

Mechanical hollow-stem augers are commonly used to
collect samples from the vadose zone. The hollow stem
auger is used to drill to the sampling depth by engine power.
Then a center rod that plugs the hollow stem during drilling
is removed and a clean sampling tube is inserted to collect a
soil sample.

Soil pore water is often sampled to monitor movement
of water-soluble pollutants in the vadose zone. The use of
suction lysimeters to collect soil and pore water extends to
industrial municipal and agricultural waste treatment and
disposal sites (landfills, ponds, septic systems, wetlands, ir-
rigation). Porous cups made of ceramic or stainless steel may
be inserted into the soil/vadose zone by drilling a hole, as
shown in Figure 12.9.

The types of pollutants that can be monitored using
these devices include salts, nitrates, soluble metals (like
CrVI), and soluble organic carbon compounds.

12.6 GROUNDWATER SAMPLING AND
MONITORING

Groundwater sampling is often conducted under the require-
ments of state or federal regulatory programs. Federal regu-
latory programs that include requirements or guidelines for
groundwater monitoring include (1) Comprehensive Envi-
ronmental Response, Compensation, and Liability Act
(CERCLA), commonly known as the “Superfund” program,
which regulates characterization and cleanup at uncontrolled
hazardous waste sites; (2) Resource Conservation and
Recovery Act (RCRA), which regulates management and
remediation of waste storage and disposal sites; (3) Safe
Drinking Water Act (SDWA), which regulates drinking
water quality for public water supplies and also includes the
Underground Injection Control (UIC) Program and the Well
Head Protection Program; and (4) Surface Mining Control
and Reclamation Act (SMCRA), which regulates permit-
ting for open pit mining operations. In addition to the federal
regulatory programs, many states have regulatory programs
that are concerned with groundwater monitoring (see also
Chapter 15).

Much of the groundwater sampling conducted during
the past two decades has been focused on characterization
and cleanup of sites where groundwater has become con-
taminated through spills, leaks, or land disposal of wastes
(see Chapters 17 and 19). In addition to satisfying regulatory
requirements, groundwater sampling programs at contami-
nated sites are usually conducted to obtain data necessary for
making decisions on site management or cleanup. The spe-
cific objectives of the groundwater sampling program may
change as the site becomes better characterized and as site
remediation progresses. The frequency of sampling may also
be adjusted depending on how rapidly groundwater condi-
tions are changing at the site.
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Figure 12.9 Design and operation of a pressure-vacuum
lysimeter used to collect soil pore water samples at shallow
depths. (After Fetter, 1999.) Modified from Environmental Monitoring
and Characterization © 2004, Elsevier Academic Press, San Diego, CA.

Groundwater sampling is sometimes conducted to es-
tablish baseline conditions prior to development of a new
facility or to characterize ambient conditions across a large
area such as in basin-wide studies. Baseline sampling is
usually meant to provide a “snapshot” of groundwater con-
ditions at a particular time. The analytical suite for baseline
sampling usually includes common anions and cations, and,
depending on the objectives of the study, may include trace
metals, pesticides, and a range of organic compounds (often
those on the priority pollutant list presented in Chapter 10).
If baseline sampling is being conducted prior to industrial
development of a site, the analytical suite will typically in-
clude potential contaminants that may be present on the site
once the facility is in operation.

Leak detection monitoring, sometimes referred to as
compliance monitoring, is commonly conducted at landfills,
hazardous waste storage facilities, and chemical storage and
manufacturing facilities. This type of monitoring is designed
to provide early warning of contamination associated with re-
leases from these facilities. To be effective, leak detection
monitoring must be conducted at wells that are properly
located, generally in areas downgradient from the facility of

interest. The sampling frequency and list of analytes must be
adequate to detect a release before the contaminants have mi-
grated to any sensitive downgradient receptors. Typically, up-
gradient monitor wells are also included in leak detection
monitoring to provide baseline water quality data for ground-
water moving to the site, to allow for comparative evaluations.

Groundwater monitoring is typically conducted by col-
lecting samples from a network of monitor wells. There are
many site-specific variables that must be considered in the
design of a monitor well network. If the monitor wells are not
located or constructed appropriately, the data collected may
be misleading. For example, if monitor wells are too widely
spaced or improperly screened, the zones of contaminated
groundwater may be poorly defined or even completely
undetected. The task of designing a monitor well network is
generally more difficult for sites with more complex or het-
erogeneous subsurface conditions compared to sites with
more homogeneous subsurface conditions. More details on
this topic may be found in Chapter 8 of Artiola et al. (2004).

Although many site-specific variables must be consid-
ered in their design, most monitor wells share some common
design elements (Figure 12.10). Typically, the upper section
of the well is protected with a short section of steel casing
called surface casing. The surface casing protects the well
casing from physical damage by vehicles or from frost heav-
ing in cold climates. The surface casing may also be grouted
to provide a seal against surface water infiltration. The well
casing, usually composed of steel or PVC (polyvinyl chlo-
ride), extends downward through the surface casing. Grout
materials are installed around the outside of the well casing
to prevent movement of surface water down the borehole. A
well screen is installed in the interval where the groundwater
is to be monitored. In monitor wells, the well screen is typi-
cally either wire wrapped (also known as continuous slot) or
slotted. Surrounding the well screen is a gravel pack, which
serves to filter out fine sand and silt particles that would oth-
erwise enter the well through the well screen.

Many groundwater-sampling devices are currently
commercially available. The use of appropriate sampling
equipment is critical for implementation of a successful
sampling program. There is no one sampling device that is
ideal for all circumstances. The choice of sampling equip-
ment is dependent on several site-specific factors, includ-
ing the monitor well design and diameter, the depth to
groundwater, the constituents being monitored, the moni-
toring frequency, and the anticipated duration of the sam-
pling program.

The actual process of collecting a groundwater sample,
and what is done with it after collection, is an important
component of the groundwater-sampling program. The
methods used for sample collection and processing depend
on the type of contaminants present or suspected of being
present. The primary concern of sample collection and pro-
cessing is to maintain the integrity of the samples so that the
concentrations of analytes are the same as when the samples
were collected.



Well Protector

Concrete Cap

— Soil Backfill from Cuttings

+— Granular Bentonite

- Sand Filter Pack

Well Screen

Figure 12.10 Schematic of generic monitor well design
elements. From Environmental Monitoring and Characterization © 2004,
Elsevier Academic Press, San Diego, CA.

12.7 SURFACE WATER SAMPLING AND
MONITORING

Monitoring pollutants in water has become a global concern
due to the limited and diminishing water resources and the
negative impact of pollutants on ocean and fresh water
sources. We have water standards that are protective of our
health (National Drinking Water Standards) (see also Chap-
ter 28), and that are protective of the environment by setting
pollutant discharge limits from wastewaters into water
sources (National Water Quality Criteria). Excessive nutri-
ents in runoff waters, being addressed with new Ecoregional
Nutrient Criteria, are also of concern, because they can pro-
duce a biological and chemical imbalance in natural surface
water systems. The quality of water used in agriculture
(which accounts for most of the fresh water use in the world)
is also important as increased salinity and concentrations of
toxic elements reduce plant yields and degrade agricultural
soils. Figure 12.11 presents a list of water quality properties,
including the major types of contaminants found in surface
water.
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Sampling the surface water environment may seem
trivial at first glance, since often we assume that mixing of
pollutants is complete. However, surface water bodies often
exhibit significant spatial and temporal variability. For ex-
ample, enclosed bodies of water such as lakes and reservoirs
often develop water quality stratification due to temperature
changes. These in turn affect oxygen saturation, pH, and to-
tal dissolved solids (TDS) by depth.

Field portable devices are commonly used to measure (in
situ) major water quality parameters such as pH, TDS, oxygen
saturation, temperature, and turbidity (see Figure 12.12).

Water sampling followed by analysis in the laboratory
is common to monitor specific pollutants such as trace or-
ganic and inorganic chemicals (pesticides, hydrocarbons,
toxic metals), and pathogens like E. coli bacteria. Field
portable water quality kits, to measure basic water quality
parameters and some types of specific pollutants, are becom-
ing popular. They are convenient and inexpensive, but
lack the automation and accuracy of conventional laboratory
testing.

12.8 ATMOSPHERE SAMPLING AND
MONITORING

Legislative efforts to control air pollution have evolved over
along period of time. Major efforts in the U. S. to control and
prevent air pollution did not begin until the mid-20th cen-
tury. Monitoring of air pollution is the result of legislation re-
quiring polluters to demonstrate compliance with air quality
standards and emissions limits. The legislative framework
behind these requirements was, and still is, motivated largely
by concerns for human health, as well as concerns about the
impacts of air pollution on natural and agricultural ecosys-
tems and global climate. Efforts by the federal government
to control air pollution nationwide began in 1955 with en-
actment and promulgation of the Air Pollution Control Act.
This act permitted federal agencies to aid state and local gov-
ernments who requested assistance to carry out research on
air pollution problems within their jurisdictions. This act was
important in that it established the ongoing principle that
state and local governments are ultimately responsible for air
quality within their jurisdictions.

The overall objectives of the EPA air quality monitor-
ing program are:

¢ To judge compliance with and/or progress made towards
meeting ambient air quality standards;

e To activate emergency control procedures that prevent or
alleviate air pollution episodes;

e To observe pollution trends;

e To provide a database for research evaluation of effects
(urban, land use, transportation planning);

e The development and evaluation of abatement strategies;
and

® The development and validation of diffusion models.



180 Chapter 12 * The Role of Environmental Monitoring in Pollution Science

HER LY

Mgy Faramwruny

pH

Total Dissolved Solids(TDS)

Hardness (total Ca + Mg)

Alkalinity

Total Dissolved Oxygen

Major Cations: Ca, Mg, Na, K, NH,

Major Anions: Cl, S0, HCO,, CO,, PO,, F, NO
Tolal Organic Carban (TOC)

Biological Oxygen Demand (BOD)

LTTETTTT

Wror rorpaes |

L=l

——— Form Anions: Se, As, Cr(V1), V, Mo, B

——— Form Cations: Fe, Al, Cu, Zn, Min, Ba, Be, Co,
Mi, ©d, Hg, Pb, Cr{lil), LI, Sn, Th

——— MNeutral: Si

— Radionudides: U, Ra, Rn

"L iSewrT e

-

Ligning, Humic Acids

Chiarophyl, Amino Acids, Fatty Acids
Phenols, Polyaromatic and

Aliphatic Hydrocarbons

AR DCed

LN gt was el & 5]

—— Chlorinated Hydrocarbons
L— salvents, Pesticides
—— Volatile Organic Hydrocarbons
Solvents, Light Fuals
Gasoline additives
L—— Semi-volatile Hydrocarbons
Oils, Fuels, Pesticides
Phihalates, Surfactants
Medicines
Example: Antibiotics

— Bactena

Culturabla, Viabile
Example: Enteric: Total
and Fecal, Coliforms

— Virusas

Example: Enterc

—— Profozoans

L Examplas: Giargia, Entamoeba

p— Hedminihs

L Examples: Parasitic Worms

L nTa
Examples: Blue - green

Figure 12.11 Major water properties. Adapted from Environmental Monitoring and Characterization ©

2004, Elsevier Academic Press, San Diego, CA.

The monitoring is accomplished through the use of net-
works of air monitoring stations (Figure 12.13). How are
networks established to meet monitoring requirements?
First, the objectives of the network need to be identified.
These generally include determining the highest concentra-
tions expected to occur in the area covered by the network;
determining representative concentrations in areas of high
population density; determining the impact of significant
sources or source categories on ambient pollution levels; and
determining general background concentration levels. Site

selection is obviously an important consideration when at-
tempting to meet these objectives.

General EPA guidelines for selecting monitoring sites
include locating sites in areas where pollutant concentrations
are expected to be highest; locating sites in areas representa-
tive of high population density; locating sites near significant
sources; locating sites upwind of the target region to estab-
lish background conditions; considering topographic fea-
tures and meteorological conditions (e.g., valleys, inversion
frequency); and considering the effects of nearby obstacles,
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pH sensor
(reference eleclorde)

pH sensor
(glass electrode)

Figure 12.12 Field portable multiprobe water quality meter (manufacturer: Horiba
Ltd.). The delicate multi-sensor array is covered with a protective sleeve. Each sensor re-

quires a different level of care and periodic calibration. From Environmental Monitoring and

Characterization © 2004, Elsevier Academic Press, San Diego, CA.

such as buildings and trees, on air flow patterns. Once the
sites are selected, consideration must be given to the control
of the sampling environment. An air-conditioned trailer is
often necessary at each site to properly maintain analytic in-
struments, data recorders, and calibration equipment. This
requires access to electrical power, surge protectors. and
backup power.

Most monitoring stations include a standard set of
meteorological instrumentation, such as a radiation-shielded
thermometer to measure air temperature, an anemometer and
wind vane to record wind speed and direction, and a pyra-
nometer to measure solar radiation (needed for ozone moni-
toring). In addition, other specialized instrumentation is used
for specific purposes (see Artiola et al., 2004).

12.9 CONCLUSIONS

Environmental monitoring is critical to the protection of hu-
man health and the environment. As the human population
continues to increase, and as industrial development and
energy use continues to increase, the continued production
of pollution remains inevitable. Thus, the need for environ-
mental monitoring is as great as ever. Continued advances in
the development and application of monitoring devices are
needed to enhance the accuracy and cost-effectiveness of
monitoring programs. Equally as important is the need to
produce more scientists and engineers who have the knowl-
edge and training required to successfully develop and oper-
ate monitoring devices.

Figure 12.13 An air quality monitoring station near a resi-
dential area in Tucson, Arizona. Meteorological sensors and
particulate matter samplers are visible in photograph. Note
the air-sampling probe (insert) through which air is drawn to
analytical instruments inside the trailer. (Photo courtesy A.
Matthias.) From Environmental Monitoring and Characterization © 2004,
Elsevier Academic Press, San Diego, CA.
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QUESTIONS AND PROBLEMS

1. The figure below shows an area divided into 20 squares with X
and O points marked. Which sampling locations appear to be
random and which are systematic? Use the 20 data points lead
values (mg kg~ ') to compute the sample mean, variance, stan-
dard deviation, and coefficient of variation values of the data
with the appropriate number of significant digits (see Table
12.1). Estimate the 95% confidence interval of the data (as-
sume that this is ~ sample mean X = 2s/Nm);

o o
o o)
o
o o o
o o
o
o o o )
o o )
ID LEAD ID LEAD
(mgkg™") (mgkg™")

01 18.25 11 21.25
02 30.25 12 16.75
03 20.00 13 55.00
04 19.25 14 122.2
05 151.5 15 127.7
06 37.50 16 25.75
07 80.00 17 21.50
08 46.00 18 4.00
09 10.00 19 4.25
10 13.00 20 9.50

REFERENCES AND ADDITIONAL READING

2. Using the calibration data shown in Table 12.2, plot the data
points and fit a linear regression using Excel spreadsheet
functions. Calculate the acid extractable aluminum concentra-
tion (in mg kg~ ") in a soil sample with the following informa-
tion: (a) the soil acid extract had an instrument response of
110,021; and (b) the soil:acid extract ratio was 1:5 on a mass
basis, that is, 10 g of soil were extracted with 50 ml of acid.

3. Using U.S. Public Land Survey notation, define the bottom
half location of filled square in location B of Figure 12.3 to
the nearest /% of a section.

4. Which regions of the electromagnetic spectrum are most use-
ful in monitoring vegetation cover? Explain your answer.

5. Explain why in Figure 12.7 there are more sampling locations
marked below than above the manufacturing plant.

6. Why has groundwater sampling and monitoring has become
such an important issue in the past two decades? Explain your
answer.

7. Why has surface water sampling and monitoring become such
an important issue in the past two decades? Explain your an-
Swer.

8. What water quality parameters can be routinely monitored di-
rectly in the field using portable monitoring devices?

9. What is the Air Pollution Control Act and how does it impact
our local air quality?
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Flow through system for fish toxicity testing.

Source: Broxham Environmental Laboratory (www.brixham-lab.com)
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13.1 HISTORY OF MODERN TOXICITY IN
THE UNITED STATES

In toxicology, we study both the adverse effects of chemicals
on health and the conditions under which those effects occur.
A natural outgrowth of biology and chemistry, toxicology be-
gan to assume a well-defined shape in just the past four to five
decades. Newer still, environmental toxicology is concerned
with the effects of chemical contaminants on various ecolog-
ical systems, both large and small. Here, we focus on some of
the basic principles of toxicology as related to environmental
contaminants.

The first federal law for regulating potentially toxic
substances was the Pure Food and Drug Act, passed by
Congress in 1906. Much of the impetus for this law came
from the work of Harvey Wiley, who was the chief chemist
of the Department of Agriculture under Theodore Roosevelt.
Wiley and his “Poison Squad” had a very personal interest in
their work—he and his team of chemists not infrequently
dosed themselves with suspect chemicals to test for their
deleterious effects (Rodricks, 1992).

The systematic study of toxic effects in laboratory ani-
mals (other than chemists) began in the 1920s, spurred by
concerns about the unwanted side effects of food additives,
drugs, and pesticides. (In this era DDT and related pesticides
first became available.) The 1930s saw issues raised about
occupational cancers and other chronic diseases resulting
from chemical exposures. These concerns and issues
prompted increased legislative activity culminating in the
modern version of the Food, Drug, and Cosmetic Act. This
law, enacted by Congress in 1938, was passed in response to
a tragic episode in which more than 100 people died from
acute kidney failure after ingesting contaminated sulfanil-
amide—the antibiotic had been improperly prepared in a
diethylene glycol solution (Rodricks, 1992).

The real growth of toxicology largely paralleled that
of the chemical industry, especially after World War II.
The thousands of new compounds produced by chemical
manufacturers created a need for information about their
possible harmful effects. This growth received a significant
stimulus from public opinion. Sporadically during the
1940s and 1950s, the public was presented with a series of
seemingly unconnected announcements about poisonous
pesticides in their foods, food additives of dubious safety,
chemical disasters in the workplace, and air pollution
episodes that claimed thousands of victims in urban centers
throughout the world. Then, in 1962, marine biologist
Rachel Carson (1907—-1964) drew together these various
environmental horror stories in her book, Silent Spring.
Menaced by the presence of synthetic chemical killers in
the environment, the public responded with a predictable
howl of outrage, which (among other things) fostered re-
newed interest in the science of toxicology. It also helped
pave the way for the introduction of several major federal
environmental laws in the late 1960s and early 1970s, and
for the creation of the EPA in 1970.

The relative newness of the science of toxicology is re-
flected in the fact that, even today, we have little solid infor-
mation about the toxicity of a large number of chemicals. Of
the 6,000,000 known chemicals, about 50,000 are in com-
mon use, and detailed chronic toxicity tests have been per-
formed on only a few hundred of these. Even for those that
have been tested, many questions remain about the interpre-
tation of the results obtained, including serious reservations
about the applicability of laboratory test results to human
populations in everyday situations. In many cases, then, we
lack a basic understanding of how toxicants act.

13.2 TOXIC VERSUS NONTOXIC

The term safe commonly means “without risk.” But this
common definition has no meaning in scientific study. Sci-
entists cannot ascertain conditions under which a given
chemical exposure is absolutely without risk of any type.
Conversely, they can describe conditions under which risks
are so low that they have no practical consequence to a spe-
cific population. In technical terms, the safety of chemical
substances—whether in food, drinking water, air, or the
workplace—has typically been defined as a condition of ex-
posure under which there is a “practical certainty” that no
harm will result to exposed individuals. In terms of mortal-
ity, this is usually accepted as a risk of 1:1,000,000 chance of
dying during a lifetime (see Chapter 14).

Another fundamental concept is the classification of
chemical substances as either safe or unsafe (or as toxic and
nontoxic). This type of classification can be highly problem-
atic. All substances, even those that we consume in high
amounts every day, can be made to produce a toxic response
under some conditions of exposure. In this sense, all sub-
stances can be “toxic.” Thus, safety involves not simply the
degree of toxicity of a substance, but rather the degree of risk
under given conditions. In other words, we ask, “What is the
probability that the toxic properties of a chemical will be ex-
pressed under actual or anticipated conditions of human or
animal exposure?” The science of risk assessment attempts
to link toxicological information on adverse effects to the
probability of toxic effects during likely exposure scenarios
(see Chapter 14).

13.3 EXPOSURE AND DOSE

Humans and other organisms can be exposed to substances in
different environmental media—air, water, soil, or food—or
they may have direct contact with a sample of the substance.
The exposure concentration is the amount of a substance
present in the medium with which an organism has contact.
The dose is the amount of the chemical that is received by
the target (organ). The exposure concentration may differ
from the dose owing to biochemical transformations in living
organisms.



Suppose, for example, a substance is present in drink-
ing water. The amount of this substance in the water is the
exposure concentration. For many environmental sub-
stances, this amount ranges from less than 1 microgram (ug)
to greater than 1 milligram (mg), and is usually reported as
milligrams or micrograms of the substance present in 1 liter
of water (i.e.,inmg L™ ' or pg L™").!

An individual’s intake—or dose—of this substance de-
pends on the amount present in a given volume of water and
on the amount consumed in a given period of time. Given the
concentration of the substance in water (say, in ppm) and the
human consumption of water per unit of time, it is possible
to estimate the total amount of the substance an individual
will consume through use of contaminated water. For in-
stance, adults are assumed to consume 2 L of water each day
through all uses (see Table 14.4). Thus, if a substance is pre-
sent at 10 mg L™' (= 10 ppm) in water, the average daily
individual intake of the substance is

10mg L' X 2Lday ' =20mgday '

Toxicity measures must also take body size differences into
account, usually by dividing daily intake by the weight of the
individual. That is, the toxicity of a substance is usually de-
pendent upon concentration per unit of body weight. Thus,
for a man of average weight (usually assumed to be 70 kg),
the daily dose of this substance is

20 mg day~'/70 kg = 0.29 mg kg~ ' day

For a person of lower weight, such as a female or child, the
daily dose at the same intake rate would be larger. For
example, a 50-kg woman ingesting this substance would re-
ceive a dose of

20 mg day~'/50 kg = 0.40 mg kg~ ' day

Using the same equation, a child of 10 kg would receive a
dose of 2.0 mg kg~ ' day~'. However, children drink less
water each day than do adults (say, 1 L), so a child’s dose
would be

10mgL —1 X 1Lday "/10kg = 1.0 mgkg ' day ™!

In general, the smaller the body size, the greater the dose (in
mg kg~ ! day ) received from drinking water. This is also
true of experimental animals. Usually rats or mice will re-
ceive a much higher dose of drinking water contaminants
than humans because of their much smaller body size.
Because each medium (air, soil, water) of exposure
must be treated separately, some calculations are more com-
plex than those of dose per liter of water. Many calculations
may simply be additive. For example, a human may be si-
multaneously exposed to the same substance through several
media (e.g., through inhalation, ingestion, and dermal con-
tact). Thus, if an individual can both ingest and inhale (say,
in the shower) some volatile compound in tap water, the

! These two units are sometimes expressed as the more ambiguous units of
parts per million (ppm) or parts per billion (ppb), respectively.
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total dose received by that individual is the sum of doses re-
ceived through each individual route. In some cases, how-
ever, it is inappropriate to add doses in this fashion because
the toxic effects of a substance may depend on the route of
exposure. For example, inhaled chromium is carcinogenic to
the lung, but it appears that ingested chromium is not. In
general, though, as long as a substance acts at an internal
body site (i.e., acts systematically rather than at a particular
point of initial contact), it is usually acceptable procedure to
add doses received from several routes.

Absorption, or absorbed dose, is another factor that
requires special attention when considering dose and expo-
sure. When a substance is ingested in food or drinking water,
it enters the gastrointestinal tract. When it is present in air
(e.g., as a gas, aerosol, particle, dust, or fume), it enters the
upper airways and lungs. A substance may also come into
contact with the skin and other body surfaces as a gas, liquid,
or solid. Some substances may cause toxic injury at the point
of initial contact (the skin, gastrointestinal tract, upper air-
ways, lungs, or eyes). Indeed, at high concentrations, most
substances do cause at least irritation at these points of con-
tact. However, for many substances, toxicity occurs after
they have been absorbed, that is, after they pass through
certain barriers (e.g., the wall of the gastrointestinal tract
or the skin itself), enter blood or lymph, and gain access to
the various organs or systems of the body. Some chemicals
may be distributed in the body in various ways and then
excreted. However, some chemical types—usually lipid-
soluble substances such as the pesticide dichlorodiphenyl-
trichloroethane (DDT)—can be stored for long periods of
time, usually in body fat.

Substances vary widely in extent of absorption. The
fraction of a dose that passes through the wall of the gas-
trointestinal tract may be very small (1 to 10% for some met-
als) or it may be substantial (close to 100% for certain types
of organic molecules). Absorption rates also depend on the
medium in which a chemical is present; a substance present
in water might be absorbed differently than the same sub-
stance present in, say, a fatty diet. Absorption rates also vary
among animal species and among individuals within a
species. Ideally, an estimation of a systemic dose should
consider absorption rates. Unfortunately, data on absorption
are limited for most substances, especially in humans, so ab-
sorption is not always included in dose estimation. In some
cases, dose estimates may be crudely adjusted on the basis of
the molecular characteristics of a particular substance and/or
general principles of absorption. In many cases, however,
absorption is simply considered to be complete by default.

The technique of extrapolation, or drawing inferences,
from experimentally observed results can also be a major
factor in predicting the likelihood of toxicity, say, from one
route of exposure to other routes, or from one organism to
another. Experiments for studying toxicity typically involve
intentional administration of substances to subjects (usually
mice or rats) through ingested food or inhaled air, or through
direct application to skin. In other cases, they may include
other routes of administration, such as injection under the
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skin (subcutaneous), into the blood (usually intravenous), or
into body cavities (intraperitoneal). Such toxicity studies in
experimental animals are of greatest value when experimen-
tal exposures mimic the mode of human exposure. Thus,
if both animals and humans are exposed to a contaminant
via drinking water, it is generally assumed that the data in
animals can be applied directly to humans. But when exper-
imental routes differ from human routes (e.g., animal ex-
posure via injection; human exposure via drinking water), a
correction or safety factor must be used to apply such data to
human exposures (see Chapter 14.2.3).

13.4 EVALUATION OF TOXICITY

Information on the toxic properties of chemical substances is
obtained through plant, bacterial, and animal studies; con-
trolled epidemiological investigations of exposed human
populations or microcosms; and clinical studies or case re-
ports of exposed humans or ecosystem studies (e.g., oil
spills). Other information bearing on toxicity derives from
experimental studies in systems other than whole animals
(e.g., isolated organics in cells or subcellular components)
and from analysis of the molecular structures of the sub-
stances of interest. These last two sources of information are
generally less certain as indicators of toxic potential.

Many types of toxicity studies can be conducted to
identify the nature of health damage produced by a substance
and the range of doses over which such damage is produced.
Each of the many different types of toxicological studies has
a different purpose. The usual starting point for such investi-
gations is a study of the acute (single-dose) toxicity of a
chemical in experimental animals, plants, or bacteria. Acute
toxicity studies are used to calculate doses that will not be
lethal to any organism and can be used in toxicity studies of
longer duration. Moreover, such studies provide an estimate
of the compound’s comparative toxicity and may indicate
the target organ system (e.g., kidney, lung, or heart) affected
in an animal. Once the acute toxicity is known, organisms
may be exposed repeatedly or continuously for several
weeks or months in subchronic toxicity (Table 13.1)
studies, or for close to their full lifetimes in chronic toxicity
(Table 13.2) studies.

When toxicologists examine the lethal properties of a
substance, they estimate its L.Dsq, which is the lethal dose for
50% of an exposed population (Figure 13.1). A group of
well-known substances and their LDs, values are listed in
Table 13.3. LDs studies reveal one of the basic principles of
toxicology:

® Not all individuals exposed to the same dose of a
substance will respond in the same way.
Thus, the same dose of a substance that leads to the death of
some experimental individuals will impair other organisms
and not affect other organisms at all.
The premise underlying animal toxicity studies is the
long-standing assumption that effects in humans can be

TABLE 13.1 Subchronic toxicity tests are employed to
determine toxicity likely to arise from repeated
exposures of several weeks to months.

Species

Rodents (usually rats) preferred for oral and inhalation studies;
rabbits for dermal studies; non-rodents (usually dogs)
recommended as a second species for oral tests

Age
Young adults

Number of animals

10 of each sex for rodents, 4 of each sex for non-rodents per dose
level

Dosage

Three dose levels plus a control group; include a toxic dose level
plus NOAEL*; exposures are 90 days

Observation period

90 days (same as treatment period)

*See Section 13.4.6.

inferred from effects observed in animals. This principle of
extrapolating animal data to humans has been widely ac-
cepted in scientific and regulatory communities. For in-
stance, all of the chemicals that have been demonstrated to
be carcinogenic in humans are carcinogenic in some, al-
though not all, animal species typically used for toxicologi-
cal studies. In addition, the acutely toxic doses of many
chemicals are assumed to be similar in humans and a variety
of experimental animals. This inference is based on the evo-
lutionary relationships between animal species. That is, at
least among mammals, the basic anatomical, physiological,
and biochemical parameters are expected to be much the
same across species.

On the whole, the general principle of making such
interspecies inferences is well founded. But some excep-
tions have been noted; for example, guinea pigs are much

TABLE 13.2 Chronic toxicity tests determine toxicity from
exposure for a substantial portion of a subject’s

life.

Species
Two species recommended; rodent and non-rodent (rat and dog)

Age

Young adults

Number of animals
20 of each sex for rodents, 4 of each sex for non-rodents per dose
level

Dosage

Three dose levels recommended; includes a toxic dose level and
NOAEL¥*; exposures generally for 12 months; FDA requests 24
months for food chemicals

Observation period
12-24 months

*See Section 13.4.6.



C.P. Gerba 187

100 = %
o 'i: Data Paoint
[ Fa
=] '
=1 '
@ ¥y
a "
o % !
E/LD_.
o T %‘ - .1 T T T T T
5 10 15 25 30 35

Dose (mg)

Figure 13.1 LDg, is the dose (in mg) lethal to 50% of the animals administered the dose.

more sensitive to dioxin (2,3,7,8-tetrachlorodibenzo-p-
dioxin) than are other laboratory animals. Many of these ex-
ceptions arise from differences in the ways various species
handle exposure to a chemical and to differences in phar-
macokinetics, which includes the rates at which a specific
chemical is distributed among tissues, the manner in which
it is excreted, and the types of metabolic changes it causes.
Because of these potential differences, it is essential to eval-
uate all interspecies differences carefully when inferring hu-
man toxicity from animal toxicological studies.

In the particular case of long-term animal studies con-
ducted to assess the carcinogenic potential of a compound,
certain general observations increase the overall strength of
the evidence that the compound is carcinogenic. Thus, for
example, an increase in the number of tissue sites affected by

TABLE 13.3 Approximate oral LDs in a species of rat for a
group of well-known chemicals.

CHEMICAL LDso (mg kg™ )
Sucrose (table sugar) 29,700
Ethyl alcohol 14,000
Sodium chloride (common salt) 3,000
Vitamin A 2,000
Vanillin 1,580
Aspirin 1,000
Chloroform 800
Copper sulfate 300
Caffeine 192
Phenobarbital, sodium salt 162
DDT 113
Sodium nitrite 85
Nicotine 53
Aflatoxin Bl 7
Sodium cyanide 6.4
Strychnine 2.5

From U.S. EPA, 1989.

the agent is a strong indicator of carcinogenicity, as is an
increase in the number of animal species, strains, and sexes
showing a carcinogenic response. Other observations that
affect the strength of the evidence may involve a high level
of statistical significance of the increase of tumor incidence
in treated versus control animals, as well as clear-cut
dose—response relationships in the data evaluated, such as
dose-related shortening of the time-to-tumor occurrence or
time-to-death with tumor and a dose-related increase in the
proportion of tumors that are malignant.

13.4.1 Manifestations of Toxicity

Toxic effects can take various forms. A toxic effect can be
immediate, as in strychnine poisoning, or delayed, as in lung
cancer. Indeed, cancer typically affects an individual many
years after continuous or intermittent exposure to a carcino-
gen. An effect can be local (i.e., at the site of application) or
systemic (i.e., carried by the blood or lymph to different
parts of the body). When examining toxic effects, there are
several important factors to consider, some of which are
dosage-related.

1. The severity of injury can increase as the dose increases
and vice versa. Some organic chemicals, for example,
are known to affect the liver. High doses of such a
chemical (e.g., carbon tetrachloride) will kill liver
cells—perhaps killing so many cells that the whole liver
is destroyed, so that most or all of the experimental
animals die. As the dose is lowered, fewer cells are
killed, but the liver exhibits other forms of injury that
indicate impairment in cell function and/or structure. At
still lower doses, no cell deaths may occur, and only
slight changes are observed in cell function or structure.
Finally, a dose may be so low that no effect is observed
or the biochemical alterations that are present have no
known adverse effects on the health of the animal. One
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of the goals of toxicity studies is to determine this dose
level, known as the no-observed-adverse-effect level
(NOAEL) (see Chapter 14.2.3).

2. The incidence of an effect, but not its severity, may
increase with increasing dosage. In such cases, as the
dose increases, the fraction of experimental organisms
experiencing diverse effects (i.e., disease or injury)
increases. At sufficiently high doses, all experimental
subjects will experience the effect. Thus, increasing the
dose increases the probability (i.e., the risk) that an
abnormality will develop in an exposed population.

3. Both the severity and the incidence of a toxic effect may
increase as the level of exposure increases. The increase
in severity is a result of increased damage at higher doses,
while the increase in incidence is a result of differences in
individual sensitivity. In addition, the site at which a
substance acts (e.g., liver, kidney) may change as the
dosage changes. Many toxic effects, including cancer, fall
in this category. Generally, as the duration of exposure
increases, the critical NOAEL dose decreases; in some
cases, new effects not seen with exposures of short
duration appear after long-term exposure.

4. The seriousness of a toxic effect must also be consid-
ered. Certain types of toxic damage, such as asbestosis
caused by inhalation of asbestos fibers, are clearly
adverse and are a definite threat to health. However, the
health significance of other types of effects observed
during toxicity studies may be ambiguous. For example,
at a given dose, a chemical may produce a slight
increase in body temperature. If no other effects are
observed at this dose, researchers cannot be sure that a
true adverse response has occurred. Determining
whether such slight changes are significant to health is
one of the critical issues in assessing safety.

5. Toxic effects also vary in degree of reversibility. In some
cases, an adverse health effect will disappear almost
immediately following cessation of exposure. At the
other extreme, some exposures will result in a permanent
injury—for example, a severe birth defect arising from
exposure to a substance that irreversibly damaged the
fetus at a critical moment of its development.
Furthermore, some tissues, such as the liver, can repair
themselves relatively quickly, while others, such as
nerve cells, have no ability to repair themselves. Most
toxic responses fall somewhere between these extremes.

13.4.2 Toxicity Testing

Any organism can be used to assess the toxicity of a sub-
stance. The choice of test organism depends on several fac-
tors, including budget, time, and the organism’s occurrence
in a given environment. The simplest and least costly tests
are performed with unicellular animals or plants and may
last only a few hours or days. In a water environment, for ex-
ample, Daphnia or algae may be used in testing for potential
aquatic pollutants. Short-term tests may look at the death or

Figure 13.2 Ceriodaphnia dubia, an invertebrate used for toxic-
ity testing. From South Dakota Department of Natural Resources

(www.state.5d.us).

immobilization of swimming Daphnia (Figure 13.2), while
longer term tests may look at the growth of the organisms
(increase in biomass) or numbers of offspring. Animals
higher in the food chain are also important in aquatic toxic-
ity tests, and experiments involving fish, amphibians, and
other macroinvertebrates are familiar standbys (Table 13.4).
For terrestrial toxicity tests, higher plant, rodent, or bird tox-
icity tests can be used. Strains of genetically characterized
rats and mice, for example, are often used in such studies.
Avian toxicity tests have also been developed; for instance,
birds are frequently used in evaluating the effects of pesti-
cides on nontarget species.

In environmental toxicology, researchers often perform
toxicity tests in artificially contained communities to assess
the environmental impacts of toxic substances after release
into the environment. These artificial communities, which
serve as laboratory models of natural ecosystems, are

TABLE 13.4 Organisms commonly used in toxicity testing.

TYPES OF ORGANISMS ORGANISM

Daphnia magna

Crayfish

Mayflies

Midges

Plandria

Rainbow Trout

Goldfish

Fathead minnow

Catfish

Chlarnydomonas reinhardi
(green algae)

Microcystis aeruginosa
(blue-green algae)

Mammals Rats

Mice

Bobwhite

Ring-necked pheasant

Invertebrates

Aquatic Vertebrates

Algae

Avian Species

From Pollution Science © 1996, Academic Press, San Diego, CA.



Figure 13.3 Laboratory microcosms. (www.tamut.edu/~allard/

Biology/labs/general_ecology/fall2001.htm).

referred to as microcosms. While many microcosms are
elaborate systems that effectively mimic whole ecosystems,
some microcosms may be nothing more than a set of glass
jars containing soil or water with sediment at the bottom
(Figure 13.3). But even simple glass jars allow researchers
to examine the effect of substances on multi species, such as
algae, bacteria, and microinvertebrates.

Toxicity experiments vary widely in design and proto-
cols. Some tests and research-oriented investigations are
conducted using prescribed study designs, as is the case with
carcinogenicity assays in fish. In connection with premarket
testing requirements for certain classes of chemicals, how-
ever, regulatory and public agencies have developed rela-
tively few standardized tests for various types of toxicity.

Rats and mice are the most commonly used laboratory
animals for toxicity testing. These rodents are inexpensive
and can be handled relatively easily; moreover, the genetic
background and disease susceptibility of these species are
well established. In addition, the full life span of these small
rodents is complete in 2 to 3 years; thus, the effects of lifetime
exposure to a substance can be measured relatively quickly.
Other rodents such as hamsters and guinea pigs are also com-
mon laboratory subjects, as are rabbits, dogs, and primates.
Usually, the choice of experimental animal depends on the
system being studied. Reproductive studies, for example, of-
ten use primates such as monkeys or baboons because their
reproductive systems are similar to that of humans. Similarly,
rabbits are often used for testing dermal toxicity because their
shaved skin is more sensitive than that of other animals.

Animals are usually exposed by a route that is as close
as possible to the route by which humans will be exposed. In
some cases, however, it may be necessary to use other routes
or conditions of dosing to achieve the desired experimental
dose. For example, some substances are administered by
stomach tube (gavage) because they are too volatile or un-
palatable to be placed in the animals’ feed at the high levels
needed for toxicity studies.
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A toxicity experiment is of limited value unless re-
searchers find a dose of sufficient magnitude to cause some
type of adverse effect within the duration of the experiment.
If no effects are seen at any dose administered, the toxic
properties of the substance cannot be characterized; thus, ex-
periments may be repeated at higher doses or for longer
times until distinct adverse effects are observed. The most
distinctive adverse effect is, of course, death. Therefore, re-
searchers frequently begin their experiments by determining
the LDs, since the endpoint of this experiment (death) is
easily measured. Next, researchers usually look at the effects
of lower doses administered over longer periods to find the
range of doses over which adverse effects occur and to iden-
tify the NOAEL for these effects.

Studies may be characterized according to the duration
of exposure. Acute toxicity studies involve a single dose or
exposures of very short duration (e.g., 8 hours of inhalation).
Chronic studies involve exposures for nearly the full lifetime
of the experimental animals, while subchronic studies vary
in duration between these two extremes. Although many dif-
ferent dose levels are needed to develop a well-characterized
dose—response relationship, practical considerations usually
limit the number to two or three, especially in chronic stud-
ies. Experiments involving a single dose are frequently re-
ported, but these leave great uncertainty about the full range
of doses over which effects are expected.

13.4.3 Toxicity Tests for Carc