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PREFACE TO 
THE SECOND EDITION

T he first edition of this book did not contain an exposition 
of Aristotle’s modal syllogistic. I was not able to examine 
Aristotle’s ideas of necessity and possibility from the standpoint 
of the known systems of modal logic, as none of them was in my 
opinion correct. In order to master this difficult subject I had 
to construct for myself a system of modal logic. The first outlines 
of this I developed in connexion with Aristotle’s ideas in my 
lectures delivered in the Royal Irish Academy during 1951 and 
in the Queen’s University of Belfast in 1952. The complete 
system I published in The Journal of Computing Systems, 1953. 
M y system of modal logic is different from any other such 
system, and from its standpoint I was able to explain the diffi­
culties and correct the errors of the Aristotelian modal syllo­
gistic.

M y book on Aristotle's Syllogistic has met with a favourable 
reception to my knowledge in more than thirty articles and 
reviews published over the world in English, French, German, 
Hebrew, Italian, and Spanish. I have ever since been anxious 
for an opportunity to discuss some of the critical remarks of my 
reviewers, but in the present issue it has been possible only to 
add the chapters on modal logic (as the text of the first edition 
was already printed). I am most grateful to the Clarendon Press 
for the chance to do so.

J. L.
DUBLIN

30 June 1955

PUBLISHER’S NOTE
Professor Jan Lukasiewicz died in Dublin on the 13th of Feb­
ruary, 1956, and thus could not see his book through the Press. 
This was done by his former pupil, Dr. Czeslaw Lejewski, who 
read the proofs of the added chapters and extended the index.





PREFACE TO
THE FIRST EDITION

I n  June 1939 I read a paper at the Polish Academy of Sciences 
in Cracow on Aristotle’s syllogistic. A  summary of this paper 
was printed in the same year, but could not be published 
because of the war. It appeared after the war, but was dated 
‘ 1939’. During the summer of 1939 I prepared, in Polish, a more 
detailed monograph on the same subject, and I had already 
received the proofs of its first part when in September the 
printer’s office was completely destroyed by bombing and every­
thing was lost. At the same time my whole library together 
with my manuscripts was bombed and burnt. It was impossible 
to continue the work during the war.

Not till ten years later did I get a fresh opportunity to take 
up my investigations into Aristotle’s syllogistic, this time in 
Dublin, where since 1946 I have been lecturing on mathe­
matical logic at the Royal Irish Academy. At the invitation of 
University College, Dublin, I gave ten lectures on Aristotle’s 
syllogistic in 1949, and the present work is the result of those 
lectures.

This work is confined to the non-modal or ‘assertoric’ syl­
logisms, since the theory of these is the most important part of 
the Aristotelian logic. A  systematic exposition of this theory is 
contained in chapters 1, 2, and 4-7 of Book I of the Prior 
Analytics. These chapters in Th. Waitz’s edition— now more 
than a century old— are the main source of my exposition. 
I regret that I could not use the new text of the Prior Analytics 
edited with an introduction and a commentary by Sir David 
Ross and published in 1949, since the historical part of my work 
was already finished when this edition appeared. I could only 
correct my quotations from Aristotle by the text of Sir David 
Ross. In the English version of the Greek texts of the Analytics 
I adhered as far as possible to the Oxford translation of 
Aristotle’s works. Besides the text of the Prior Analytics I took 
into consideration the ancient commentators, especially Alex­
ander. I may mention here that I owe to an anonymous ancient
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commentator the solution of historical problems connected 
with the alleged invention of the fourth syllogistical figure 
by Galen.

The present work consists of an historical part, Chapters I—III, 
and a systematic part, Chapters IV  and V. In the historical 
part I have tried to expound the Aristotelian doctrines follow­
ing the texts as closely as possible, but everywhere I have been 
anxious to explain them from the standpoint of modern formal 
logic. In my opinion there does not exist today a trust­
worthy exposition of the Aristotelian syllogistic. Until now 
all expositions have been written not by logicians but by 
philosophers or philologists who either, like Prantl, could 
not know or, like Maier, did not know modern formal logic. 
All these expositions are in my opinion wrong. I could not 
find, for instance, a single author who realized that there is a 
fundamental difference between the Aristotelian and the tradi­
tional syllogism. It seems to me therefore that my own exposi­
tion is entirely new. In the systematic part I have tried to 
explain some theories of modern formal logic necessary to an 
understanding of Aristotle’s syllogistic, and have tried to com­
plete this syllogistic on the lines laid down by Aristotle him­
self. I was again anxious to be as clear as possible, so that my 
exposition could be understood by scholars not trained in sym­
bolic or mathematical thinking. I hope therefore that this part 
of my work may be used as an introduction to modern formal 
logic. The most important new results in this part I consider 
to be the proof of decision, given by my pupil J. Slupecki, and 
the idea of rejection introduced by Aristotle and applied by my­
self to the theory of deduction.

I am sincerely grateful to the Royal Irish Academy, which, 
by giving me a position in Dublin, has enabled me to write this 
book, and to University College, Dublin, for its kind invitation 
to deliver lectures on Aristotle’s logic. I am grateful to the 
Professors of University College, Dublin, Father A. Gwynn, S.J., 
and Monsignor J. Shine, who were kind enough to lend me the 
necessary books. I owe a debt to Sir David Ross, who read my 
typescript and made some suggestions I was glad to accept. 
M y special thanks are due to the late Father A. Little, S.J., 
who, although already dangerously ill, willingly corrected the 
English of the first chapter, to Victor Meally in Dublin, and in
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particular to David Rees of Bangor, who read and corrected 
the English of the whole work. I am also deeply indebted to the 
officials of the Clarendon Press for their zeal and courtesy in 
preparing my typescript for printing. The section on Galen is 
dedicated to my friend Professor Heinrich Scholz of Munster, 
Westphalia, who was of great assistance to myself and to my 
wife during the war, and especially during our stay in Munster 
in 1944. The whole work I dedicate to my beloved wife, Regina 
Lukasiewicz nee Barwmska, who has sacrificed herself that I 
might live and work. Without her incessant care during the war, 
and without her continual encouragement and help in the lone­
liness of our exile after it, I could never have brought the book 
to an end.

J.
DUBLIN

7 May  195°
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C H A P T E R  I

ELEMENTS OF THE SYSTEM
§ i . The true form of the Aristotelian syllogism
In three recently published philosophical works the following is 
given as an example of the Aristotelian syllogism i1

(1) All men are mortal,
Socrates is a man,

therefore
Socrates is mortal.

This example seems to be very old. With a slight modification—  
‘animal’ instead of ‘mortal’— it is quoted already by Sextus 
Empiricus as a ‘Peripatetic’ syllogism.2 But a Peripatetic syllo­
gism need not be an Aristotelian one. As a matter of fact the 
example given above differs in two logically important points 
from the Aristotelian syllogism.

First, the premiss ‘Socrates is a man’ is a singular proposition, 
as its subject ‘Socrates’ is a singular term. Now Aristotle does not 
introduce singular terms or premisses into his system. The follow­
ing syllogism would therefore be more Aristotelian:

(2) All men are mortal,
All Greeks are men,

therefore
All Greeks are mortal.3

This syllogism, however, is still not Aristotelian. It is an inference, 
where from two premisses accepted as true, ‘All men are mortal’ 
and ‘All Greeks are men’, is drawn the conclusion ‘All Greeks 
are mortal’. The characteristic sign of an inference is the word

1 See Ernst Kapp, Greek Foundations o f Traditional Logic, New York (1942), p. 11 ;  
Frederick Gopleston, S.J., A History o f Philosophy, vol. i: Greece and Rome (1946), 
p. 277; Bertrand Russell, History o f Western Philosophy, London (1946), p. 218.

2 Sextus Empiricus, Hyp. Pyrrh. ii. 164 Σ ω κρά της άνθρωπος, πας άνθρωπος ζω ον, 
Σ ω κράτης άρα ζωον. A  few lines earlier Sextus says that he will speak about the 
so-called categorical syllogisms, π€ρί τω ν κατηγορικών καλούμενων συλλογισμώ ν, 
used chiefly by the Peripatetics, of? χρώ νται μάλιστα οι από του Π εριπάτου. See also 
ibid. ii. 196, where the same syllogism is cited with the premisses transposed.

3 B. Russell, op. cit., p. 219, gives form (2) immediately after form (1), adding 
in brackets the remark: ‘Aristotle does not distinguish between these two forms; 
this, as we shall see later, is a mistake.* Russell is right when he says that these two 
forms must be distinguished, but his criticism should not be applied to Aristotle.
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‘therefore’ (a p a ). Now, and this is the second difference, no syllo­
gism is formulated by Aristotle primarily as an inference, but they 
are all implications having the conjunction of the premisses as the 
antecedent and the conclusion as the consequent. A  true example 
of an Aristotelian syllogism would be, therefore, the following 
implication:

(3) If  all men are mortal 
and all Greeks are men, 

then all Greeks are mortal.

This implication is but a modern example of an Aristotelian 
syllogism and does not exist in the works of Aristotle. It would be 
better, of course, to have as an example a syllogism given by 
Aristotle himself. Unfortunately no syllogism with concrete terms 
is to be found in the Prior Analytics. But there are some passages 
in the Posterior Analytics from which a few examples of such 
syllogisms may be drawn. The simplest of them is this:

(4) If  all broad-leaved plants are deciduous 
and all vines are broad-leaved plants, 

then all vines are deciduous.1

All these syllogisms, whether Aristotelian or not, are only 
examples of some logical forms, but do not belong to logic, be­
cause they contain terms not belonging to logic, such as ‘man’ or 
‘vine’. Logic is not a science about men or plants, it is simply 
applicable to these objects just as to any others. In order to get a 
syllogism within the sphere of pure logic, we must remove from 
the syllogism what may be called its matter, preserving only its 
form. This was done by Aristotle, who introduced letters instead 
of concrete subjects and predicates. Putting in (4) the letter A 
for ‘deciduous’, the letter B  for ‘broad-leaved plant’, the letter C  
for ‘vine’, and using, as Aristotle does, all these terms in the 
singular, we get the following syllogistic form:

(5) If  all B  is A  
and all C  is By 

then all C  is A .

1 An. post. ii. 16, 98^5-10 Ιστω γάρ το φυλλορροάν εφ* ου Λ, το δε πλατύφυλλου εφ* 
ου B y άμπελος Βε εφ* ου Γ. ει Βη τω Β ύπαρχο, το Α (παν γάρ πλατύφυλλου φυλλορροεΐ) y 
τω Be Γ  ύπαρχο το Β  (πάσα γάρ άμπελος πλατύφυλλος), τω Γ  ύπαρχο το Α, και πάσα 
άμπελος φυλλορροεΐ. From this somewhat carelessly written passage— after τω B y τω  
Βε T, and τω  T, παντί ought to be inserted— we get the following syllogism in con­
crete terms: εΐ παν πλατύφυλλου φυλλορροεΐ και πάσα άμπελος πλατύφυλλος> πάσα 
άμπελος φυλλορροεΐ.

§ i
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This syllogism is one of the logical theorems invented by Aristotle, 
but even it differs in style from the genuine Aristotelian syllogism. 
In formulating syllogisms with the help of letters, Aristotle 
always puts the predicate in the first place and the subject in the 
second. He never says ‘All B  is A\  but uses instead the expres­
sion ‘A is predicated of all B ’ or more often ‘A belongs to all B \ l 
Let us apply the first of these expressions to form (5); we get an 
exact translation of the most important Aristotelian syllogism, 
later called ‘Barbara’ :

(6) I f  A is predicated of all B 
and B is predicated of all C, 

then A is predicated of all C.2

Starting with the unauthentic example (1) we have reached 
thus by a step-by-step transition the genuine Aristotelian syllo­
gism (6). Let us now explain these steps and establish them on a 
textual basis.

§ 2. Premisses and terms
Every Aristotelian syllogism consists of three propositions called 

premisses. A  premiss (πρότασις) is a sentence affirming or deny­
ing something of something.3 In this sense the conclusion is also 
a ττρότασις, because it states something about something.4 The 
two elements involved in a premiss are its subject and predicate. 
Aristotle calls them ‘terms’, defining a term (όρος) as that into 
which the premiss is resolved.5 The original meaning of the Greek 
όρος, as well as of the Latin terminus, is ‘limit’ or ‘boundary’. 
The terms of a premiss, its subject and predicate, are the limits 
of the premiss, its beginning and end. This is the very meaning of 
the word όρος, and we should be careful not to identify this logical 
word with such psychological or metaphysical words as ‘idea’, 
‘notion’, ‘concept’, or Begriff in German.6

1 to A  κατηγορεΐται κατά παντο? τοΰ B  or το A  υπάρχει παντι τω Β. See also 

ρ· Ι4> η·
2 An. pr. i. 4» 25b37 €t* Ύ̂ Ρ τ °  ^  κατά παντός τοΰ Β καί το Β  κατά παντός τον Γ> 

ανάγκη το Α  κατά παντός τοΰ Γ  κατηγορεΐσθαι. The word ανάγκη omitted in the 
translation will be explained later.

3 Ibid. I, 24*16 πρότασις μεν οΰν έστι λόγος καταφατικός η άποφατικός τίνος 
κατά τίνος.

4 Ibid. ii. I, 53a8 το δ€ συμπέρασμα τι κατά τινός έστιν.
5 Ibid. i. I, 24b l6 όρον 8e καλώ €ΐς ον διαλύεται ή πρότασις, οΐον το τε κατηγο­

ρούμενον και το καθ* ον κατηγορεΐται.
6 Aristotle also uses the word όρος in the sense of ορισμός, i.e. ‘definition*.
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Every premiss is either universal, particular, or indefinite. 
‘Α 1Γ and ‘no’ added to the subject are the signs of universality, 
‘some’ and ‘some not’ or ‘not all’ are the signs of particularity. 
A  premiss without a sign of quantity, i.e. of universality or parti­
cularity, is called indefinite, e.g. ‘Pleasure is not good’.1

Nothing is said in the Prior Analytics about the terms. A defini­
tion of the universal and the singular terms is given only in the 
De Interpretatione, where a term is called universal if it is of such a 
nature as to be predicated of many subjects, e.g. ‘man’ ; a term 
which does not have this property is called singular, e.g. ‘Callias’.2 
Aristotle forgets that a non-universal term need not be singular, 
for it may be empty, like the term ‘goat-stag’ cited by himself a 
few chapters before.3

In building up his logic Aristotle did not take notice either of 
singular or of empty terms. In the first chapters of the Prior 
Analytics, containing the systematic exposition of his syllogistic, 
only universal terms are mentioned. Alexander justly remarks 
that the very definition of the premiss given by Aristotle has 
application to universal terms alone and is not suitable to indi­
vidual or singular.4 It is evident that the terms of universal and 
particular premisses must be universal. Aristotle certainly would 
not accept as meaningful expressions like ‘All Calliases are men’ 
or ‘Some Calliases are men’, if there were only one Callias. The 
same must be said about the terms of indefinite premisses: they, 
too, are universal. This follows both from the name Aristotle has 
chosen for them and from the examples he gives. A  man who is

I willingly agree with E. Kapp, who says (op. cit., p. 29) that these two different 
meanings of the word δρος ‘are entirely independent of one another and were never 
mixed up by Aristotle himself. But unfortunately no less a scholar than Carl 
P ran tl. . . based his picture of Aristotle’s logic on this homonymy . . .  he identified 
the empty, syllogistic horos (“ term” ) with the metaphysical correlate of horos in the 
sense of definition (“ Begriff” in Prantl’s German). The result was a disastrous 
confusion.*

1 An. pr. i. 1, 24*17 (continuation of the text quoted in p. 3, n. 3) ουτος δε ή 
καθόλου ή εν μερει ή αδιόριστος, λόγω δε καθόλου μεν τό παντί ή μηδενί ύπήρχειν, εν 
μερει δε τδ τινι ή μη τινι η μη παντι υπήρχαν, άδιόριστον δε τό υπήρχαν η μη υπήρχαν 
άνευ του καθόλου η κατα μέρος, οΐον τό των εναντίων είναι την αυτήν επιστήμην ή τό την 
ηδονήν μή είναι αγαθόν.

2 De int. 7, I7a39 λέγω δε καθόλου μεν δ επί πλειόνων πεφυκε κατηγορεΐσθαι, καθ' 
έκαστον δε δ μή, οΐον άνθρωπος μεν των καθόλου, Καλλίας των καθ' έκαστον.

3 Ibid. I, 16a 16 τραγέλαφος.
4 Alexander 100. 11 κατά γάρ αισθητού και ενός κατ' αριθμόν ούκεθ' αρμόζει τό 

κατά παντός ουδέ ό διορισμός δλως· δ γάρ διορισμός των προτάσεων επί των καθόλου 
χώραν όχεί' τά δε άτομα ου καθόλου. Cf. ibid. 65. 26.

§2
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undecided whether it is true to say ‘No pleasure is good5 or only 
‘Some pleasure is not good’, may say without defining the 
quantity of the subject: ‘Pleasure is not good.’ But in this last 
sentence ‘pleasure’ is still a universal term as it was in the two 
previous sentences. Throughout the whole systematic exposition 
of his syllogistic Aristotle in practice treats indefinite premisses 
like particulars without explicitly stating their equivalence.1 This 
was done only by Alexander.2

Indefinite premisses are of no importance in the Aristotelian 
system of logic. No logical thesis, whether a law of conversion or 
a syllogism, is formulated by Aristotle with this kind of premiss. 
It was but right that they should be dropped by later logicians, 
who retained only four kinds of premiss, well known to every 
student of traditional logic, viz. the universal affirmative, the 
universal negative, the particular affirmative, and the particular 
negative. In this fourfold division there is no place left for singular 
premisses.3

§ 3. Why singular terms were omitted by Aristotle
There is an interesting chapter in the Prior Analytics where 

Aristotle divides all things into three classes. Some, he says, are 
such that they cannot be predicated truly of anything at all, 
like Cleon and Callias and the individual and sensible, but other 
things may be predicated of them, e.g. man or animal. Some 
other things, and these are the second class, are themselves 
predicated of others but nothing prior is predicated of them. For 
this class of things no example is given, but it is clear that Aris­
totle means what is most universal, like being, to ov . T o the third 
class belong those things that may be predicated of others and 
others of them, e.g. man of Callias and animal of man, and 
as a-rule, concludes Aristotle, arguments and inquiries are con­
cerned with this class of things.4

1 See, for example, An. pr. i. 4, 26*29 ο γαρ αυτός carat συλλογισμός αδιόριστου tc 
και iv μόρα ληφθίντος, or 7, 29a27 δήλον δί και ότι τό άδιόριστον αντί του κατηγορικοΰ 
του 4ν μίρα τιθίμενον τον αυτόν ποίησα συλλογισμόν ίν άπασι τοις σχημασιν.

2 Alexander 30· 29 π-epl 8e των αδιόριστων (scil. της των αδιόριστων αντίστροφης) 
ου λίγα, ότι μηδί χρήσιμοι προς συλλογισμούς ασιν αυται, και ότι ίσον ταΐς ίπι μίρους 
δύνανται.

3 Arguments on behalf of the thesis that singular propositions may be regarded 
as forming a sub-class of universals— see, for example, J. N. Keynes, Formal Logicy 
London (1906), p. 102— are in my opinion entirely wrong.

4 An. pr. i. 27, 43a25~43 απάντων δη των οντων τα μίν ίστι τοιαυτα ώστ€ κατά 
μηδενός άλλου κατηγορασθαι αληθώς καθόλου (οΐον Κλίων και Καλλιας και τό καθ'
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There are some inexactitudes in this passage that must first be 
corrected. It is not correct to say that a thing may be predicated 
of another thing. Things cannot be predicated, because a predi­
cate is a part of a proposition and a proposition is a series of 
spoken or written words having a certain meaning. The term 
‘Callias’ may be predicated of another term, but never the thing 
Callias. The given classification is not a division of things but a 
division of terms.

It is further not correct to say that individual or singular terms, 
like ‘Callias’, cannot be truly predicated of anything else. Aris­
totle himself gives examples of true propositions with a singular 
predicate, as ‘That white object is Socrates’ or ‘That which 
approaches is Callias’,1 saying that such propositions are ‘inci­
dentally’ true. There are other examples of this kind which are not 
merely incidentally true, as ‘Socrates is Socrates’ or ‘Sophroniscus 
was the father of Socrates’.

A third inexactitude concerns the conclusion drawn by Aris­
totle from this classification of terms. It is not true that our 
arguments and inquiries deal as a rule with such universal terms 
as may be predicated of others and others of them. It is plain 
that individual terms are as important as universal, not only in 
everyday life but also in scientific researches. This is the greatest 
defect of the Aristotelian logic, that singular terms and proposi­
tions have no place in it. What was the cause?

There is an opinion among philosophers that Aristotle con­
structed his system of logic under the influence of Plato’s philo­
sophy; for it was Plato who believed that the object of true 
knowledge must be stable and capable of a precise definition, 
which is of the universal and not of the singular. I cannot agree 
with this opinion. It has no confirmation in the text of the Prior 
Analytics. This purely logical work is entirely exempt from any 
philosophic contamination; so is the passage cited above. The 
argument that our inquiries are concerned with universal terms 
as a rule is a practical one, and though it is very weak and

§3

έκαστον καί αισθητόν), κατά δε τούτων άλλα (καί γάρ άνθρωπος καί ζώον εκάτερος 
τούτων εστί)' τα δ* αυτά μεν κατ' άλλων κατηγορεΐται, κατά δε τούτων άλλα πρότερον 
ου κατηγορεΐταί' τά δέ καί αυτά άλλων καί αυτών ετερα, οΐον άνθρωπος /Γάλλιου καί 
ανθρώπου ζώον. . . . καί σχεδόν οΐ λόγοι καί αΐ σκεφεις εισί μάλιστα περί τούτων.

1 An. pr. i. 27, 43a33 τ ών γάρ αισθητών σχεδόν εκαστόν εστι τοιοΰτον ώστε μη κατη- 
γορεισθαι κατά μηδενός, πλην ώς κατά συμβεβηκός* φαμεν γάρ ποτέ το λευκόν εκείνο 
Σωκράτηυ εΐυαι καί το προσιόν /Γαλλίαν.



Aristotle must have felt its weakness, yet it is not corroborated 
by any philosophical argument borrowed from Plato.

There is, however, another remarkable point that may throw 
some light on our problem. Aristotle emphasizes that a singular 
term is not suited to be a predicate of a true proposition, as a 
most universal term is not suited to be a subject of such a propo­
sition. The first assertion, as we have already seen, is not gener­
ally true, and the second also seems to be false. But it does not 
matter whether these assertions are true or false. It suffices to 
know that Aristotle regarded them as true and that he eliminated 
from his system just those kinds of terms which in his opinion 
were not suited to be both subjects and predicates of true pro­
positions. And here, as I see it, lies the chief point of our problem. 
It is essential for the Aristotelian syllogistic that the same term 
may be used as a subject and as a predicate without any restric­
tion. In all three syllogistic figures known to Aristotle there 
exists one term which occurs once as a subject and then again 
as a predicate: in the first figure it is the middle term, in the 
second figure the major term, and in the third figure the minor 
term. In the fourth figure all three terms occur at the same 
time as subjects and as predicates. Syllogistic as conceived by 
Aristotle requires terms to be homogeneous with respect to 
their possible positions as subjects and predicates. This seems 
to be the true reason why singular terms were omitted by 
Aristotle.

§ 4. Variables

In Aristotle’s systematic exposition of his syllogistic no examples 
are given of syllogisms with concrete terms. Only non-valid com­
binations of premisses are exemplified through such terms, which 
are of course universal, like ‘animal’, ‘man’, ‘horse’. In valid 
syllogisms all terms are represented by letters, i.e. by variables, 
e.g. ‘If R belongs to all S and P  belongs to some 5, then P  belongs 
to some R \l

The introduction of variables into logic is one of Aristotle’s 
greatest inventions. It is almost incredible that till now, as far as I 
know, no one philosopher or philologist has drawn attention to

1 Ibid. i. 6, 28^7 V®/5 P  τταντι τω Σ  το 8e Π  τινί, ανάγκη το Π  τινί τω
Ρ  ύπάρχαν. This is a mood of the third figure, called later Disamis, with transposed 
premisses.

§3 WHY SINGULAR TERMS WERE OMI TTED 7
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this most important fact.1 I venture to say that they must all 
have been bad mathematicians, for every mathematician knows 
that the introduction of variables into arithmetic began a new 
epoch in that science. It seems that Aristotle regarded his in­
vention as entirely plain and requiring no explanation, for there 
is nowhere in his logical works any mention of variables. It was 
Alexander who first said explicitly that Aristotle presents his 
doctrine in letters, στοιχεία, in order to show that we get the 
conclusion not in consequence of the matter of the premisses, but 
in consequence of their form and combination; the letters are 
marks of universality and show that such a conclusion will follow 
always and for any term we may choose.2 There is another com­
mentator, John Philoponus, who is also fully aware of the signi­
ficance and importance of variables. He says that Aristotle, after 
showing by examples how every premiss may be converted, states 
some universal rules of conversion taking letters instead of terms. 
For a universal sentence is disproved by one example in which it 
is false, but is proved either by going through all particulars 
(which is an endless and impossible operation) or by stating an 
evident universal rule. Such a rule is given here by Aristotle in 
letters, and the reader is allowed to substitute (ύποβάΧλ ι̂ν) for 
the letters any concrete terms he wants.3

We know already that only universal terms may be substituted 
for the variables. In an example quoted above,4 Aristotle per­
forms such a substitution, saying: ‘Let A be deciduous, B—  
broad-leaved plant, C— vine.’ This is the only kind of substitu­
tion we meet in the Prior Analytics. Aristotle never substitutes for a 
variable A another variable B , although he is perfectly aware that 
the same syllogistic mood may be formulated with different

1 I am glad to learn that Sir David Ross in his edition of the Analytics, p. 29, 
emphasizes that by using variables Aristotle became the founder of formal logic.

2 Alexander 53. 28 έπι στοιχείων την διδασκαλίαν ποΐ€Ϊται νπϊρ τοΰ ε’νδεί£ασ0αι. 
ημΐν, ότι ου παρά την ύλην γίνεται τά συμπεράσματα αλλά παρά το σχήμα και την 
τοιαυτην των προτάσεων συμπλοκήν και τον τρόπον ον γάρ ότι ηδε η όλη, συνάγεται 
συλλογιστικώς τάδε, άλλ* ότι η συζυγία τοιαντη* τά ονν στοιχεία τοΰ καθόλου και άει 
και επί παντός τοΰ ληφθέντος τοιοΰτον έσεσθαι το συμπέρασμα δεικτικά ε’στιν.

3 Philoponus 4.6. 25 δείξας όπως έκαστη των προτάσεων αντιστρέφει διά παραδει-
γμάτων . . . καθολικούς κανόνας παραδίδωσιτά στοιχεία παραλαμβάνων αντί των όρων . . . 
τον μεν γάρ καθόλου λόγον ελέγχει μεν και εν παράδειγμα, ως ηδη εΐρηται, κατασκευάζει 
δε η η διά πάντων των κατά μέρος διέξοδος, όπερ έστιν άπειρον και αδύνατον, η η διά 
καθολικοΰ κανόνος πίστις’ όπερ ποιεί νΰν διά των στοιχείων διδούς έκάστω, ώσπερ 
εΐρηται, έπ* εξουσίας χρησθαι και νποβάλλειν αντί των στοιχείων οΐας αν βουληται 
όλης όρους, 4 See ρ. 2, η.
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variables. The mood Disamis, for instance, cited at the beginning 
of this section, is formulated with the letters R, S, P; elsewhere it 
is formulated with C, j9, A .1 It is evident that the validity of a 
syllogism does not depend on the shape of the variables used in 
its formulation: Aristotle knows that without saying it. It is again 
Alexander who states this fact explicitly.2

There is no passage in the Prior Analytics where two different 
variables are identified. Even where the same term is substituted 
for two variables, these two variables are not identified. In Book 
II of the Prior Analytics Aristotle discusses the problem whether 
a syllogism can be made out of opposite premisses. This can be 
done, he states, in the second and third figure. Let B  and C, he 
continues, both stand for ‘science’ and A for ‘medicine’ . If  one 
assumes that ‘All medicine is science’ and that ‘No medicine is 
science’, he has assumed that ‘B  belongs to all A ’ and ‘C belongs 
to no A\  so that ‘Some science is not science’.3 The syllogistic 
mood to which this refers runs thus: ‘If  B  belongs to all A and C  
belongs to no A, then Cdoes not belong to some j5.’4 In order to get 
from this mood a syllogism with opposite premisses, it suffices to 
identify the variables B  and C, i.e. to substitute B  for C. We get 
by this substitution: ‘If B  belongs to all A and B  belongs to no A , 
then B  does not belong to some B 9 The heavy roundabout way 
by means of concrete terms, such as ‘science’ and ‘medicine’, is 
quite unnecessary. It seems that the straight way in this problem, 
i.e. the way by identifying variables, was not seen by Aristotle.

Aristotle knows that sentences like ‘Some science is not science’ 
cannot be true.5 The generalization of such sentences ‘Some A is 
not A 9 (i.e. ‘A does not belong to some A 9) also must be false. It 
is not very probable that Aristotle knew this formula; it is

1 An.pr. ii. 7, 59*17 ειγάρ το Γ  παντι τω By το Sc A  τινι τω B, ανάγκη το A  τινι τω 
Γ  ύπάρχειν.

2 Alexander 380. 2 ου γάρ τταρά το το μεν Α  αυτών είναι το Sc Β  η Γ  η συναγωγή· το 
γάρ αυτό γίνεταιί καν άλλοις αντί τούτων χρησώμεθα.

3 An. pr. ii. 15, 64*23 ίστω γάρ επιστήμη εφ* ου το Β  και 71, ιατρική δ* εφ* ου Α. 
εΐ οΰν Χάβοι πάσαν ιατρικήν επιστήμην και μηδεμίαν ιατρικήν επιστήμην, το Β παντι τω 
Α  εΐληφε και το Γ  ούδενί, ώστ* εσται τις επιστήμη ούκ επιστήμη.

4 This syllogism is a mood of the third figure, called later Felapton, with trans­
posed premisses. In the systematic exposition of the syllogistic it is formulated with 
the letters R, Sy P. See ibid. i. 6, 28*26 αν το μεν P  παντι τω Σ , το δε Π  μηδενι 
ύπάρχη, εσται συλλογισμός ότι το Π  τινι τω Ρ  ούχ υπάρξει εξ ανάγκης.

5 Ibid. ii. 15, 64^7 φα-νερόν δε και οτι εκ φευδών μεν εστιν άληθϊς συλλογίσασθαι, 
, εκ δε των αντικείμενων ούκ εστιν' άει γάρ ενάντιος ό συλλογισμός γίνεται τω

πράγματι.



ΙΟ E L E M E N T S  O F  T H E  S Y S T E M §4
Alexander again who saw the falsity and applied this fact to 
prove the law of conversion of the universal negative premiss. 
The proof he gives proceeds by reductio ad absurdum: If the premiss 
‘A belongs to no B 5 is not convertible, let us suppose that B  
belongs to some A . From these two premisses we get by a syllo­
gism of the first figure the absurd conclusion: £ A does not belong 
to some A ' 1 It is obvious that Alexander has in mind the mood 
of the first figure called later Ferio: ‘If A belongs to no B  and B  
belongs to some C, then A does not belong to some C \ 2 and that 
in this mood he identifies the variables A and C, substituting A 
for C. This is perhaps the neatest example of an argument by 
substitution derived from an ancient source.

§ 5 · Syllogistic necessity
The first Aristotelian syllogism, called later Barbara, may be 

represented, as we have already seen,3 in the form of the following 
implication:

If 4̂ is predicated of all B 
and B is predicated of all C, 

then A is predicated of all C.

But there is still a difference between this formulation and the 
genuine Greek text. The premisses are the same in the English 
version as in the Greek, but the exact translation of the conclusion 
would be ‘A must be predicated of all C\  This word ‘must’ 
(ανάγκη) is the sign of the so-called ‘syllogistic necessity5. It is 
used by Aristotle in almost all implications which contain variables 
and represent logical laws, i.e. laws of conversion or syllogisms.4

There are, however, some syllogisms where this word is omitted; 
take, for instance, this Aristotelian form of the mood Barbara: ‘If  
A belongs to all B  and C  belongs to all A , then C  belongs to all B .55 
Since it was possible to omit the word in'some syllogisms, it must 
be possible to eliminate it entirely from all syllogisms. Let us see, 
therefore, what the word means and why it is used by Aristotle.

1 Alexander 34. 15 cvcoti 8c και διά συλλογισμού 8cί£αι διά τού πρώτου σχήματος  
γινομένου, ώς και αυτός προσχρήται τή €ΐς αδύνατον απαγω γή' cl γάρ τις μή λόγοι 
άντιστρέφ€ΐν την καθόλου αποφατικήν, kcίσθω το Α μηδ€νι τω  Β' cl 8c μή άντιστρέφ€ΐ, 
έστω  το Β τινι τω  A ' γίν€ται cv πρώ τω  σχήματι το Α τινι τω  Α μή ύπαρχον, όπ€ρ 
άτοπον.

2 An. pr. i. 4» 26a25 ei TO μ ϊν  Α μηδ€νι τω  Β  ύπάρχα, το δε Β τινι τω  Γ, ανάγκη το Α
τινι τω  Γ  μή ύπάρχαν. 3 See ρ. 3, η. 2. 4 See ρ. J, η.; ρ. 9» ηη· ι, \ \ above, η. 2.

5 An. pr. ii. I 1,6 ΐ  ^34 €ι* Υ^Ρ τ° ^  παντι τω Β  και το Γ  παντι τω Α, το Γ  παντϊ τω Β.



§5 SYLLOGISTIC NECESSITY

The problem appears simple, and is settled implicitly by Aris­
totle himself incidentally in his treatment of the laws of conver­
sion, when he says: ‘If A belongs to some j9, it is necessary that B  
should belong to some A ; but if A does not belong to some j9, it is 
not necessary that B  should not belong to some A .9 For if A stands 
for ‘man5 and B  for ‘animal’, it is true that some animal is not 
man, but it is not true that some man is not animal, because all 
men are animals.1 We see from this example that Aristotle uses 
the sign of necessity in the consequent of a true implication in 
order to emphasize that the implication is true for all values of 
variables occurring in the implication. We may therefore say ‘If  
A belongs to some B, it is necessary that B  should belong to some 
A 9, because it is true that ‘For all A and for all B, if A belongs to 
some B, then B  belongs to some A 9. But we cannot say ‘If  A does 
not belong to some B , it is necessary that B  should not belong to 
some A ’, because it is not true that ‘For all A and for all 5 , if A 
does not belong to some j9, then B  does not belong to some A 9. 
There exist, as we have seen, values for A and B  that verify the 
antecedent of the last implication, but do not verify its conse­
quent. In modern formal logic expressions like ‘for all A 9 or ‘for 
all B ’, where A and B  are variables, are called universal quanti­
fiers. The Aristotelian sign of syllogistic necessity represents a uni­
versal quantifier and may be omitted, since a universal quantifier 
may be omitted when it stands at the head of a true formula.

This, of course, is all known to students of modern formal logic, 
but some fifty years ago it was certainly not known to philo­
sophers. It is not strange, therefore, that one of them, Heinrich 
Maier, has chosen our problem as the basis of what is, in my 
opinion, a bad philosophical speculation. He states :1 2 ‘The con­
clusion follows from the premisses with necessary consequence. 
This consequence arises from the syllogistic principle and its 
necessity reveals very properly the synthetic power of the func­
tion of reasoning.’ I do not understand this last sentence, because

1 Ibid. i. 2, 25*20-6 εί γάρ το A τινι τω Β, και το B τινι τω Α ανάγκη ύπάρχειν. . .  
εί 8c γ€ το Α τινί τω Β μη υπάρχει, ούκ ανάγκη και το Β τινι τω Α  μη ύπάρχειν, οΐον εί 
το μεν Β εστι ζωον, το 8c Α άνθρωπος, άνθρωπος μεν γάρ ού παντι ζωω, ζωον δε παντι 
άνθρώπω υπάρχει.

2 Η. Maier, Die Syllogistik des Aristoteles, vol. ii b, Tubingen (1900), p. 236: ‘Aus 
den Pramissen folgt mit notwendiger Konsequenz der SchluBsatz. Diese Konse- 
quenz entspringt dem syllogistischen Prinzip, und die Notwendigkeit, die ihr 
anhaftet, bekundet recht eigentlich die synthetische Kraft der SchluBfunktion.*

11
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I cannot grasp the meaning of the words ‘the synthetic power of 
the function of reasoning5. Moreover, I am not sure what is 
meant by ‘the syllogistic principle5, as I do not know whether any 
such principle exists at all. O n  the ground of both premisses 
[Maier continues his speculations1] which I think and express, I 
must also think and express the conclusion by virtue of a com­
pulsion lying in my thinking.5 This sentence I can certainly 
understand, but it is manifestly false. You may easily see its false­
hood if you think and pronounce the premisses of a syllogism, 
e.g. ‘All A is C 5 and ‘Some B  is not C 5, without pronouncing the 
conclusion which follows from them.

§ 6. What is formal logic?
‘It is usual to say that logic is formal, in so far as it is concerned 

merely with the form of thought, that is with our manner of 
thinking irrespective of the particular objects about which we 
are thinking.5 This is a quotation from the well-known text-book 
of formal logic by Keynes.2 And here is another quotation, from 
the History of Philosophy by Father Copleston: ‘The Aristotelian 
Logic is often termed formal logic. Inasmuch as the Logic of 
Aristotle is an analysis of the forms of thought— this is an apt 
characterization.5 3

In both quotations I read the expression ‘form of thought5, 
which I do not understand. Thought is a psychical phenomenon 
and psychical phenomena have no extension. What is meant by 
the form of an object which has no extension? The expression 
‘form of thought5 is inexact and it seems to me that this inexacti­
tude arose from a wrong conception of logic. If you believe indeed 
that logic is the science of the laws of thought, you will be dis­
posed to think that formal logic is an investigation of the forms of 
thought.

It is not true, however, that logic is the science of the laws of 
thought. It is not the object of logic to investigate how we are 
thinking actually or how we ought to think. The first task belongs 
to psychology, the second to a practical art of a similar kind to 
mnemonics. Logic has no more to do with thinking than mathe­
matics has. You must think, of course, when you have to carry

1 Qp. cit., p. 237: ‘A u f Grund der beiden Pramissen, die ich denke und aus- 
spreche, mufi ich kraft eines in meinem Denken liegenden Zwangs auch den 
SchluBsatz denken und aussprechen.*

2 Op. cit., p. 2. 3 Op. cit., p. 277.
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out an inference or a proof, as you must think, too, when you 
have to solve a mathematical problem. But the laws of logic do 
not concern your thoughts in a greater degree than do those of 
mathematics. What is called ‘psychologism5 in logic is a mark of 
the decay of logic in modern philosophy. For this decay Aristotle 
is by no means responsible. Throughout the whole Prior Analytics, 
where the theory of the syllogism is systematically exposed, there 
exists not one psychological term. Aristotle knows with an intui­
tive sureness what belongs to logic, and among the logical prob­
lems treated by him there is no problem connected with a 
psychical phenomenon such as thinking.

What is therefore, according to Aristotle, the object of logic, 
and why is his logic called formal ? The answer to this question 
is not given by Aristotle himself but by his followers, the Peri­
patetics.

There was a dispute among the philosophical schools of Ancient 
Greece about the relation of logic to philosophy. The Stoics con­
tended that logic was a part of philosophy, the Peripatetics said 
that it was only an instrument of philosophy, and the Platonists 
were of the opinion that logic was equally a part and an instru­
ment of philosophy. The dispute itself is of no great interest or 
importance, because the solution of the disputed problem seems 
to be for the most part a matter of convention. But an argument 
of the Peripatetics, preserved by Ammonius in his commentary 
on the Prior Analytics, deserves our attention.

Ammonius agrees with the Platonists and says: If you take 
syllogisms with concrete terms, as Plato does in proving syllo- 
gistically that the soul is immortal, then you treat logic as a part 
of philosophy; but if you take syllogisms as pure rules stated in 
letters, e.g. ΛΑ is predicated of all B , B  of all C, therefore A is 
predicated of all C\  as do the Peripatetics following Aristotle, 
then you treat logic as an instrument of philosophy.1

1 Ammonius I o. 36 κατά γάρ Πλάτωνα καί τον αληθή λόγον ούτε μέρος εστίν (scil. 
ή λογική), ώς οι Στωϊκοί φασιν και τίνϊς των Πλατωνικών, ούτε μόνως οργανον, ώς οι 
εκ τοΰ Περιπάτου φασίν, άλλα και μέρος εστιν και οργανον φιλοσοφίας* εάν μεν γάρ 
μετά των πραγμάτων λάβης τούς λόγους, μέρος εστίν, εάν Sk φίλους τούς κανόνας άνευ 
των πραγμάτων, οργανον. ώστε καλώς οι εκ τοΰ Περιπάτου τά παρά Άριστοτελει 
άφορώντες οργανον αυτήν φασιν· φιλούς γάρ κανόνας παραδίδωσιν, ού πράγματα λαμ- 
βάνων υποκείμενα αλλά τοΐς στοιχείοις τούς κανόνας εφαρμόζων· οΐον το Α κατά 
παντός τοΰ Β , το Β κατά παντός τοΰ Γ, το Α  άρα κατά παντός τοΰ Γ. T he syllogistic 
proof of the thesis that the soul is immortal is given a few lines farther on (11. 10): 
ή φυχή αύτ ο κινητόν, τούτο δε αεικίνητον, τούτο αθάνατον, ή φυχή άρα αθάνατον.
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It is important to learn from this passage that according to the 
Peripatetics, who followed Aristotle, only syllogistic laws stated 
in variables belong to logic, and not their applications to concrete 
terms. The concrete terms, i.e. the values of the variables, are 
called the matter, ϋλη, of the syllogism. If you remove all con­
crete terms from a syllogism, replacing them by letters, you have 
removed the matter of the syllogism and what remains is called 
its form. Let us see of what elements this form consists.

To the form of the syllogism belong, besides the number and 
the disposition of the variables, the so-called logical constants. 
Two of them, the conjunctions ‘and’ and ‘if’, are auxiliary expres­
sions and form part, as we shall see later, of a logical system which 
is more fundamental than that of Aristotle. The remaining four 
constants, viz. ‘to belong to all5, ‘to belong to none’, ‘to belong 
to some’ and ‘to not-belong to some’,1 are characteristic of 
Aristotelian logic. These constants represent relations between 
universal terms. The medieval logicians denoted them by A, E , 
/, and 0  respectively. The whole Aristotelian theory of the 
syllogism is built up on these four expressions with the help of 
the conjunctions ‘and’ and ‘if’. We may say therefore: The 
logic of Aristotle is a theory of the relations A, E , /, and O in the 
field of universal terms.

It is obvious that such a theory has nothing more in common 
with our thinking than, for instance, the theory of the relations of 
greater and less in the field of numbers. There are, indeed, some 
similarities between these two theories. Compare, for example, the 
syllogism Barbara:

If  a belongs to all b 
and b belongs to all cf 

then a belongs to all c,

with the following arithmetical law:
If a is greater than b 

and b is greater than c, 
then a is greater than c.

There are, of course, differences between these two laws: the 
range of variables is not the same, and the relations are different.

1 νπάρχ€ΐν παντι, νπάρχ€iv ovSevi, ύπάρχ€ΐν run, ούχ ύπάρχ€ΐν τινί =  ύπάρχίΐν ου 
παντί. Instead of ύπαρχον Aristotle sometimes uses the verb κατηγορζίσθαt. Syllo­
gisms in concrete terms are formulated with emu. See p. 2, n .; p. 3, n. 1, and the 
next section (7).
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But both relations, although different and occurring between 
different terms, have one property in common: they are both 
transitive, i.e. they are particular cases of the formula

If a has the relation R  to b 
and b has the relation R  to c, 

then a has the relation R  to c.

It is a curious thing that this very fact was observed by 
the logicians of the later school of the Stoics. Arguments like ‘the 
first is greater than the second, the second is greater than the 
third, therefore the first is greater than the third5 were called by 
the Stoics, as Alexander declares, ‘non-methodically conclusive5 
and were not treated as syllogisms in the sense of their logic. 
Nevertheless, the Stoics regarded such arguments as similar 
(o/xoioi) to categorical syllogisms.1 This observation of the Stoics, 
which Alexander tries to confute without producing convincing 
counter-arguments, corroborates the supposition that the logic 
of Aristotle was conceived as a theory of special relations, like a 
mathematical theory.

§ 7. What is formalism?
Formal logic and formalistic logic are two different things. 

The Aristotelian logic is formal without being formalistic, 
whereas the logic of the Stoics is both formal and formalistic. 
Let us explain what in modern formal logic is meant by 
‘formalism5.

Modern formal logic strives to attain the greatest possible 
exactness. This aim can be reached only by means of a precise 
language built up of stable, visually perceptible signs. Such a 
language is indispensable for any science. Our own thoughts not 
formed in words are for ourselves almost inapprehensible and the 
thoughts of other people, when not bearing an external shape, 
could be accessible only to a clairvoyant. Every scientific truth, 
in order to be perceived and verified, must be put into an external 
form intelligible to everybody. All these statements seem in­
contestably true. Modern formal logic gives therefore the utmost

1 Alexander 21. 30 ol άμ€θόδως nepaivovrcs λόγοι παρα τοΐς Στωϊκοΐς, οϊον * το 
πρώτον τοΰ bcvrepov μεΐζον, τό Se Sevrepov τον τρίτον, το άρα πρώτον του τρίτου 
μ€Ϊζον.* Ib id . 345* *3 τοιουτοι « σ ι καί ονς λόγονσιν οί ν€ωτ€ροι (i.e. Στωϊκοί) 
άμεθόδως π€ραίνοντας. ονς ότι μεν μη λόγονσι σνλλογιστικώς σννάγαν, νγιώς λέγονσι. ..  
ότι Be ηγούνται όμοίονς αυτού? elvai τοΐς κατηγορικοΐς σνλλογισμοΐς. . .  του παντός 
διαμαρτάνονσιν.

§6
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attention to precision of language. What is called formalism is 
the consequence of this tendency. In order to understand what it 
is, let us analyse the following example.

There exists in logic a rule of inference, called formerly modus 
ponens and now the rule of detachment. According to this rule, if 
an implication of the form ‘If  a, then β 9 is asserted and the ante­
cedent of this implication is asserted too, we are allowed to assert 
its consequent β . In order to be able to apply this rule we must 
know that the proposition a, asserted separately, expresses ‘the 
same’ thought as the antecedent a of the implication, since only 
in this case are we allowed to perform the inference. We can 
state this only in the case where these two a’s have exactly the 
same external form. For we cannot directly grasp the thoughts 
expressed by these ol s, and a necessary, although not sufficient, 
condition for identifying two thoughts is the external equality of 
their expressions. When, for instance, asserting the implication 
‘If all philosophers are men, then all philosophers are mortal’ 
you would also assert as second premiss the sentence ‘Every 
philosopher is a man’, you could not get from these premisses the 
conclusion ‘All philosophers are mortal’, because you would 
have no guarantee that the sentence ‘Every philosopher is a 
man’ represents the same thought as the sentence ‘All philoso­
phers are men’ . It would be necessary to confirm by means of a 
definition that ‘Every A is B 9 means the same as ‘All A 9s are B 9s’ ; 
on the ground of this definition replace the sentence ‘Every 
philosopher is a man’ by the sentence ‘All philosophers are men’, 
and only then will it be possible to get the conclusion. By this 
example you can easily comprehend the meaning of formalism. 
Formalism requires that the same thought should always be 
expressed by means of exactly the same series of words ordered 
in exactly the same manner. When a proof is formed according 
to this principle, we are able to control its validity on the basis of 
its external form only, without referring to the meaning of the 
terms used in the proof. In order to get the conclusion β from the 
premisses ‘If  a, then β 9 and a, we need not know either what a 
or what β really means; it suffices to notice that the two a’s con­
tained in the premisses have the same external form.

Aristotle and his followers, the Peripatetics, were not formal­
ists. As we have already seen, Aristotle is not scrupulously exact 
in formulating his theses. The most striking case of this inexacti-
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tude is the structural discrepancy between the abstract and con­
crete forms of the syllogisms. Take as an example the syllogism 
with opposite premisses quoted above, in our section 4.1 Let B  
and C  be ‘science’ and A  ‘medicine’ . Aristotle states:

In variables: In concrete terms:

If B  belongs to all A  I f  all medicine is science
and C  belongs to no A , and no medicine is science,

then C  does not belong to some B .1 then some science is not science.

The difference of corresponding premisses, of which the two 
syllogisms consist, is evident. Take, for instance, the first premiss. 
To the formula ‘B  belongs to all A ’ would correspond the 
sentence ‘Science belongs to all medicine’, and to the sentence 
‘All medicine is science’ would correspond the formula ‘All A  is 
B \  The sentence in concrete terms, given by Aristotle, cannot be 
regarded as a substitution of the abstract formula accepted by 
him. What is the cause of this difference?

Alexander gives three explanations of this problem:3 the first 
may be omitted as unimportant, the last is a philosophical one 
and is, in my opinion, wrong; only the second deserves our 
attention. According to this explanation, in formulae with the 
verb ‘to be predicated of something’ and, we may add, with the 
verb ‘to belong to something’, the subject and the predicate are 
better distinguishable (γνωριμώτζροή than, we may add again, in 
formulae with the verb ‘to be’. In fact, in formulae with ‘to be’ 
the subject as well as the predicate is used in the nominative; in 
formulae preferred by Aristotle only the predicate is in the 
nominative, and the subject is either in the genitive or in the 
dative and therefore can be more easily distinguished from 
the predicate. Very instructive, too, is the final remark of Alexan­
der, from which it follows that to say ‘Virtue is predicated of all 
justice’ instead of the customary ‘All justice is virtue’ was felt in 
Ancient Greek to be as artificial as in modern languages.

1 See p. 9, n. 3.
* The conclusion in variables is dropped in the Greek text.
3 Alexander 54. 21 χρήrat δ£ τω κατά παντός καί τω κατά μηδενός έν τη διδασκαλiq., 

δτι διά τούτων γνώριμος η συναγωγή των λόγων, καί οτι όντως λεγομένων γνωριμώ- 
τερος ο τ€ κατηγορούμενος καί ο υποκείμενος, καί οτι πρώτον τη φύσει το κατά παντός 
του εν όλω αύτω, ώς προείρηται. ή μέντοι χρήσις ή συλλογιστική εν τη συνήθεις άνά- 
παλιν έχει· ού γάρ ή αρετή λέγεται κατά πάσης δικαιοσύνης, άλλ* άνάπαλιν πάσα 
δικαιοσυνή αρετή, διό καί δει κατ* άμφοτέρας τάς εκφοράς γυμνάζειν εαυτούς, ίνα τη 
τε χρήσει παρακολουθεΐν δυνώμεθα καί τη διδασκαλίφ.

C6367
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There are still more cases of inexactitude in Aristotelian logic. 
Aristotle constantly uses different phrases for the same thoughts. 
I shall give only a few examples of this kind. He begins his 
syllogistic with the words ‘ A  is predicated of all B \  but shortly he 
changes these words into the phrase ‘A  belongs to all B \  which 
seems to be regular. The words ‘is predicated’ and ‘belongs’ are 
frequently omitted, sometimes even the important sign of the 
quantity ‘all’ is dropped. Besides the form ‘A belongs to some i?’ 
there are forms which may be translated ‘A belongs to some of 
the B '  s’ . The premisses of the syllogism are combined by means of 
different conjunctions. Syllogistic necessity is expressed in differ­
ent ways and is sometimes entirely omitted.1 Although these 
inexactitudes have no bad consequences for the system, they 
contribute in no way to its clearness or simplicity.

This procedure of Aristotle is probably not accidental, but 
seems to derive from some preconceptions. Aristotle says occasion­
ally that we ought to exchange equivalent terms, words for words 
and phrases for phrases.1 2 Commenting on this passage, Alex­
ander declares that the essence of the syllogism depends not on 
words but on their meanings.3 This statement, which is manifestly 
directed against the Stoics, can be understood thus: the syllogism 
does not change its essence, i.e. it remains a syllogism, if some of 
its expressions are replaced by other equivalent expressions, e.g. 
if the expression ‘to be predicated of all’ is replaced by the 
equivalent expression ‘to belong to all’ . The Stoics were of a 
directly opposite opinion. They would say that the essence of the 
syllogism depends on words, but not on their meanings. If there­
fore the words are changed, the syllogism ceases to exist. This is

1 The phrase t o  A  κατά παντός του B (κατηγορεΐται is twice omitted) is used in 
the mood Barbara (see p. 3, n. 2), t o  A  παντί τω B  (υπάρχει is altogether omitted) 
is used in another formulation of the same mood (see p. io, n. 5). The phrase t o  

A  T i v l  τών B  appears in the laws of conversion; elsewhere, e.g. in the mood Disamis, 
we have t o  A  τ tvi τω B  (see p. 9, n. 1). The logically important word παντί is 
altogether omitted in a formulation of the mood Barbara (see p. 2, n.). The  
conjunction ‘and’ is for the most part denoted by μεν . . .  8c (see, for example, p. 7, 
n. or p. 10, n. 2), sometimes by καί (see p. 3, n. 2 ; p. 10, n. 5). Syllogistic necessity 
is as a rule expressed by ανάγκη ύπάρχειν (see p. 7, n. or p. 9, n. 1), in the mood 
Felapton it is denoted by υπάρξει εξ άνάγκης (see p. 9, n. 4). In one case it is dropped 
(see p. 10, n. 5).

2 An. pr. i. 39, 49^3 δει και μεταλαμβάνειν ά τό αυτό δυ^αται, ονόματα άντ1 
ονομάτων και λόγους άντι λόγων.

3 Alexander 372· 29 °^κ *ν ταΓ? λεξεσιν ό συλλογισμός τό είναι *χει, άλλ* εν τοΐς 
σημαινομενοις.



illustrated by Alexander with an example, from the logic of the 
Stoics. The rule of inference called modus ponens:

If oc, then β ; 
but oc ; 
therefore β ,

is the first ‘indemonstrable’ syllogism of the Stoics. Both the 
Stoics and the Peripatetics seem mistakenly to regard the phrases 
‘If a, then β ’ and ‘ oc entails β ’ as having the same meaning. 
But if, in the syllogism given above, you replace the premiss ‘If  
a, then β ’ by ‘ oc entails β ’, saying:

oc entails β ; 
but oc; 
therefore β ,

you get according to the Stoics a valid rule of inference, but not 
a syllogism. The logic of the Stoics is formalistic.1

1 Alexander 373. 28 Αριστοτέλης μεν οΰν ούτως περί των κατά τάς λεξεις μεταλή- 
φεων φερεται (see ρ. 18, η. 2). οί δε νεώτεροι (i.e. οί Στωϊκοί), ταΐς λεξεσιν επακο- 
λουθοΰντες ούκετι δε τοΐς σημαινομενοις, ου ταύτόν φασι γίνεσθαι εν ταΐς εις τάς 
Ισοδυναμούσας λεξεις μεταλήφεσι των ορών' ταύτόν γάρ σημαίνοντος τον ‘ εί το A 
το Β  * τω ‘ ακολουθεί τω Α  το Β συλλογιστικόν μεν λόγον φασιν είναι τοιαύτης 
ληφθείσης της λεξεως ‘ ει το Α το Β , το δε Α, το άρα Β  *, ούκετι δε συλλογιστικόν άλλα 
περαντικόν το ‘ ακολουθεί τω Α  το Β, το δε Α, το άρα Β

§7 WHAT IS FORMALISM? 19



C H A P T E R  II

THESES OF THE SYSTEM
§ 8. Theses and rules of inference
T h e  Aristotelian theory of the syllogism is a system of true pro­
positions concerning the constants A, E, /, and 0 . True proposi­
tions of a deductive system I call theses. Almost all theses of the 
Aristotelian logic are implications, i.e. propositions of the form 
‘I f  a, then β \  There are known only two theses of this logic not 
beginning with ‘if ’, viz. the so-called laws of identity: ‘A belongs 
to all A 5 or ‘All A is A\  and ‘A belongs to some A ’ or ‘Some A is 
A \  Neither of these laws was explicitly stated by Aristotle, but 
they were known to the Peripatetics.1

The implications belonging to the system are either laws of 
conversion (and laws of the square of opposition not mentioned 
in the Prior Analytics) or syllogisms. The laws of conversion are 
simple implications, for instance: ‘If A belongs to all B , then B  
belongs to some A /2 The antecedent of this implication is the 
premiss 6A belongs to all B \  the consequent is cB  belongs to some 
A \  This implication is regarded as true for all values of the 
variables A and B .

All Aristotelian syllogisms are implications of the type T f a 
and β, then y 5, where a and β are the two premisses and y is the 
conclusion. The conjunction of the premisses c oc and β ’ is the 
antecedent, the conclusion y is the consequent. As an example 
take the following formulation of the mood Barbara:

If  A belongs to all B 
and B belongs to all C, 

then A  belongs to all C.

In this example a means the premiss CA belongs to all B \ β the 
premiss cB  belongs to all C\  and y the conclusion (A belongs to 
all C\  This implication is also regarded as true for all values of 
the variables A } B , and C.

1 Cf. p. 9, n. 5, p. io, n. i. In the passage quoted in the latter note Alexander 
says that the proposition *A does not belong to some A* is absurd. That means that 
the contradictory proposition ‘A belongs to all A  is true.

2 An, pr. i. 2, 2 5a 17 ct 8 e τταντί το A τω Bt και το Β τινί τώ Α ύπάρξζΐ.



It must be said emphatically that no syllogism is formulated 
by Aristotle as an inference with the word ‘therefore’ (αρα), as is 
done in the traditional logic. Syllogisms of the form:

All B\s A\ 
all C is B; 

therefore 
all C is A

are not Aristotelian. We do not meet them until Alexander.1 
This transference of the Aristotelian syllogisms from the implica- 
tional form into the inferential is probably due to the influence of 
the Stoics.

The difference between the Aristotelian and the traditional 
syllogism is fundamental. The Aristotelian syllogism as an im­
plication is a proposition, and as a proposition must be either true 
or false. The traditional syllogism is not a proposition, but a set 
of propositions which are not unified so as to form one single 
proposition. The two premisses written usually in two different 
lines are stated without a conjunction, and the connexion of these 
loose premisses with the conclusion by means of ‘therefore’ does 
not give a new compound proposition. The famQus Cartesian 
principle, ‘Cogito, ergo sum’, is not a true principle, because it is 
not a proposition. It is an inference, or, according to a scholastic 
terminology, a consequence. Inferences and consequences, not 
being propositions, are neither true nor false, as truth and falsity 
belong only to propositions. They may be valid or not. The same 
has to be said of the traditional syllogism. Not being a proposition 
the traditional syllogism is neither true nor false; it can be valid 
or invalid. The traditional syllogism is either an inference, when 
stated in concrete terms, or a rule of inference, when stated in 
variables. The sense of such a rule may be explained by the 
example given above: When you put such values for A , J5, and 
C  that the premisses ‘A belongs to all B ’ and ‘B  belongs to all 
C ’ are true, then you must accept as true the conclusion (A 
belongs to all C\

If you find a book or an article where no difference is made 
between the Aristotelian and the traditional syllogism, you may

1 In Alexander 47. 9 we find a syllogism in concrete terms with αρα: παν ζφον 
ουσία carl, παν ζφον βμφυχόν εστι, τις αρα ουσία Ζμψυχός ianv. A t 382. 18 we have a 
complex syllogism in four variable terms with dpa: το A παντϊ τφ B , το B παντι τφ 
Γ , τό A oobevi τφ A, t o  dpa Δ odbevi τφ Γ.

§8 THESES ANI> RULES OF INFERENCE 21
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be sure that the author is either ignorant of logic or has never 
seen the Greek text of the Organon. Scholars like Waitz, the modern 
editor and commentator of the Organon, Trendelenburg, the com­
piler of the Elementa logices Anstoteleae, Prantl, the historian of 
logic, all knew the Greek text of the Organon well, but neverthe­
less they did not see the difference between the Aristotelian and 
the traditional syllogism. Only Maier seems to have felt for a 
moment that something is wrong here, when he asks for permis­
sion to replace the Aristotelian syllogism by the more familiar 
and more convenient form of the later logic; immediately after­
wards he quotes the mood Barbara in its usual traditional form, 
neglecting differences he has seen between this form and that of 
Aristotle, and does not even say what differences he has seen.1 
When we realize that the difference between a thesis and a rule 
of inference is from the standpoint of logic a fundamental one, we 
must agree that an exposition of Aristotelian logic which dis­
regards it cannot be sound. We have to this day no genuine 
exposition of Aristotelian logic.

It is always easy to deduce from an implicational thesis the 
corresponding rule of inference. Let us suppose that an implica­
tional proposition ‘If a, then β ’ is true: if a is true, we can always 
get β by detachment, so that the rule ‘a therefore β 5 is valid. 
When the antecedent of an implicational thesis is a conjunction, 
as in the Aristotelian syllogisms, we must first change the con­
junctional form T f a and β, then γ 5 into the purely implicational 
form T f a, then if β, then y \  A  moment of reflection is sufficient 
to convince ourselves that this transformation is correct. Sup­
posing now that oc and β are true premisses of a syllogism, we 
get the conclusion y, applying the rule of detachment twice to 
the purely implicational form of the syllogism. If, therefore, an 
Aristotelian syllogism of the form T f a and β, then γ 5 is true, the 
corresponding traditional mood of the form ‘ α, β, therefore γ ’ is 
valid. But conversely, it seems impossible to deduce the corre-

1 Maier, op. cit., vol. ii a, p. 74, n. 2: ‘Es ist vielleicht gestattet, hier und im 
Folgenden die gelaufigere Darstellungsform der spateren Logik, die zugleich 
leichter zu handhaben ist, an die Stelle der aristotelischen zu setzen.’ The mood 
Barbara is quoted ibid., p. 75, thus:

alles B ist A  
alles C  ist B

§8

alles C  ist A

where the stroke replaces the word ‘ therefore*.
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sponding Aristotelian syllogism from a valid traditional mood by 
known logical rules.

§ 9. The syllogistic figures
There are some controversial problems connected with the 

Aristotelian logic that are of historical interest without having 
any great logical importance. Among these is the problem of the 
syllogistic figures. The division of the syllogisms into figures has, 
in my opinion, only a practical aim : we want to be sure that no 
true syllogistic mood is omitted.

Aristotle divided the syllogistic moods into three figures. The 
shortest and clearest description of these figures is to be found 
not in the systematic part of the Prior Analytics but in the later 
chapters of that work. If we want, Aristotle says, to prove A of B  
syllogistically, we must take something common in relation to 
both, and this is possible in three ways: by predicating either A 
of C  and C  of B , or C  of both, or both of C. These are the figures of 
which we have spoken, and it is clear that every syllogism must 
be made in one or other of these figures.1

It follows from this that A is the predicate and B  the subject of 
the conclusion we have to prove syllogistically. A is called, as we 
shall see later, the major term and B  the minor; C  is the middle 
term. The position of the middle term as subject or predicate of 
the premisses is the principle by which Aristotle divides the 
syllogistic moods into figures. Aristotle says explicitly that we 
shall recognize the figure by the position of the middle term.2 In 
the first figure the middle term is the subject of the major term 
and the predicate of the minor term, in the second figure it is the 
predicate, and in the last figure the subject, of both the other 
terms. Aristotle, however, is mistaken when he says that every 
syllogism must be in one of these three figures. There is a fourth 
possibility, viz. that the middle term is the predicate of the major 
term and the subject of the minor term. Moods of this kind are 
now spoken of as belonging to the fourth figure.

In the above passage Aristotle has overlooked this fourth

1 An. pr. i .  23, 40830 cl δη δόοι t o  A κατά τον B  συλλογίσασθαι ή ύπαρχον ή μη  
ύπαρχον, ανάγκη λαβ€Ϊν τ ι κατά τίνος. 4 ι3 ι3 €* °$ν άνάγκη μ 4ν τι λαββιν προς άμφω  
κοινόν, τούτο δ* 4νδ4χ€ται τρ ιχώ ς (η γάρ τό Α  τον Γ  και τό Γ  τον Β  κατηγορησαντας, η 
το' Γ  κα τ' άμφοΐν, η άμφω κατά του γ ), ταϋτα  δ* 4στι τά clρημ4να σχήματα, φαν€ρόν 
ότι πάντα συλλογισμόν άνάγκη γίν€σθαι διά τούτω ν τίνος των σχημάτω ν.

2 Ibid. 32, 47^χ3 τϋ τ°ν μ*σου Θ4σ€ΐ γνωριοΰμ€ν τό σχή μα .
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possibility, although a few chapters farther on he himself gives a 
proof by a syllogism in the fourth figure. It is the same problem 
again: we have to prove A of E  syllogistically, where A is the 
major term and E  the minor. Aristotle gives practical indications 
how to solve this problem. We must construct a list of universal 
propositions having the terms A and E  as subjects or predicates. 
In this list we shall have four types of universal affirmative 
proposition (I omit the negative propositions), 6B  belongs to all 
A \ CA belongs to all C\ ‘Z  belongs to all E \  and ‘E  belongs to all 
H \  Each of the letters B, C, and H  represents any term ful­
filling the above conditions. When we find among the C ’s a term 
identical with a term among the £ ’s, we get two premisses with a 
common term, say Z : Ά  belongs to all Z! and ‘Z  belongs to all E \  
and the proposition cA belongs to all £ ’ is proved in the mood 
Barbara. Let us now suppose that we cannot prove the universal 
proposition eA belongs to all E \  as the C ’s and £ ’s have no com­
mon term, but we want at least to prove the particular proposi­
tion ‘A belongs to some E \  We can prove it in two different ways: 
if there is a term among the C ’s identical with a term among the 
i / ’s, say H> we get the mood Darapti of the third figure: 6 A belongs 
to all H \ Έ  belongs to all H \  therefore CA must belong to some 
E \  But there is still another way when we find among the //’s a 
term identical with a term among the B?s, say B ; we then get a 
syllogism with the premisses Έ  belongs to all B ’ and ‘B  belongs to 
all A \  from which we deduce the proposition cA belongs to some 
E ’ by converting the conclusion Έ  belongs to all A ’ obtained 
from these premisses by the mood Barbara.1

This last syllogism: ‘If  E  belongs to all B  and B  belongs to all 
A , then A belongs to some E \  is a mood neither of the first figure 
nor of the second or third. It is a syllogism where the middle term

1 An. pr. i. 28, 44*12-35 έστω  yap τά μεν επόμενα τώ  Α  εφ* ών Β , οϊς δ* αντδ 
επεται,, εφ* <Ζν Γ  . . .· πάλιν δε τω  Ε  τά μεν υπάρχοντα, εφ* οις Ζ , οΐς δ* αυτό επεται, 
εφ* ο ΐς  Η  . . . .  ει μεν οΰν ταύτό τ ι εσται τώ ν Γ  τινί τω ν Ζ, άνάγκη το Α  παντι τω  Ε  
ύπά ρχειν τό μεν γάρ Ζ  παντι τω  Ε , τω  δε Γ  παντι το Α , ώ στε παντι τω  Ε  το Α . ει δε το 
Γ  και τό Η  ταύτόν, άνάγκη τιν ι τώ ν Ε  τό Α  ύπάρχειν· τω  μεν yap Γ  τό Α , τω  δε Η  τό Ε  
παντι ακολουθεί. . . . εΐ δε τω  Η  τό Β  ταύτόν, άντεστραμμένος εσται συλλογισμός* τδ 
μεν γό,ρ Ε  τω  Α  υπάρξει π αντι, τδ γάρ Β  τω  Α , τδ δέ Ε  τω  Β  (ταύτό γάρ ήν τω  Η ) ·  τό 
δε Α  τω  Ε  παντι μεν ούκ άνάγκη ύπάρχειν, τινι δ* άνάγκη διά τό άντιστρεφειν την 
καθόλου κατηγορίαν τη κατά μέρος. I read την καθόλου κατηγορίαν τη  with codex Β 
(see Waitz, i. 196; the footnote in Bekker to 44a34 seems to be a misprint) and 
Alexander 306. 16 against τη  καθόλου κατηγορία την in Bekker and Waitz. I am 
glad to see that this reading is also accepted by Sir David Ross.
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B  is the predicate of the major term A and the subject of the minor 
term E . It is the mood Bramantip of the fourth figure. Neverthe­
less it is as valid as any other Aristotelian mood. Aristotle calls it 
a ‘converted syllogism’ (άντ^στραμμένος συλλογισμός) because he 
proves this mood by converting the conclusion of the mood 
Barbara. There are two other moods, Camestres of the second 
figure and Disamis of the third, which Aristotle proves in the 
same manner, by converting the conclusion of moods of the first 
figure. Let us consider the proof of Disamis: ‘If R  belongs to all S 
and P  belongs to some S, then P  belongs to some R\ As the second 
premiss can be converted into ‘ S  belongs to some P ’, we get by 
the mood Darii the conclusion ‘R  belongs to some P ’. By convert­
ing this conclusion into ‘P  belongs to some R ’ we get the proof of 
Disamis. Aristotle here applies the conversion to the conclusion 
of the mood Darii, which gives another syllogism of the fourth 
figure called Dimaris: ‘If R belongs to all S and S belongs to 
some P, then P belongs to some P .’1

All these deductions are logically correct, and so are the moods 
obtained by their means. Aristotle knows, indeed, that besides the 
fourteen moods of the first, second, and third figures established 
by him systematically in the early chapters of the Prior Analytics 
there are still other true syllogisms. Two of them are quoted by 
him at the end of this systematic exposition. It is evident, he says, 
that in all the figures, whenever a syllogism does not result, if both 
the terms are affirmative or negative nothing necessary follows at 
all, but if one is affirmative, the other negative, and if the nega­
tive is stated universally, a syllogism always results linking the 
minor to the major term, e.g. if A belongs to all or some P, and B  
belongs to no C ; for if the premisses are converted it is necessary 
that C  does not belong to some A .2 From the second premiss

1 An. pr. i. 6, 28̂ 7 €* Y&P T° P  ηαντι τώ  Σ  το 8e 77 τιν ί, ανάγκη το 77 τινί τώ  
Ρ  ύπάρχειν. επει γάρ αντιστρέφει το καταφατικόν, υπάρξει το Σ  τινι τώ  77, ω σ τ ' επει 
τό μεν Ρ  παντϊ τώ  Σ , τό δε Σ  τινι τώ  77, και το Ρ  τινί τώ  77 υπάρξει* ώ στε το 77 τινι 
τώ  Ρ . This passage refutes the assertion of Friedrich Solmsen that Aristotle was 
not willing to apply the procedure of conversion to the conclusion. Die Entstehung 
der aristotelischen Logik und Rhetorik, Berlin (1929), p. 55: ‘Die Umkehrung dringt in 
die conclusio ein, in der Aristoteles sie nicht kennen wollte.*

2 An. pr. i. 7> 29a 19 δήλον δε και δτι εν άπασι το ΐς  σχήμασιν, όταν μη γίνηται συλλο- 
γισμός, κατηγορικών μεν η στερητικών άμφοτερων δντιυν τών δρων ούδεν δλως γίνεται 
άναγκαΐον, κατηγορικοΰ δβ και στερητικού, καθόλου ληφθεντος του στερητικού, άει 
γίνεται συλλογισμός τού ελάττονος άκρου προς τό μ εΐζο ν, οιον εί τό μεν Α  παντι τώ  
Β  η τινί, τό δε Β  μηδενι τώ  Γ ·  άντιστρεφομενων γάρ τώ ν προτάσεων άνάγκη τό Γ  τινι 
τώ  Α  μη ύπάρχειν.
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given here by Aristotle we get by conversion the proposition ‘C  
belongs to no B \  from the first premiss we get ‘B  belongs to some 
A \  and from these two propositions results, according to the mood 
Ferio of the first figure, the conclusion ‘C does not belong to some 
A \  Two new syllogistic moods are thus proved, called later 
Fesapo and Fresison:

If  A  belongs to all B  I f  A  belongs to some B
and B  belongs to no C, and B  belongs to no C,

then C  does not belong to some A . then C  does not belong to some A .

Aristotle calls the minor term C  and the major term A because he 
treats the premisses from the point of view of the first figure. He 
says, therefore, that from the given premisses a conclusion results 
in which the minor term is predicated of the major.

Three other syllogisms belonging to the fourth figure are men­
tioned by Aristotle at the beginning of Book II of the Prior 
Analytics. Aristotle states here that all universal syllogisms (i.e. 
syllogisms with a universal conclusion) give more than one result, 
and of particular syllogisms the affirmative yield more than one, 
the negative yield only one conclusion. For all premisses are con­
vertible except the particular negative; and the conclusion states 
something about something. Consequently all syllogisms except 
the particular negative yield more than one conclusion, e.g. if A 
has been proved to belong to all or to some B, then B  must belong 
to some A ; and if A has been proved to belong to no B , then B  
belongs to no A. This is a different conclusion from the former. 
But if A does not belong to some B , it is not necessary that B  
should not belong to some A, for it may possibly belong to all A .1

We see from this passage that Aristotle knows the moods of the 
fourth figure, called later Bramantip, Camenes, and Dimaris, 
and that he gets them by conversion of the conclusion of the 
moods Barbara, Celarent, and Darii. The conclusion of a syllo­
gism is a proposition stating something about something, i.e. a 
premiss, and therefore the laws of conversion can be applied to it.

1 An. pr. ii. 1, 53*4 oi μέν καθόλου (scil. συλλογισμοί) πάντ€ς del πλ€ΐω συλλογίζον­
ται, των δ* έν μέρ€ΐ οι μέν κατηγορικοι πλ€ΐω, οι δ* αποφατικοί το συμπέρασμα μόνον, 
αί μέν γάρ άλλαι προτάσ€ΐζ άντιστρέφουσιν, η he στ€ρητικη ούκ άντιστρέφ€ΐ' το he 
συμπέρασμα τ ι κατά τινός έστιν. ώ σθ* οι μέν άλλοι συλλογισμοί πλ€ΐω συλλογίζονται, 
οίον ei τό A  h0heiKrai παντι τω Β  η τινί, και το Β  τινι τω  Α  άναγκαιον ύπάρχ€ιν και ei 
μηhevι τω  Β  το A, oohe το Β  ovhevi τω  Α. τούτο δ* eTepoν του έμπροσ0 €ν. ei he τιν ι μή  
ύπάρχ€ΐ, ούκ ανάγκη και το Β  τινι τω  Α  μη  ύπάρχ€ιν' evhe'xeTai γάρ παντι ύπάρχ€ιν.

§9
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It is important that propositions of the type 6A belongs to no B ’ 
and ‘B  belongs to no A ’ are regarded by Aristotle as different.

It follows from these facts that Aristotle knows and accepts all 
the moods of the fourth figure. This must be emphasized against 
the opinion of some philosophers that he rejected these moods. 
Such a rejection would be a logical error which cannot be im­
puted to Aristotle. His only mistake is the omission of these moods 
in the systematic division of the syllogisms. We do not know why 
he did so. Philosophical reasons, as we shall see later, must be 
excluded. The most probable explanation is given, in my opinion, 
by Bochehski,1 who supposes that Book I, chapter 7 and 
Book II, chapter 1 of the Prior Analytics, where these new moods 
are mentioned, were composed by Aristotle later than the syste­
matic exposition of chapters 4-6 of Book I. This hypothesis seems 
to me the more probable, as there are many other points in the 
Prior Analytics suggesting that the contents of this work grew 
during its composition. Aristotle did not have time to draw up 
systematically all the new discoveries he had made, and left the 
continuation of his logical work to his pupil Theophrastus. 
Theophrastus, indeed, found for the moods of the fourth figure 
which are ‘homeless’ in Aristotle’s system a place among the 
moods of the first figure.1 2 For this purpose he had to introduce 
a slight modification into the Aristotelian definition of the first 
figure. Instead of saying that in the first figure the middle term 
is the subject of the major and the predicate of the minor, 
as Aristotle does,3 he said generally that in the first figure the 
middle term is the subject of one premiss and the predicate of 
another. Alexander repeats this definition, which probably comes 
from Theophrastus, and seems not to see that it differs from the 
Aristotelian description of the first figure.4 The correction of

1 I. M . Bochenski, O.P., La Logique de Thiophraste, Collectanea Friburgensia, 
Nouvelle S£rie, fasc. xxxii, Fribourg en Suisse (1947), p. 59.

2 Alexander 69. 27 θ€0 φραστος δε προστίθησιν άλλους πέντε το ΐς  τέσσαρσι τούτοις  
ούκέτι τελείους ουδ* αναπόδεικτους όντας, ών μνημονεύει και 6  Α ρισ τοτέλης, τω ν μεν εν 
τούτω  τω  βιβλίω  προελθών, τω ν δε έν τω  μετά τούτο τω  δευτέρω κατ* άρχάς. Cf. ibid. 
Ι Ι Ο .  12.

3 Cf. ρ. 23, η. ι.
4 Alexander 258. 17 (ad i. 23) ή δε του μέσου σχέσις προς τα, ών λαμβάνεται μέσον, 

τριχώ ς γίνεται (η γάρ έν μέσω  τίθεται αυτών τω  μεν υποκείμενος αυτών του δε κατηγο­
ρούμενος, η άμφοτέρων κατηγορεΐται, η άμφοτέροις ύπόκειται). Ibid. 349* 5 (a(l ί· 32) 
αν μεν γάρ ό μέσος έν άμφοτέραις ών τα ΐς  προτάσεσιν ούτω ς ή ώ ς τού μεν κατηγο- 
ρεΐσθαι αυτών τω  δε ύποκεΐσθαι, πρώτον έσται σχήμα .



Theophrastus is as good a solution of the problem of the syllo­
gistic figures as the addition of a new figure.

§ 10. The major, middle, and minor terms
There is still another error committed by Aristotle in the Prior 

Analytics, with more serious consequences. It concerns the defini­
tion of the major, minor, and middle terms as given in his 
characterization of the first figure. This begins with the words: 
‘Whenever three terms are so related to one another that the last 
is contained in the middle and the middle is contained or not in 
the first, the extremes must form a perfect syllogism.’ This is how 
he begins; in the next sentence he explains what he means 
by the middle term: T call that term the middle which is itself 
contained in another and contains another in itself, which by 
position also becomes the middle.’ 1 Aristotle then investigates the 
syllogistic forms of the first figure with universal premisses with­
out using the expressions ‘major term’ and ‘minor term’. These 
expressions occur for the first time when he comes to the moods' 
of the first figure with particular premisses. Here we find the 
following explanations: T call that term the major in which the 
middle term is contained and that term the minor which comes 
under the middle.’2 These explanations of the major and the 
minor term, like that of the middle term, are expressed quite 
generally. It would seem that Aristotle intends to apply them to 
all moods of the first figure.3 If he thought, however, that they are 
capable of covering all cases, he was mistaken.

In fact these explanations can be applied only to syllogisms of 
the mood Barbara with concrete terms and true premisses, e.g.:

(1) I f  all birds are animals 
and all crows are birds, 

then all crows are animals.
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In this syllogism there is a term, ‘bird’, which is itself contained 
in another term, ‘animal’, and contains in itself a third term,

1 An. pr. i. 4, 25̂ 32 όταν οΰν όροι τρ εις ούτως έχω σι προς άλλήλους ώστ€ τον 
έσχατον έν δλω είναι τω μέσω  καί τον μέσον έν ολφ τω  πρώ τω  η είναι η μη  elvat, 
ανάγκη τω ν άκρων elv at συλλογισμόν τέλειον. καλώ δέ μέσον μεν δ και αυτό έν άλλω και 
άλλο έν τούτω  έστίν, δ και τη θέσει γίνεται μέσον.

2 Ibid., 26a2l λέγω  δε μ ειζο ν μεν άκρον έν ω τό μέσον έστίν, έλαττον δε τό υπό τό 
μέσον ον.

3 Maier, op. cit., vol. ii λ, pp. 49, 55, really treats them as definitions valid for all 
the moods of the first figure.



‘crow’. According to the given explanation ‘bird’ would be the 
middle term. Consequently ‘animal’ would be the major term 
and ‘crow’ the minor term. It is evident that the major term is 
so called because it is the largest in extent, as the minor term is 
the smallest.

We know, however, that syllogisms with concrete terms are 
only applications of logical laws, but do not belong to logic 
themselves. The mood Barbara as a logical law must be stated 
with variables:

(2) If all B is A 
and all C is B , 

then all C is A.

To this logical law the given explanations are not applicable, 
because it is not possible to determine extensional relations 
between variables. It may be said that B  is the subject in the first 
premiss and the predicate in the second, but it cannot be stated 
that B  is contained in A or that it contains C ; for the syllogism (2) 
is true for all values of the variables A , B> and C, even for those 
which do not verify its premisses. Take ‘bird’ for A , ‘crow’ for B , 
and ‘animal’ for C : you get a true syllogism:

(3) If all crows are birds
and all animals are crows, 

then all animals are birds.

The extensional relations of the terms ‘crow’, ‘bird’, and ‘animal’ 
are of course independent of syllogistic moods and remain the 
same in syllogism (3) as they were in (1). But the term ‘bird’ is 
no longer the middle term in (3) as it was in (1); ‘crow’ is the 
middle term in (3) because it occurs in both premisses, and 
the middle term must be common to both premisses. This is the 
definition of the middle term accepted by Aristotle for all figures.1 
This general definition is incompatible with the special explana­
tion given by Aristotle for the first figure. The special explanation 
of the middle term is obviously wrong. It is evident also that the 
explanations of the major and minor terms which Aristotle gives 
for the first figure are wrong, too.

Aristotle does not give a definition of the major and minor 
terms valid for all figures; but practically he treats the predicate

1 An. pr. i. 32, 47a38 μέσον 8c θίτέον τω ν δρων τον iv  άμφοτέραΐζ τα ΐς  ττροτάσ€σι 
λεγόμενον' ανάγκη γάρ το μέσον iv άμφοτέραις ύπάρχαν iv άπασι το ΐς  σχήμασιν.

§10 THE MAJOR, MIDDLE, AND MINOR TERMS 29



of the conclusion as the major term and the subject of the con­
clusion as the minor term. It is easy to see how misleading this 
terminology is: in syllogism (3) the major term ‘bird’ is smaller 
in extension than the minor term ‘animal’. If the reader feels 
a difficulty in accepting syllogism (3) because of its false minor, 
he may read ‘some animals’ instead of ‘all animals’. The syllo­
gism:

(4) I f  all crows are birds
and some animals are crows, 

then some animals are birds

is a valid syllogism of the mood Darii with true premisses. And 
here again, as in syllogism (3), the largest term ‘animal’ is the 
minor term; ‘bird’, middle in extension, is the major term; and 
the smallest term, ‘crow’, is the middle term.

The difficulties we have already met are still greater when we 
take as examples syllogisms with negative premisses, e.g. the mood 
Celarent:

If  no B  is A  
and all C  is B , 

then no C  is A .

B  is the middle term; but does it fulfil the conditions laid down 
by Aristotle for the middle term of the first figure ? Certainly not. 
And which of the terms, C  or A, is the major and which is the 
minor? How can we compare these terms with respect to their 
extension ? There is no positive answer to these last questions, as 
they spring from a mistaken origin.1

§ 1 1 .  The history of an enor
The faulty definition of the major and the minor terms, given 

by Aristotle for the first figure, and the misleading terminology 
he adopts, were already in antiquity a source of difficulty. The 
problem arose in the case of the second figure. All the moods of

1 We have no guarantee, as Keynes (op. cit., p. 286) justly remarks, that the 
major term will be the largest in extension and the minor the smallest, when one of 
the premisses is negative or particular. Thus, Keynes continues, ‘the syllogism—  
No M  is Py All S  is Af, therefore, No S  is P — yields as one case [here there follows 
a diagram representing three circles M , P> and S, a large S  included in a larger M , 
outside of them a small P ] where the major term may be the smallest in extent, 
and the middle the largest.’ Keynes forgets that it is not the same to draw a small 
circle P  outside of a large circle S  and to maintain that the term P  is smaller in 
extent than the term S. Terms can be compared with respect to their extent only 
in the case when one of them is contained in the other.
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THE HISTORY OF AN ERROR§ 3 i

this figure have a negative conclusion and the first two moods, 
called later Cesare and Camestres, yield a universal negative 
conclusion. From the premisses ‘M  belongs to all JV’ and ‘M  
belongs to no X ’ follows the conclusion ‘X  belongs to no N \  and 
by conversion of this result we get a second conclusion, ‘N  belongs 
to no X \  In both syllogisms M  is the middle term; but how are we 
to decide which of the two remaining terms, N  and X , is the 
major term and which is the minor ? Do major and minor terms 
exist ‘by nature’ (φύσει) or only ‘by convention’ (θύσει) P1 

Such problems, according to Alexander, were raised by the 
later Peripatetics. They saw that in universal affirmative pre­
misses there can be a major term by nature, because in such 
premisses the predicate is larger in extension (ini πλέον) than the 
subject, but the same is not true in universal negative premisses.2 
We cannot know, for instance, which of the terms ‘bird’ or ‘man’ 
is major, because it is equally true that ‘no bird is a man’ and that 
‘no man is a bird’. Herminus, the teacher of Alexander, tried to 
answer this question by modifying the meaning of the expression 
‘major term’. He says that of two such terms, ‘bird’ and ‘man’, 
that is the major which in a systematic classification of the animals 
is nearer to the common genus ‘animal’. In our example it is the 
term ‘bird’.3 Alexander is right when he rejects this theory and 
its further elaboration given by Herminus, but he also rejects the 
opinion that the major term is the predicate of the conclusion. 
The major term, he says, would not be fixed in this case, as the 
universal negative premiss is convertible, and what till now has 
been a major term instantly becomes a minor, and it would 
depend upon us to make the same term major and minor.4 His 
own solution is based on the assumption that when we are form­
ing a syllogism we are choosing premisses for a given problem

1 Alexander 72. 17 ζη τείτα ι, el φύσει εν δευτέρω σχημα τι μ είζω ν τις  έστι και 
έλάττων άκρος, και τίνι ουτος κριθήσεται.

2 Ibid. 72. 24 έπί μεν γάρ των καταφατικών μ είζω ν 6  κατηγορούμενος καθόλου, οτι 
και επί πλέον’ διά τούτου γάρ ουδέ αντιστρέφει’ ώ στε φύσει αύτώ το μείζονα είναι 
υπάρχει, επί δέ τω ν καθόλου αποφατικών ούκέτι τούτο αληθές.

3 Ibid. 27 Έ ρμΐνος ο ΐεται, έν δευτέρω σχημα τι τον μείζονα άκρον είναι . . . τον 
εγγύτερον του κοινού γένους αυτών (αν γάρ ώσιν οι άκροι ορνεον καί άνθρωπος, έγγυ- 
τέρω του κοινού γένους αυτών, του ζώου, το ορνεον του ανθρώπου καί έν τη πρώτη  
διαιρέσει, διό καί μ είζω ν άκρος το ορνεον).

4 Ibid. 75· 10 άλλ* ουδέ άπλώ ς πάλιν ρητέον μείζονα τον έν τώ  συμπεράσματι του 
συλλογισμού κατηγορούμενον, ώς δοκέΐ τισ ιν ’ ουδέ γάρ ουτος δηλος’ άλλοτε γάρ άλλος 
έσται καί ούχ ώρισμένος τώ  άντιστρέφειν την καθόλου άποφατικην, καί ο τέω ς μ είζω ν  
αύθις έλάττων, καί έφ* ημΐν έσται τον αυτόν καί μ ε ίζω  καί έλάττω  ποιειν.
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conceived as the conclusion. The predicate of this conclusion is 
the major term, and it does not matter whether we afterwards 
convert this conclusion or not: in the problem as first given the 
major term was and remains the predicate.1 Alexander forgets 
that when we are forming a syllogism we are not always choosing 
premisses for a given conclusion, but sometimes we are deducing 
new conclusions from given premisses.

The problem was settled only after Alexander. What John 
Philoponus writes on the subject deserves to be regarded as 
classic. According to him we may define the major and the minor 
term either for the first figure alone or for all the three figures 
together. In the first figure the major term is the predicate of the 
middle and the minor is the subject of the middle. Such a defini­
tion cannot be given for the other two figures because the rela­
tions of the extremes to the middle term are in the other figures 
the same. We must therefore accept as a common rule for all 
figures that the major term is the predicate of the conclusion and 
the minor term is the subject of the conclusion.2 That this rule is 
only a convention follows from another passage of Philoponus, 
where we read that the universal moods of the second figure have 
a major and a minor term only by convention, but not by 
nature.3

§12.  The order of the premisses
Around the Aristotelian logic arose some queer philosophical 

prejudices which cannot be explained rationally. One of them is 
directed against the fourth figure, disclosing sometimes a strange 
aversion to it, another is the odd opinion that in all syllogisms 
the major premiss should be stated first.

1 Alexander 75. 26 τον δη έν τω προκειμένφ προβληματι εις την δεΐξιν κατηγο­
ρούμενον τούτο θετέον μείζονα· καί γάρ εί αντιστρέφει και διά τούτο γίνεται 6  αυτός καί 
υποκείμενος, άλλ* εν γε τω  η μΐν  εις το δεΐξα ι προκειμένψ κατηγορούμενος έ}ν τε και μένει.

2 Philoponus 67. 19 ίδω μεν πρότερον και τ ις  έστι μ είζω ν όρος και τ ις  έλάττω ν. 
τούτο δέ δυνατόν μέν και κοινώς επί τω ν τριών σχημάτω ν διορίσασθαι και ιδιρ επί τού  
πρώτου, καί ιδίη. μεν επί τού πρώτου σχήματος μ είζω ν ορος έστίν 6  τού μέσου κατηγο­
ρούμενος, έλάττω ν δέ 6  τφ  μέσω  υποκείμενος, καί τούτο μέν Ιδιαζόντως επί τού πρώτου  
λέγομεν, επειδή 6  μέσος έν τω  π ρώ τφ  τού μεν κατήγορεΐται τφ  δέ ύπόκειται. άλλ* 
επειδή κ α τ ' ουδέτερον τώ ν άλλων σχημάτω ν διάφορον έχουσι σχέσιν οι άκροι προς τον 
μέσον, δηλον οτι ούκέτι αρμόσει η μΐν ούτος ο προσδιορισμός έπ* εκείνων, χρηστέον οΰν 
κοινώ κανόνι επί τώ ν τριώ ν σχημάτω ν τούτω , οτι μ είζω ν έστίν ορος ο έν τφ  συμπε- 
ράσματι κατηγορούμενος, έλάττω ν δέ ό έν τφ  συμπεράσματι υποκείμενος.

3 Ibid. 87· ΙΟ το δ̂  μ εΐζο ν  άκρον έν τούτφ  τφ  σχημα τι τώ ν δύο προτάσεων καθόλου 
ούσών ούκ έστι φύσει άλλα θέσει.
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From the standpoint of logic the order of the premisses in the 
Aristotelian syllogisms is arbitrary, because the premisses of the 
syllogism form a conjunction and the members of a conjunction 
are commutable. It is only a convention that the major premiss is 
stated first. Nevertheless, some philosophers, like Waitz or Maier, 
maintain that the order of the premisses is fixed. Waitz censures 
Apuleius for having changed this order,1 and Maier rejects 
Trendelenburg’s opinion that Aristotle does not tie it down.2 No 
arguments are given in either case.

I do not know who is the author of the opinion that the order 
of the premisses is fixed. Certainly it is not Aristotle. Although 
Aristotle has not given a definition of the major and minor terms 
valid for all the three figures, it is always easy to determine which 
term and which premiss are regarded by him as the major and 
which as the minor. Aristotle, in his systematic exposition of the 
syllogistic, uses different letters to denote different terms; for each 
figure he puts them in alphabetical order (0eW) and says explicitly 
which term is denoted by a given letter. We have thus for the 
first figure the letters A> B, C; A is the major term, B  the middle, 
and C  the minor.3 For the second figure we have the letters M , 
A*, X , where M  is the middle term, N  the major, and X  the minor.4 
For the third figure we have the letters P> R> S> where P  is the 
major term, R  the minor, and S  the middle.5

1 Waitz, op. cit., vol. i, p. 380: ‘Appuleius in hunc errorem se induci passus est, 
ut propositionum ordinem immutaverit.*

2 Maier, op. cit., vol. ii a, p. 63: ‘Darnach is Trendelenburg’s Auffassung, 
dass Aristoteles die Folge der Pramissen frei lasse, falsch. Die Folge der Pra- 
missen ist vielmehr festgelegt.* It is not clear to me what reasons he refers to by 
darnach.

3 This follows from the definition given by Aristotle for the first figure; see 
p. 28, n. 1. Cf. Alexander 54. 12 έστω  γάρ μ είζω ν μεν άκρος το A , μ ίσ ο ς Sk όρος το Β ,  
έλάττων S i άκρος το Γ .

4 An, pr, i. 5» 26̂ 34 οτα*' το αυτό τω  μεν παντϊ τω  Sc μηS€vi ύπάρχη, η έκατέρω  
παντϊ η μηδένί, το μεν σχήμα το τοιοΰτον καλώ δεύτερον, μέσον Sk έν αύτω λέγω  το  
κατηγορούμενον άμφοΐν, άκρα Sk καθ* ών λ έγ ε ΐα ι τούτο, μ€Ϊζον Sk άκρον το προς τω  
μέσω  κ€ΐμ€νον, έλάττον δέ τό πορρωτέρω τού μέσου. τι0€ται Sc το μέσον έξω  μέν τω ν  
άκρων^ πρώτον Sk τή  θέσ€ΐ. Cf. Alexander 78. 1 χρήται γάρ στοιχ€ΐοις ου το ΐς  A , J5, Γ , 
οΐς έν τω  πρώ τω  σχήμα τι, άλλα το ΐς  Μ , Ν , Ξ , μέσον μέν λαμβάνων το Μ  το άμφοτέρων 
κατηγορούμενον καί την.πρώ την έχον τάξιν έν τ fj καταγραφή, μ€ΐζονα Sk άκρον το Ν  
έφ€ξης κείμενον μ€τά τον μέσον, έσχατον Sc καί έλάττονα το Ξ .

5 An, pr, i. 6, 28*10 εάν δ̂  τφ αύτω το μέν παντί τό Sk μ ι]Scvi υπάρχω, η άμφω  
παντϊ η μηδενί, τό μεν σχήμα τό τοιοΰτον καλώ τρίτον, μέσον 8 ' έν αύτφ λέγω  καθ* οΰ 
άμφω τά κατηγορούμενα, άκρα Sk τά κατηγορούμενα, μ εΐζο ν  δ* άκρον τό πορρωτερον 
τού μέσου9 έλαττον Sk τό εγγύτερον, τίθεται Sk τό μέσον έξω  μεν τώ ν άκρων, έσχατον 
Sk τη θέσει. Cf. Alexander 98· 2θ έπι τούτου τού σχήματος πάλιν χρηται στοιχείοις
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Aristotle states the major premiss first in all the moods of 
the first and the second figure, and in two moods of the third 
figure, Darapti and Ferison.1 In the remaining moods of the third 
figure, Felapton, Disamis, Datisi, and Bocardo, the minor pre­
miss is. stated first.2 The most conspicuous example is the mood 
Datisi. This mood is formulated in the same chapter twice; in 
both formulations the letters are the same, but the premisses are 
inverted. The first formulation runs: T f  R  belongs to some S, and 
P  to all S, P  must belong to some /?.’3 The first premiss of this 
syllogism is the minor premiss, for it contains the minor term R . 
The second formulation reads: T f  P  belongs to all S, and R to 
some S, then P  will belong to some /?.’4 The first premiss of this 
second syllogism is the major premiss, as it contains the major 
term P . Attention must be called to the fact that this second 
formulation is given only occasionally, while the standard for­
mula of this mood, belonging to the systematic exposition, is 
enunciated with transposed premisses.

In Book II of the Prior Analytics we meet other moods*with 
transposed premisses, as Darii,5 Camestres,6 Baroco.7 Even Bar­
bara, the main syllogism, is occasionally quoted by Aristotle with 
the minor premiss first.8 I can hardly understand, in view of these 
examples, how some philosophers knowing the Greek text of the 
Organon could have formed and maintained the opinion that the 
order of the premisses is fixed and the major premiss must be 
stated first. It seems that philosophical prejudices may some­
times destroy not only common sense but also the faculty of seeing 
facts as they are.

§13.  Errors of some modem commentators
The story of the fourth figure may serve as another example to

§ 12

το ΐς  77, Ρ, Σ , και εστιν αύτώ του μεν μείζονος άκρου σημαντικόν το Π , του δε ελάττονος 
και όφείλοντος ύποκεισθαι εν τω γινομενω συμπεράσματι το Ρ, του δε μέσου το Σ .

1 See, for instance, ρ. 3, η. 2 (Barbara) and ρ. ίο, η. 2 (Ferio). 
a See ρ. g, η. 4 (Felapton), and ρ. 7, η. (Disamis).
3 An. pr. i. 6, 28^12 εΐ το μεν Ρ  τινί τω  Σ  το δε 77 παντι υπάρχει, ανάγκη το 77 τινί 

τω  Ρ  ύπάρχειν.
4 Ibid. 28̂ 26 ει γάρ παντι το 77 τω  Σ  υπάρχει, το δε Ρ  τινι τω  Σ , και το 77 τινϊ 

τω  Ρ  υπάρξει.
5 Ibid. ii. II, 61^41 Ύ**·Ρ τ° Α  τινι τω  Β , το δε Γ  παντι τω  A , τινι τω  Β  το Γ  

υπάρξει.
6 Ibid. η. 8, 6oa3 el TO Α  μηδενι τω  Ρ, τω  δε Β  παντι, ούδενι τω  Γ  το Β .
7 Ibid. 6oa5 €i γάρ τό Α  τινι τω  F  μη  υπάρχει, τω  δε Β  παντι, τό Β  τινι τω  Γ  ούχ 

υπάρξει. 8 See ρ. ΙΟ, η. 5·



show how strange philosophical prejudices sometimes are. Carl 
Prantl, the well-known historian of logic, begins his consideration 
of this figure with the following words: ‘The question why silly 
playthings, as, for instance, the so-called Galenian fourth figure, 
are not to be found in Aristotle, is one we do not put at a ll; it 
plainly cannot be our task to declare at every step of the Aristote­
lian logic that this or that nonsense does not occur in it.’ 1 Prantl 
does not see that Aristotle knows and accepts the moods of the 
so-called Galenian fourth figure and that it would be a logical 
error not to regard these moods as valid. But let us go farther. 
Commenting upon the passage where Aristotle speaks of the two 
moods later called Fesapo and Fresison,2 Prantl first states these 
moods as rules of inference:

All B  is A  Some B  is A
No C  is B  No C  is B

Some A  is not C  Some A  is not C

— he does not, of course, see the difference between the Aristotelian 
and the traditional syllogism— and then he says: ‘By transposi­
tion of the major premiss and the minor it becomes possible 
for the act of reasoning to begin’ ; and further: ‘Such kinds of 
reasoning are, of course, not properly valid, because the premisses 
ordered as they were before the transposition are simply nothing 
for the syllogism.’3 This passage reveals, in my opinion, Prantl’s 
entire ignorance of logic. He seems not to understand that 
Aristotle proves the validity of these moods not by transposing 
the premisses, i.e. by inverting their order, but by converting 
them, i.e. by changing the places of their subjects and predicates.

1 Carl Prantl, Geschichte der Logik im Abendlande, vol. i, p. 272 : ‘Die Frage aber, 
warum einfaltige Spielereien, wie z. B. die sog. Galenische vierte Figur, sich bei 
Aristoteles nicht finden, werfen wir naturlich gar nicht auf; . . . wir konnen 
selbstverstandlicher Weise nicht die Aufgabe haben, bei jedem Schritte der 
aristotelischen Logik eigens anzugeben, dass dieser oder jener Unsinn sich bei 
Aristoteles nicht finde.*

2 See p. 25, n. 2.
3 Prantl, op. cit., vol. i, p. 276:

‘Alles B ist A  Einiges B ist A
Kein C  ist B Kein C  ist B

Einiges A  ist nicht C  Einiges A  ist nicht C
woselbst durch Vertauschung des Untersatzes mit dem Obersatze es moglich wird, 
dass die Thatigkeit des Schliessens beginne; . . . naturlich aber sind solches keine 
eigenen berechtigten Schlussweisen, denn in solcher Anordnung vor der Vornahme 
der Vertauschung sind die Pramissen eben einfach nichts fur den Syllogismus.,
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Moreover, it is out of place to say that, two premisses being given, 
the act of reasoning begins when one premiss is stated first, but 
no syllogism results when the other precedes. From the stand­
point of logic Prantl’s work is useless.

The same may be said of Heinrich Maier’s work. His treatise 
on the syllogistic figwes generally and the fourth figure in parti­
cular is in my opinion one of the most obscure chapters of his 
laborious but unfortunate book.1 Maier writes that two opinions 
of the criterion for the syllogistic figures stand opposed to each 
other: one (especially Ueberweg) sees this criterion in the posi­
tion of the middle term as subject or predicate, the other (es­
pecially Trendelenburg) sees it in the extensional relations of the 
middle term to the extremes. It is not yet settled, Maier says, 
which of these opinions is right.2 He adopts the second as his own, 
relying on Aristotle’S characterization of the first figure. We know 
already that this characterization is logically untenable. Maier 
not only accepts it, but modifies the Aristotelian characterizations 
of the two other figures according to the first. Aristotle describes 
the second figure somewhat carelessly as follows: ‘Whenever the 
same term belongs to all of one subject and to none of the other, 
or to all of each subject, or to none of either, I call such a figure 
the second; by “ middle term” in it I mean that which is predi­
cated of both subjects, by “ extremes” the terms of which this is 
said.’3 Maier remarks: ‘When we reflect that the expressions 
“ jB is included in A ” , 66A belongs to B ” , and “ A is predicated of 
B ”  are interchangeable, then we may put this characterization 
according to the description of the first figure in the following 
words.’4 Maier commits here his first error: it is not true that the 
three expressions he quotes can be exchanged for each other. 
Aristotle states explicitly: ‘To say that one term is included in 
another is the same as to say that the other is predicated of all of 
the first.’5 The expression ‘B  is included in A ’ means, therefore,

1 See Maier, op. cit., vol. ii a, ‘Die drei Figuren’, pp. 4 7-71, and vol. ii bt 
‘Erganzung durch eine 4. Figur mit zwei Formen*, pp. 261-9.

2 Op. cit., vol. ii a, p. 48, n. 1.
3 See the Greek text on p. 33, n. 4.
4 Op. cit., vol. ii a, p. 49: ‘Erwagt man namlich, dass die Ausdrucke “ B liegt im 

Umfang von A ” , “ A  kommt dem Begriff B zu” und “ A  wird von B ausgesagt” mit 
einander vertauscht werden konnen, so lasst sich die Charakteristik der zweiten 
Figur, welche der Beschreibung der ersten parallel gedacht ist, auch so fassen.’

5 An. pr. i. I, 24^26 τό δ€ ev ολω  ctvat CTCpov 4τ 4ρω και to κατά παντός κατηγορ€ΐ- 
σθαι θατ4ρου θάτepov ταύτόν 4στιν.
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the same as ‘A is predicated of all B ’ or ‘A belongs to all B \  but 
does not mean (A is predicated of B ’ or (A belongs to B \  With 
this first error is connected a second: Maier maintains that the 
negative premiss also has the external form of subordination of 
one term to another, like the affirmative universal premiss.1 
What is here meant by ‘external form’ ? When A belongs to all B , 
then B  is subordinated to A , and the external form of this relation 
is just the proposition (A belongs to all B \  But in a negative 
premiss, e.g. 6 A belongs to no B \  the subordination of terms does 
not exist, nor does its form. Maier’s assertion is logically nonsense.

Let us now quote Maier’s description of the second figure. It 
runs thus: ‘Whenever of two terms one is included, and the other 
is not included, in the same third term, or both are included in it, 
or neither of them, we have the second figure before us. The 
middle term is that which includes both remaining terms, and 
the extremes are the terms which are included in the middle.’1 2 
This would-be characterization of the second figure is again 
logically nonsense. Take the following example: Two premisses 
are given: ‘A belongs to all B ’ and ‘C belongs to no A \  If  A 
belongs to all B> then B  is included in A , and if C  belongs to no 
A y it is not included in A . We have therefore two terms, B  and C, 
one of which, B y is included, and the other, C, is not included in 
the same third term A. According to Maier’s description we should 
have the second figure before us. What we have, however, is not 
the second figure, but only two premisses (A belongs to all B ’ and 
‘C belongs to no A \  from which we can get by the mood Celarent 
of the first figure the conclusion ‘C belongs to no B \  and by the 
mood Camenes of the fourth figure the conclusion ‘i? belongs 
to no C\

The peak, however, of logical absurdity Maier attains by his 
assertion that there exists a fourth syllogistic figure consisting of 
only two moods, Fesapo and Fresison. He supports this assertion 
by the following a r g u me n t ‘The Aristotelian doctrine overlooks 
one possible position of the middle term. This term may be less

1 Op. cit., vol. ii a, p. 60, n. 1: *auch der negative syllogistische Satz hat 
wenigstens die aussere Form der Subordination.* Cf. also ibid., p. 50.

2 Ibid., p. 49: ‘Wenn im Umfang eines und desselben Begriffes der eine der 
beiden ubrigen Begriffe liegt, der andere nicht liegt, oder aber beide liegen oder 
endlich beide nicht liegen, so haben wir die zweite Figur vor uns. Mittelbegriff ist 
derjenige Begriff, in dessen Umfang die beiden ubrigen, auBere Begriffe aber die- 

jenigen, die im Umfang des mittleren liegen.*
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general than the major and more general than the minor, it may 
secondly be more general, and thirdly less general, than the 
extremes, but it may be also more general than the major term 
and at the same time less general than the minor.’1 When we 
remind ourselves that according to Maier the major term is 
always more general than the minor,2 and that the relation ‘more 
general than’ is transitive, we cannot avoid the strange conse­
quence of his argument that the middle term of his fourth figure 
should be at the same time more and less general than the minor 
term. From the standpoint of logic Maier’s work is useless.

§ 14. The four Galenian figures
In almost every text-book of logic you may find the remark that 

the inventor of the fourth figure was Galen, a Greek physician and 
philosopher living in Rome in the second century a .d. The source of 
this remark is suspect. We do not find it either in the extant works 
of Galen or in the works of the Greek commentators (including 
Philoponus). According to Prantl the medieval logicians received 
the information from Averroes, who says that the fourth figure 
was mentioned by Galen.3 To this vague information we may add 
two late Greek fragments found in the nineteenth century, and 
also very vague. One of them was published in 1844 by Mynas in 
the preface to his edition of Galen’s Introduction to Dialectic, and 
republished by Kalbfleisch in 1897. This fragment of unknown 
authorship tells us that some later scholars transformed the moods 
added by Theophrastus and Eudemus to the first figure into a 
new fourth figure, referring to Galen as the father of this doctrine.4 
The other Greek fragment was found by Prantl in a logical work

1 Op. cit., vol. ii b, p. 264: ‘Die aristotelische Lehre laflt eine mogliche Stellung 
des Mittelbegriffs unbeachtet. Dieser kann specieller als der Ober- und allgemeiner 
als der Unterbegriff, er kann ferner allgemeiner, er kann drittens specieller als die 
beiden aufleren Begriffe: aber er kann auch allgemeiner als der Ober- und zugleich 
specieller als der Unterbegriff sein.*

2 Ibid., vol. ii e, p. 56: O berbegriff ist stets, wie in der 1. Figur ausdriicklich 
festgestellt ist, der allgemeinere, Unterbegriff der weniger allgemeine.*

3 Prantl, i. 571, n. 99, quotes Averroes in a Latin translation edited in 
Venice (1553): ‘Et ex hoc planum, quod figura quarta, de qua meminit Galenus, 
non est syllogismus super quern cadat naturaliter cogitatio.’ Cf. also Prantl, ii. 
390, n. 322.

4 K . Kalbfleisch, Ober Galens Einleitung in die Logik, 23. Supplementband der 
Jahrbucher fur klassische Philologie, Leipzig (1897), p. 707: Θίόφραστος δβ καί 
Εΰδημος καί τινας έτέρας συζυγίας παρά τάς έκτΐθ ΐίσ α ς τω  Ά ριστοτέλει προστ€θηκασι 
τω  πρώτω σχηματι . . ., ας καί τέταρτον άποτελ^ΐν σχήμα των ν€ωτέρων ωηθησάν τιν€ς 
ως προς πατέρα την δόξαν τον Γαληνόν άναφέροντίς.
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of Ioannes Italus (eleventh century a .d.). This author says sar­
castically that Galen maintained the existence of a fourth figure 
in opposition to Aristotle, and, thinking that he would appear 
cleverer than the old logical commentators, fell very far short.1 
That is all. In view of such a weak basis of sources, Ueberweg 
suspected a misunderstanding in the matter, and Heinrich Scholz 
writes in his History of Logic that Galen is probably not responsible 
for the fourth figure.2

For fifty years there has existed a Greek scholium in print 
which clears up the whole matter in an entirely unexpected way. 
Although printed, it seems to be unknown. Maximilian Wallies, 
one of the Berlin editors of the Greek commentaries on Aristotle, 
published in 1899 the extant fragments of Ammonius5 commen­
tary on the Prior Analytics, and has inserted in the preface a 
scholium of an unknown author found in the same codex as that 
in which the fragments of Ammonius are preserved. The scholium 
is entitled O n  all the kinds of syllogism5, and begins thus:

‘There are three kinds of syllogism: the categorical, the hypothetical, 
and the syllogism κατά πρόσληψιν. O f  the categorical there are two 
kinds: the simple and the compound. O f  the simple syllogism there 
are three kinds: the first, the second, and the third figure. O f  the com­
pound syllogism there are four kinds: the first, the second, the third, 
and the fourth figure. For Aristotle says that there are only three 
figures, because he looks at the simple syllogisms, consisting of three 
terms. Galen, however, says in his Apodeictic that there are four fig­
ures, because he looks at the compound syllogisms consisting of four 
terms, as he has found many such syllogisms in Plato’s dialogues.’3

The unknown scholiast further gives us some explanations, from

1 Prantl, ii. 302, n. 1 12 : τά δε σχήματα τω ν συλλογισμώ ν ταύτα ’ ό Γαληνός δβ και 
τέταρτον επι τούτοις εφασκεν είναι, εναντίως προς τον Σ τα γειρίτη ν φερόμενος, ος λαμ- 
πρότ€ρον άναφανήναι οίόμενος των την λογικήν πραγματείαν εξηγούμενων παλαιών ώς 
πορρωτάτω εύθεως εκπεπτωκε.

2 Fr. Ueberweg, System der Logik, Bonn (1882), 341. Cf. also Kalbfleisch, op. cit., 
p. 699; H. Scholz, Geschichte der Logik, Berlin (1931), p. 36.

3 M . Wallies, Ammonii in Aristotelis Analyticorum Priorum librum I  Commentarium, 
Berlin (1899), p. ix: Π ερί τώ ν ειδών πάντων του συλλογισμού, τρία είδη εστι του  
[άπλου] συλλογισμού* τδ κατηγορικόν, τδ υποθετικόν, τδ κατά πρόσληφιν. τού δε 
κατηγορικοϋ δυο εστιν είδη* άπλοΰν, σύνθετον, και τού μεν απλού τρία εστιν είδη* 
πρώτον σχήμα, δεύτερον σχήμα, τρίτον σχήμα, τού δε συνθέτου τεσσαρά εστιν είδη · 
πρώτον σχήμα, δεύτερον σχήμα, τρίτον, τέταρτον σχήμα. Α ριστοτέλης μεν γάρ τρία  
τά σχήματά φησιν προς τούς απλούς συλλογισμούς άποβλεπων τούς εκ τριώ ν ορών 
συγκείμενους. Γαληνός δ ’ εν τή οικεία Α ποδεικτική  5 τά σχήματα λεγει προς τούς 
συνθέτους συλλογισμούς άποβλεπων τούς εκ δ όρων συγκείμενους πολλούς τοιουτους 
ευρών εν το ΐς  Π λάτω νος διαλόγοις.
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which we can gather how Galen may have found these four 
figures. Compound syllogisms consisting of four terms may be 
formed by combinations of the three figures I, II, and III of 
simple syllogisms in nine different ways: I to I, I to II, I to III, 
II to II, II to I, II to III, III to III, III to I, III to II. Two of 
these combinations, viz. II to II and III to III, do not give 
syllogisms at all, and of the remaining combinations II to I gives 
the same figure as I to II, III to I the same as I to III, and III  
to II the same as II to III. We get thus only four figures, I to I, 
I to II, I to III, and II to III.1 Examples are given, of which 
three are taken from Plato’s dialogues, two from the Alcibiades, 
and one from the Republic.

This precise and minute account must be explained and 
examined. Compound syllogisms of four terms have three pre­
misses and two middle terms, say B  and C, which form the premiss 
B -C  or C-B. Let us call this the middle premiss. B  forms together 
with Ay the subject of the conclusion, the minor premiss, and C  
forms, together with Z), the predicate of the conclusion, the major 
premiss. We thus obtain the following eight combinations (in all 
the premisses the first term is the subject, the second the predi­
cate) :

Figure

Minor Middle Major

ConclusionPremiss

F i A -B B -C C -D A -D I to I
F * A -B B -C D -C A -D I to II

F 3 A -B C -B C -D A -D II to III

F4 A -B C -B D -C A -D II to I

F 5 B -A B -C C -D A -D III to I
F6 B -A B -C D -C A -D III to II

F 7 B -A C -B C -D A -D I to III
F8 B -A C -B D -C A -D I to I

If  we adopt the principle of Theophrastus that in the first

1 Wallies, op. cit., pp. ix -x : ο κατηγορικός συλλογισμός απλούς, ώς Αριστοτέλης· 
σχήμα A  Β  Γ . σύνθετος, ω ς Γαληνός· Α  προς A , Α  προς Β , Α  προς Γ , Β  προς Β , Β  
προς Α , Β  προς Γ , Γ  προς Γ , Γ  προς Α , Γ  προς Β .

, Α  προς Λ . Α  προς Β , Α  προς Γ , Β  προς Γ . 
συλλογιστικόν· Α Β Γ Α

ά συλλόγιστον Β  προς Β , Γ  προς Γ , (ού γάρ γίνεται συλλογισμός ovrc e#c δι/ο αποφατικών 
οΰτ€ έκ δνο μερικών)·

Β  προς Α , Γ  προς Α , Γ  προς Β ,
Β  Γ  Δ

οι αυτοί €ΐσιν το ΐς  συλλογισμοΐς ώ ς υπογίγραπται.



Aristotelian figure the middle term is the subject of one premiss—  
it does not matter of which, the major or the minor— and the 
predicate of another, and define by this principle which figure is 
formed by the minor and middle premisses on the one hand, and 
by the middle and major premisses on the other, we get the com­
binations of figures shown in the last column. Thus, for instance, 
in the compound figure F2 the minor premiss together with the 
middle forms the figure I, as the middle term B  is the predicate 
of the first premiss and the subject of the second, and the middle 
premiss together with the major forms the figure II, as the middle 
term C  is the predicate of both premisses. This was probably how 
Galen has got his four figures. Looking at the last column we see 
at once that, as Galen held, the combinations II to II and III to 
III do not exist, not for the reason, as the scholiast mistakenly 
says, that no conclusion results either from two negative or two 
particular premisses, but because no term can occur in the 
premisses three times. It is obvious also that if we extend the 
principle of Theophrastus to compound syllogisms and include 
in the same figure all the moods that from the same combination 
of premisses yield either the conclusion A -D  or the conclusion 
D -A y we get as Galen does the same figure from the combination 
I to II as from the combination II to I. For, interchanging in 
figure F4 the letters B  and C  as well as the letters A  and Z>, we 
get the scheme:

F4 D -C  B -C  A -B  D -A ,

and as the order of the premisses is irrelevant we see that the 
conclusion D -A  results in F4 from the same premisses as A -D  
in F2. For the same reason figure F i does not differ from figure 
F8, F3 from F6, or F5 from F7. It is possible, therefore, to divide 
the compound syllogisms of four terms into four figures.

The scholium edited by Wallies explains all historical problems 
connected with the alleged invention of the fourth figure by 
Galen. Galen divided syllogisms into four figures, but these were 
the compound syllogisms of four terms, not the simple syllogisms 
of Aristotle. The fourth figure of the Aristotelian syllogisms was 
invented by someone else, probably very late, perhaps not before 
the sixth century a .d . This unknown scholar must have heard 
something about the four figures of Galen, but he either did not 
understand them or did not have Galen’s text at hand. Being in

§i4 THE FOUR GALENIAN FIGURES 41
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opposition to Aristotle and to the whole school of the Peri­
patetics, he eagerly seized the occasion to back up his opinion by 
the authority of an illustrious name.

R emark. The problem of compound syllogisms raised by Galen has 
considerable interest from the systematic point of view. Investigating 
the number of valid moods of the syllogisms consisting of three pre­
misses, I have found that there are forty-four valid moods, the figures 
Fi, F2, F4, F5, F6, and F7 having six moods each, and figure F8 
eight. Figure F3 is empty. It has no valid moods, for it is not possible 
to find premisses of the form A - B , C - B , C - D  such that a conclusion 
of the form A - D  would follow from them. This result, if known, would 
certainly be startling for students of the traditional logic. Mr. G. A. 
Meredith, who attended my lectures delivered on this subject in 1949 
at University College, Dublin, has found some general formulae 
concerning the number of figures and valid moods for syllogisms of n 
terms, including expressions of 1 and 2 terms. I publish these formulae 
here with his kind permission:

Number of terms . . . . n
Number of figures . . . . q U — \

Number of figures with valid moods . \{ni — n + 2)
Number of valid moods . n(3 « - 0

For all n every non-empty figure has 6 valid moods, except one that 
has 2n valid moods.

Exam ples:
Number of terms . . . . i, 2, 3> 10
Number of figures . . . . 1, 2, 4 > 5 !2
Number of figures with valid moods . 1, 2, 4 > 7)—) 46
Number of valid moods . 2, 10, 24»4 4 >···) 290

It is obvious that for large rC s the number of figures with valid moods 
is comparatively small against the number of all figures. For n =  10 
we have 46 against 512 respectively, i.e. 466 figures are empty. For 
n — 1 there is only 1 figure, A - A ,  with 2 valid moods, i.e. the laws of 
identity. For n =  2 there are 2 figures:

with 10 valid moods, 6 in F i (viz. four substitutions of the proposi­
tional law of identity, e.g. ‘if all A  is B , then all A  is B \  and two laws 
of subordination), and 4 moods in F2 (viz. four laws of conversion).

Premiss Conclusion
Fi A - B A - B
F2 B - A A - B



C H A P T E R  III

THE SYSTEM
§15. Perfect and imperfect syllogisms
I n the introductory chapter to the syllogistic Aristotle divides all 
syllogisms into perfect and imperfect. T call that a perfect syllo­
gism’, he says, ‘which needs nothing other than what has been 
stated to make the necessity evident; a syllogism is imperfect, if 
it needs either one or more components which are necessary by 
the terms set down, but have not been stated by the premisses.’1 
This passage needs translation into logical terminology. Every 
Aristotelian syllogism is a true implication, the antecedent of 
which is the joint premisses and the consequent the conclusion. 
What Aristotle says means, therefore, that in a perfect syllogism 
the connexion between the antecedent and the consequent is 
evident of itself without an additional proposition. Perfect syllo­
gisms are self-evident statements which do not possess and do not 
need a demonstration; they are indemonstrable, άναπό8€ΐκτοι.2 
Indemonstrable true statements of a deductive system are now 
called axioms. The perfect syllogisms, therefore, are the axioms of 
the syllogistic. On the other hand, the imperfect syllogisms are not 
self-evident; they must be proved by means of one or more pro­
positions which result from the premisses, but are different from 
them.

Aristotle knows that not all true propositions are demon­
strable.3 He says that a proposition of the form ‘A belongs to B ’ 
is demonstrable if there exists a middle term, i.e. a term which 
forms with A and B  true premisses of a valid syllogism having the 
above proposition as the conclusion. If  such a middle term does

1 An. pr. i. I, 24̂ 22 τέλειον μεν ουν καλώ συλλογισμόν τον μηδενός άλλου προσδεό- 
μενον παρά τά ειλημμένα προς το φανήναι τδ άναγκαΐον, ατελή δε τον προσδεόμενον ή 
ενός ή πλειόνων, ά έστι μεν αναγκαία διά των υποκειμένων ορών, οδ μην ειλη π τα ι διά 
προτάσεων.

2 Commenting upon the above passage Alexander uses the expression άναπδδβι- 
κτος, 24· 2 : ενός μεν ουν προσδέονται οι ατελείς συλλογισμοί οι μ ια ς αντίστροφης 
δεόμενοι προς τδ άναχθήναι εις τ ι να των εν τω  πρώ τω  σχήματι τω ν τελείω ν καί άναπο- 
δείκτω ν, πλειόνων δε όσοι διά δύο άντιστροφών εις εκείνων τινά ανάγονται. Cf. also 
ρ. 27, η. 2.

3 An. post. i. 3, 72̂ ΐ8 ήμεΐς δ! φαμεν ούτε πάσαν επιστήμην αποδεικτικήν είναι, 
αλλα την των άμεσων άναπόδεικτον.
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not exist, the proposition is called ‘immediate’, άμβσος, i.e. with­
out a middle term. Immediate propositions are indemonstrable; 
they are basic truths, άρχat.1 To these statements of the Posterior 
Analytics may be added a passage of the Prior Analytics which 
states that every demonstration and every syllogism must be 
formed by means of the three syllogistical figures.2

This Aristotelian theory of proof has a fundamental flaw: it 
supposes that all problems can be expressed by the four kinds 
of syllogistic premiss and that therefore the categorical syllo­
gism is the only instrument of proof. Aristotle did not realize 
that his own theory of the syllogism is an instance against this 
conception. The syllogistic moods, being implications, are pro­
positions of another kind than the syllogistic premisses, but 
nevertheless they are true propositions, and if any of them is not 
self-evident and indemonstrable it requires a proof to establish its 
truth. The proof, however, cannot be done by means of a cate­
gorical syllogism, because an implication does not have either a 
subject or a predicate, and it would be useless to look for a middle 
term between non-existent extremes. This is perhaps a subcon­
scious cause of the special terminology Aristotle uses in the doc­
trine of the syllogistic figures. He does not speak of ‘axioms’ or 
‘basic truths’ but of ‘perfect syllogisms’, and does not ‘demon­
strate’ or ‘prove’ the imperfect syllogisms but ‘reduces’ them 
(amyet or αναλύει) to the perfect. The effects of this improper 
terminology persist till today. Keynes devotes to this matter a 
whole section of his Formal Logic, entitled ‘Is Reduction an essen­
tial part of the Doctrine of the Syllogism?’, and comes to the 
conclusion ‘that reduction is not a necessary part of the doctrine 
of the syllogism, so far as the establishment of the validity of the 
different moods is concerned’.3 This conclusion cannot be applied 
to the Aristotelian theory of the syllogism, as this theory is an 
axiomatized deductive system, and the reduction of the other 
syllogistic moods to those of the first figure, i.e. their proof as 
theorems by means of the axioms, is an indispensable part of the 
system.

Aristotle accepts as perfect syllogisms the moods of the first
1 An. post. i. 23, 84^19 φανερόν δβ και ότι, όταν το Α  τω Β ύπάρχη, ει μεν εστι τι 

μέσον, εστι δεΐξαι ότι το Α  τω Β υπάρχει . . εί δε μΊ\ εστιν, ούκετι εστιν άπόδειξις, 
αλλ η επί τας αρχας οοος αντη βστιν.

2 An. pr. i. 23» 4 Ι >̂Ι ‘Π’ασαν άπόδειξιν και πάντα συλλογισμόν ανάγκη γίνεσθαι διά
τριών των προειρημενών σχημάτων. 3 Op. cit., ρρ. 325- 7·



figure, called Barbara, Celarent, Darii, and Ferio.1 Yet in the 
last chapter of his systematic exposition he reduces the third and 
fourth moods to the first two, and takes therefore as axioms of his 
theory the most clearly evident syllogisms, Barbara and Cela­
rent·1 2 * This detail is of no little interest. Modern formal logic tends 
to reduce the number of axioms in a deductive theory to a 
minimum, and this is a tendency which has its first exponent in 
Aristotle.

Aristotle is right when he says that only two syllogisms are 
needed as axioms to build up the whole theory of the syllogism. 
He forgets, however, that the laws of conversion, which he uses 
to reduce the imperfect moods to the perfect ones, also belong to 
his theory and cannot be proved by means of the syllogisms. 
There are three laws of conversion mentioned in the Prior 
Analytics: the conversion of the 2?-premiss, of the Λ-premiss, and 
of the /-premiss. Aristotle proves the first of these laws by what 
he calls ecthesis, which requires, as we shall see later, a logical 
process lying outside the limits of the syllogistic. As it cannot be 
proved otherwise, it must be stated as a new axiom of the system. 
The conversion of the ^-premiss is proved by a thesis belonging 
to the square of opposition of which there is no mention in the 
Prior Analytics. We must therefore accept as a fourth axiom either 
this law of conversion or the thesis of the square of opposition, 
from which this law follows. Only the law of conversion of the 
/-premisses can be proved without a new axiom.

There are still two theses that have to be taken into account, 
although neither of them is explicitly stated by Aristotle, viz. the 
laws of identity: 6A belongs to all A ’ and ‘A  belongs to some A\  
The first of these laws is independent of all other theses of the 
syllogistic. If  we want to have this law in the system, we must 
accept it axiomatically. The second law of identity can be 
derived from the first.

Modern formal logic distinguishes in a deductive system not 
only between primitive and derivative propositions, but also 
between primitive and defined terms. The constants of the 
Aristotelian syllogistic are the four relations: ‘to belong to all*

§ i 5 P E R F E C T  A N D  I M P E R F E C T  S Y L L O G I S M S  45

1 At the end of chapter 4, containing the moods of the first figure, Aristotle says, 
An. Pr. i. 4, 26^29 δήλον 6c και on navrcs oi ev αντω συλλογισμοί reAcioi eioiv.

2 Ibid. 7, 29^1 tan  6c και άναγαγ€Ϊν ττάντας τούς συλλογισμούς €ΐς τούς cV τω
πρώτα» σχήματι καθόλου συλλογισμούς.
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or A , ‘to belong to none’ or E, ‘to belong to some’ or /, and ‘to 
not-belong to some’ or 0 . Two of them may be defined by the 
other two by means of propositional negation in the following 
w a y : 6A  does not belong to some B ’ means the same as ‘It is not 
true that A  belongs to all B \  and 6A belongs to no B ’ means the 
same as ‘It is not true that A belongs to some B \  In the same 
manner A  could be defined by 0 , and I  by E. Aristotle does not 
introduce these definitions into his system, but he uses them 
intuitively as arguments of his proofs. Let us quote as only one 
example the proof of conversion of the /-premiss. It runs as fol­
lows : ‘I f  A  belongs to some B , then B  must belong to some A. 
For if B  should belong to no A , A would belong to no B .’1 It is 
obvious that in this indirect proof Aristotle treats the negation of 
‘B  belongs to some A ’ as equivalent to 6B  belongs to no A\  As to 
the other pair, A and 0 , Alexander says explicitly that the phrases 
‘to not-belong to some’ and ‘to not-belong to all* are different 
only in words, but have equivalent meanings.2

If we accept as primitive terms of the system the relations A 
and /, defining E  and 0  by means of them, we may, as I stated 
many years ago,3 build up the whole theory of the Aristotelian 
syllogism on the following four axioms:

1. A belongs to all A .
2. A belongs to some A .
3. If A belongs to all B  and B  belongs to all Cy then A

belongs to all C. Barbara
4. If A belongs to all B  and C belongs to some B , then

A belongs to some C. Datisi

It is impossible to reduce the number of these axioms. In 
particular they cannot be derived from the so-called dictum de 
omni et nullo. This principle is differently formulated in different 
text-books of logic, and always very vaguely. The classic formula­
tion, ‘quidquid de omnibus valet, valet etiam de quibusdam et de 
singulis* and ‘quidquid de nullo valet, nec de quibusdam nec de

1 An. pr. i. 2, 25a20 et γάρ το A  τινί τώ B f καί το Β  τινί τώ Α ανάγκη ύπάρχςιν. et 
γάρ μηδςνί, ούδϊ το A ovSevi τώ Β. [Corr. by W. D. Ross.]

2 Alexander 84. 6 το τινί μη υπάρχων ίσον δονά/tevov τώ μη παντί κατά την Χ4ξίν 
8ίαφ4ρ€ΐ.

3 J. Lukasiewicz, Elementy logiki matematycznej (Elements of Mathematical Logic), 
edited by M . Presburger (mimeographed), Warsaw (1929), p. 172; ‘Znaczenie 
analizy logicznej dla poznania’ (Importance of Logical Analysis for Knowledge), 
Przegl. Filoz. (Philosophical Review), vol. xxxvii, Warsaw (1934), p. 373.



singulis valet’, cannot be strictly applied to the Aristotelian logic, 
as singular terms and propositions do not belong to it. Besides, 
I do not see how it would be possible to deduce from this prin­
ciple the laws of identity and the mood Datisi, if anything at all 
can be deduced from it. Moreover, it is evident that it is not one 
single principle but two. It must be emphasized that Aristotle is 
by no means responsible for this obscure principle. It is not true 
that the dictum de omni et nullo was given by Aristotle as the axiom 
on which all syllogistic inference is based, as Keynes asserts.1 It 
is nowhere formulated in the Prior Analytics as a principle of 
syllogistic. What is sometimes quoted as a formulation of this 
principle is only an explanation of the words ‘to be predicated of 
all’ and ‘of none’.2

It is a vain attempt to look for the principle of the Aristotelian 
logic, if ‘principle’ means the same as ‘axiom’. If  it has another 
meaning, I do not understand the problem at all. Maier, who' 
has devoted to this subject another obscure chapter of his book,3 
spins out philosophic speculations that neither have a basis in 
themselves nor are supported by texts of the Prior Analytics. From 
the standpoint of logic they are useless.

§ 16. The logic of terms and the logic of propositions
To this day there exists no exact logical analysis of the proofs 

Aristotle gives to reduce the imperfect syllogisms to the perfect. 
The old historians of logic, like Prantl and Maier, were philo­
sophers and knew only the ‘philosophical logic’ which in the nine­
teenth century, with very few exceptions, was below a scientific 
level. Prantl and Maier are now dead, but perhaps it would not 
be impossible to persuade living philosophers that they should 
cease to write about logic or its history before having acquired a 
solid knowledge of what is called ‘mathematical logic’. It would 
otherwise be a waste of time for them as well as for their readers. 
It seems to me that this point is of no small practical importance.

No one can fully understand Aristotle’s proofs who does not 
know that there exists besides the Aristotelian system another 
system of logic more fundamental than the theory of the syllogism.

1 Op. cit., p. 301.
2 An. pr. i. I, 24̂ 28 λίγομ^ν Se το κατά παντός κατηγορ€ΐσθαι, όταν μηδϊν $ λαβίΐν

[τον ύποκ€ΐμ4νου (seel. W. D. Ross)], καθ' ον Θάτepov ού λςχθησςται· και το κατά 
μη&€νός ωσαύτως. 3 Op. cit., vol. ii b> ρ. 1 4 9 *
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It is the logic of propositions. Let us explain by an example the 
difference between the logic of terms, of which the Aristotelian 
logic is only a part, and the logic of propositions. Besides the 
Aristotelian law of identity ‘A belongs to all A ’ or ‘All A is A \  we 
have still another law of identity of the form ‘If p> then/>\ Let us 
compare these two, which are the simplest logical formulae:

All A is A  and If  p , then p .

They differ in their constants, which I call functors: in the first 
formula the functor reads ‘all— is’, in the second ‘if— then’. Both 
are functors of two arguments which are here identical. But the 
main difference lies in the arguments. In both formulae the 
arguments are variables, but of a different kind: the values which 
may be substituted for the variable A are terms, like ‘man’ or 
‘plant’ . From the first formula we get thus the propositions ‘All 
men are men’ or ‘All plants are plants’ . The values of the variable 
p are not terms but propositions, like ‘Dublin lies on the Liffey’ 
or ‘Today is Friday’ ; we get, therefore, from the second formula 
the propositions: ‘If  Dublin lies on the Liffey, then Dublin lies 
on the Liffey’ or ‘If today is Friday, then today is Friday’. This 
difference between term-variables and proposition-variables is 
the primary difference between the two formulae and conse­
quently between the two systems of logic, and, as propositions 
and terms belong to different semantical categories, the difference 
is a fundamental one.

The first system of propositional logic was invented about half 
a century after Aristotle: it was the logic of the Stoics. This logic 
is not a system of theses but of rules of inference. The so-called 
modus ponens, now called the rule of detachment: ‘I f  a, then β ; 
but a ; therefore β ’ is one of the most important primitive rules 
of the Stoic logic. The variables oc and β are propositional 
variables, as only propositions can be significantly substituted for 
them.1 The modern system of the logic of propositions was created 
only in 1879 by the great German logician Gottlob Frege. Another 
outstanding logician of the nineteenth century, the American 
Charles Sanders Peirce, made important contributions to this 
logic by his discovery of logical matrices (1885). The authors 
of Pnncipia Mathematica, Whitehead and Russell, later put this

1 Cf. Lukasiewicz, ‘Zur Geschichte des Aussagenkalkuls*, Erkermtnis, vol. v, Leipzig
(1935). PP· «11- 3 »·
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system of logic at the head of all mathematics under the title 
‘Theory of Deduction’. All this was entirely unknown to philo­
sophers of the nineteenth century. To this day they seem to have 
no idea of the logic of propositions. Maier says that the Stoic 
logic, which in fact is a masterpiece equal to the logic of Aristotle, 
yields a poor and barren picture of formalistic-grammatical un­
steadiness and lack of principle, and adds in a footnote that the 
unfavourable judgement of Prantl and Zeller on this logic must 
be maintained.1 The Encyclopaedia Britannica of 1911 says briefly of 
the logic of the Stoics that ‘their corrections and fancied improve­
ments of the Aristotelian logic are mostly useless and pedantic’ .2

It seems that Aristotle did not suspect the existence of another 
system of logic besides his theory of the syllogism. Yet he uses 
intuitively the laws of propositional logic in his proofs of im­
perfect syllogisms, and even sets forth explicitly three statements 
belonging to this logic in Book II of the Prior Analytics. The first 
of these is a law of transposition: ‘When two things’, he says, ‘are 
so related to one another, that if the one is, the other necessarily 
is, then if the latter is not, the former will not be either.’3 That 
means, in terms of modern logic, that whenever an implication 
of the form ‘If  a, then β ’ is true, then there must also be true 
another implication of the form ‘If not-β, then not-α’. The second 
is the law of the hypothetical syllogism. Aristotle explains it by an 
example: ‘Whenever if A is white, then B  should be necessarily 
great, and if B  is great, then C  should not be white, then it is 
necessary if A is white that C  should not be white.’4 That means: 
whenever two implications of the form ‘If  a, then β ’ and ‘If  j9, 
then y ’ are true, then there must also be true a third implication 
‘If a, then y ’ . The third statement is an application of the two 
foregoing laws to a new example and, curiously enough, it is 
false. This very interesting passage runs thus:

‘It is impossible that the same thing should be necessitated by the 
being and by the not-being of the same thing. I mean, for example,

1 Maier, op. cit., vol. ii b, p. 384: ‘ In der Hauptsache jedoch bietet die Logik 
der Stoiker . .  . ein diirftiges, odes Bild formalistisch-grammatischer Prinzip- und 
Haltlosigkeit.* Ibid., n. 1 : ‘In der Hauptsache wird es bei dem ungiinstigenUrteil, 
das Prantl und Zeller uber die stoische Logik fallen, bleiben mussen.*

2 n th  ed., Cambridge (1911), vol. xxv, p. 946 (s.v. ‘Stoics’).
3 An. pr. ii. 4, 57^1 όταν 8 vo €χη οΰτω προς άλληλα ωστ€ Θατίρου οντος ανάγκης 

eivai Oarcpov, τούτον μη οντος μ€ν ov8 e θάτ€ρον earai.
4 Ibid. 6 όταν γάρ τονδι οντος Xcvkov τον Α το81 ανάγκη μ4γα eivai το Β , μ€γάλον 

8k τον Β οντος το Γ  μη λcvkov, ανάγκη, el το Α  Xcvkov, το Γ  μη eivai XevKov.

£6367
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that it is impossible that B  should necessarily be great if A is white, 
and that B  should necessarily be great if A is not white. For if B  is not 
great A cannot be white. But if, when A is not white, it is necessary 
that B  should be great, it necessarily results that if B  is not great, B 
itself is great. But this is impossible.’1

Although the example chosen by Aristotle is unfortunate, the 
sense of his argument is clear. In terms of modern logic it can be 
stated thus: Two implications of the form ‘If a, then β ’ and ‘If  
not-α, then β ’ cannot be together true. For by the law of trans­
position we get from the first implication the premiss ‘If  not-j3, 
then not-α’, and this premiss yields together with the second 
implication the conclusion ‘If not-j9, then β ’ by the law of the 
hypothetical syllogism. According to Aristotle this conclusion is 
impossible.

Aristotle’s final remark is erroneous. The implication ‘If  not-j9, 
then β ’ , the antecedent of which is the negation of the conse­
quent, is not impossible; it may be true, and yields as conclusion 
the consequent β, according to the law of the logic of propositions: 
‘If (if not-/?, then /?), then /?.’1 2 Commenting upon this passage, 
Maier says that there would here result a connexion contrary to 
the law of contradiction and therefore absurd.3 This comment 
again reveals Maier’s ignorance of logic. It is not the implication 
‘If  not-j9, then β ’ that is contrary to the law of contradiction, but 
only the conjunction ‘ β and ηοί-β \

A  few years after Aristotle, the mathematician Euclid gave a 
proof of a mathematical theorem which implies the thesis ‘If  (if 
not-/?, then /?), then /?’.4 He states first that ‘If the product of two

1 An. pr. ii. 4, 57b3 του 8 * αύτοΰ οντος και μη οντος, αδύνατον ε*£ ανάγκης είναι το 
αυτό, λόγω δ* οϊον του Α  οντος λευκοΰ το Β  είναι μόγα ε*£ ανάγκης, και μη οντος λευκού 
του Α  τό Β  είναι μόγα όξ ανάγκης. Here follows the example of the hypothetical 
syllogism quoted in p. 49, n. 4, and a second formulation of the law of trans­
position. The conclusion reads, 11 του δη Β μη οντος μεγάλου τό Α ούχ οϊόν τε Λευκόν 
είναι, του δε Α μη όντο? λευκού, εί ανάγκη τό Β μόγα είναι, συμβαίνει ε’£ ανάγκης του Β 
μεγάλου μη οντος αυτό τό Β  είναι μόγα. τούτο δ* αδύνατον.

2 See A. Ν. Whitehead and Β. Russell, Principia Mathematics vol. i, Cambridge 
(1910), p. id8, thesis *2*18.

3 O p. cit., vol. ii a, p. 331 : ‘Es ergabe sich also ein Zusammenhang, der dem 
Gesetze des Widerspruchs entgegenstunde und darum absurd ware.’

4 See Scritti di G. Vailatit Leipzig-Firenze, cxv. ‘A  proposito d’un passo del 
Teeteto e di una dimostrazione di Euclide*, pp. 5 16 -27; cf. Lukasiewicz, 
‘Philosophische Bemerkungen zu mehrwertigen Systemen des Aussagenkalkuls*, 
Comptes Rendus des stances de la Socitti des Sciences et des Lettres de Varsovie, xxiii (1930), 
Cl. I l l ,  p. 67.

§ 16
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integers, a and έ, is divisible by a prime number w, then if a is not 
divisible by w, b should be divisible by n\ Let us now suppose that 
a =  b and the product a x  a (a2) is divisible by n. It results from 
this supposition that ‘If a is not divisible by n, then a is divisible 
by n\ Here we have an example of a true implication the ante­
cedent of which is the negation of the consequent. From this 
implication Euclid derives the theorem: ‘If a2 is divisible by a 
prime number w, then a is divisible by n.’

§17.  The proofs by conversion
The proofs of imperfect syllogisms by conversion of a premiss 

are both the simplest and those most frequently employed by 
Aristotle. Let us analyse two examples. The proof of the mood 
Festino of the second figure runs thus: ‘If  M  belongs to no N, 
but to some X , then it is necessary that N  should not belong to 
some X. For since the negative premiss is convertible, N  will 
belong to no M ; but M  was admitted to belong to some X ; there­
fore N  will not belong to some X. The conclusion is reached by 
means of the first figure.’1

The proof is based on two premisses: one of them is the law of 
conversion of the ^-propositions:

(1) If M  belongs to no N> then N  belongs to no M , 

and the other is the mood Ferio of the first figure:

(2) If N  belongs to no M  and M  belongs to some X , then N  
does not belong to some X.

From these premisses we have to derive the mood Festino:

(3) If M  belongs to no N  and M  belongs to some X , then N  
does not belong to some X.

Aristotle performs the proof intuitively. Analysing his intuitions 
we find two theses of the propositional calculus: one of them is 
the above-mentioned law of the hypothetical syllogism, which 
may be stated in the following form:

(4) If (if />, then q), then [if (if <7, then r), then (if p, then

r) ] ; 1
1 An. pr. i. 5, 27*32 Cl γαρ το Μ  τω μςν N  μη&€νι τω  8e Ξ  τινί ύπαρχο., ανάγκη το Ν  

nvi τω Ξ  μη ύπαρχον. tVet γάρ αντίστροφο το στερητικόν, ονδενι τω Μ  ύπάρξει το Ν ­
το δε γε Μ  ύπεκειτο τινι τω Ξ  ύπαρχειν’ ώστε το Ν  τινι τω Ξ  ούχ ύπάρζει. γίνεται γάρ 
συλλογισμός διά του πρώτου σχήματος.

2 See Principia Mathematica, ρ. 104, thesis *2 06.
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The other thesis reads:
(5) If  (if p , then q), then (if p and r, then q and r).

This thesis is called in Principia Mathematics following Peano, the 
principle of the factor. It shows that we may ‘multiply’ both sides 
of an implication by a common factor, i.e. we may add, by means 
of the word ‘and’, to p  and to q a new proposition r.1

We start with thesis (5). As py qy and r are propositional 
variables, we may substitute for them premisses of the Aristotelian 
logic. Putting \M belongs to no JV*’ for />, ‘JV belongs to no ΛΓ for 
qy and ‘Af belongs to some X y for r, we get from the antecedent of
(5) the law of conversion (1), and we may detach the consequent 
of (5) as a new thesis. This new thesis has the form:

(6) If  M  belongs to no N  and M  belongs to some X , then N  
belongs to no M  and M  belongs to some X.

The consequent of this thesis is identical with the antecedent of 
thesis (2). Therefore we may apply to (6) and (2) the law of the 
hypothetical syllogism, substituting for p the conjunction ‘M  
belongs to no N  and M  belongs to some X \  for q the conjunction 
‘JV* belongs to no M  and M  belongs to some X \  and for r the 
proposition ‘N  does not belong to some X \  By applying the rule 
of detachment twice we get from this new thesis the mood 
Festino.

The second example I want to analyse is somewhat different. 
It is the above-mentioned proof of the mood Disamis.2 We have 
to prove the following imperfect syllogism:

(7) If  R  belongs to all S  and P  belongs to some S, then P  
belongs to some R.

The proof is based on the mood Darii of the first figure:

(8) If R  belongs to all S  and S  belongs to some P, then R 
belongs to some P,

and on the law of conversion of the /-propositions applied twice, 
once in the form:

(9) If P  belongs to some S, then S  belongs to some P, 

and for the second time in the form:

(10) If  R  belongs to some P, then P belongs to some R .
As auxiliary theses of the propositional logic we have the law of

1 See Principia Mathematica, p. 119, thesis *3*45. The conjunction *p and r* is 
called in the Principia ‘logical product*. 2 See the Greek text in p. 25, n. 1.
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the hypothetical syllogism, and the following thesis, which is 
slightly different from thesis (3), but also may be called the 
principle of the factor:

(11) If (if p , then q), then (if r and p> then r and q).

The difference between (5) and (11) consists in this, that the 
common factor r is not in the second place, as in (5), but in the 
first. As conjunction is commutable and ‘p and r’ is equivalent to 
V and p\  this difference does not affect the validity of the thesis.

The proof given by Aristotle begins with the conversion of the 
premiss *P belongs to some S\ Following this procedure, let us 
substitute for p in (11) the premiss *P belongs to some S\ for q 
the premiss 6S belongs to some P\ and for r the premiss belongs 
to all S\ By this substitution we get from the antecedent of (11) 
the law of conversion (9), and therefore we may detach the 
consequent of (11) which reads:

(12) If R belongs to all S and P  belongs to some S, then R 
belongs to all S  and S  belongs to some P.

The consequent of (12) is identical with the antecedent of (8). 
By applying the law of the hypothetical syllogism we can get 
from (12) and (8) the syllogism:

(13) If R  belongs to all S  and P  belongs to some Sy then R 
belongs to some P .

This syllogism, however, is not the required mood Disamis, but 
Datisi. O f  course, the mood Disamis could be derived from Datisi 
by converting its consequent according to thesis (10), i.e. by 
applying the hypothetical syllogism to (13) and (10). It seems, 
however, that Aristotle took another course: instead of deriving 
Datisi and converting its conclusion, he converts the conclusion 
ί f  Darii, getting the syllogism:

(14) If  R  belongs to all S  and S  belongs to some P, then P  
belongs to some R ,

and then he applies intuitively the law of the hypothetical syllo­
gism to (12) and (14). The syllogism (14) is a mood of the fourth 
figure called Dimaris. As we already know, Aristotle mentions 
this mood at the beginning of Book II of the Pnor Analytics.

In a similar way we could analyse all the other proofs by con­
version. It follows from this analysis that if we add to the perfect 
syllogisms of the first figure and to the laws of conversion three
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laws of the logic of propositions, viz. the law of the hypothetical 
syllogism and two laws of the factor, we get strictly formalized 
proofs of all imperfect syllogisms except Baroco and Bocardo. 
These two moods require other theses of the propositional logic.

§18. The proofs by reductio ad impossibile

The moods Baroco and Bocardo cannot be reduced to the first 
figure by conversion. The conversion of the ^-premiss would 
yield an /-proposition, from which together with the O-premiss 
nothing results, and the O-premiss cannot be converted. Aristotle 
tries to prove these two moods by a reductio ad impossibile, α π α γω γή  

els το αδύνατον. The proof of Baroco runs thus: T f  M  belongs to 
all JV*, but not to some X , it is necessary that N  should not belong 
to some X ; for if N  belongs to all X , and M  is predicated also of 
all JV*, M  must belong to all X ; but it was assumed that M  does 
not belong to some X .*1 This proof is very concise and needs an 
explanation. Usually it is explained in the following way :2

We have to prove the syllogism:

(1) If M  belongs to all N  and M  does not belong to some X, 
then N  does not belong to some X .

It is admitted that the premisses ‘M  belongs to all JV*’ and 6M  
does not belong to some X* are true; then the conclusion 6JV does 
not belong to some X y must also be true. For if it were false, its 
contradictory, 4N  belongs to all X \  would be true. This last pro­
position is the starting-point of our reduction. As it is admitted 
that the premiss CM  belongs to all jV’ is true, we get from this 
premiss and the propostion 4JV* belongs to all X ’ the conclusion 
4M  belongs to all X* by the mood Barbara. But this conclusion is 
false, for it is admitted that its contradictory 6M  does not belong 
to some X* is true. Therefore the starting-point of our reduction, 
4jV belongs to all X \  which leads to a false conclusion, must be 
false, and its contradictory, 4N  does not belong to some X \  must 
be true.

This argument is only apparently convincing; in fact it does 
not prove the above syllogism. It can be applied only to the 
traditional mood Baroco (I quote this mood in its usual form

1 An. pr. i. 5, 27*37 el τώ μόν Ν  παντι το Μ, τώ 8e Ξ  τινι μη ύπάρχςι, ανάγκη το Ν  
τινι τω Ξ  μη ύπάρχα,ν' el γάρ παντί υπάρχει, κατηγορεΐται δε και το Μ  παντός τοΰ Ν , 
ανάγκη το Μ  παντι τώ Ξ  ύπάρχειν’ ύπεκειτο δε τινι μη ύπάρχειν.

2 Cf., for instance, Maier, op. cit., vol. ii a, p. 84.



with the verb ‘to be’, and not in the Aristotelian form with ‘to 
belong’) :

(2) All N  is Af,
Some X  is not Af, 

therefore 
Some X  is not N.

This is a rule of inference and allows us to assert the conclusion 
provided the premisses are true. It does not say what happens 
when the premisses are not true. This is irrelevant for a rule of 
inference, as it is evident that an inference based on false pre­
misses cannot be valid. But Aristotelian syllogisms are not rules 
of inference, they are propositions. The syllogism (1) is an im­
plication which is true for all values of the variables Af, N, and X , 
and not only for those values that verify the premisses. I f  we apply 
this mood Baroco to the terms Af =  ‘bird’, N =  ‘animal’, and X =  
‘owl’, We get a true syllogism (I use forms with ‘to be’, as does 
Aristotle in examples):

(3) If all animals are birds
and some owls are not birds, 

then some owls are not animals.

This is an example of the mood Baroco, because it results from it 
by substitution. The above argument, however, cannot be applied 
to this syllogism. We cannot admit that the premisses are true, 
because the propositions ‘All animals are birds’ and ‘Some owls 
are not birds’ are certainly false. We need not suppose that the 
conclusion is false; it is false whether we suppose its falsity or not. 
But the main point is that the contradictory of the conclusion, i.e. 
the proposition ‘All owls are animals’, yields together with the 
first premiss ‘All animals are birds’ not a false conclusion, but a 
true one: ‘All owls are birds’. The reductio ad impossibile is in this 
case impossible.

The proof given by Aristotle is neither sufficient nor a proof 
by reductio ad impossibile. Aristotle describes indirect proof or the 
demonstration per impossibile, by contrast with direct or ostensive 
proof, as a proof that posits what it wishes to refute, i.e. to refute 
by reduction to a statement admitted to be false, whereas ostensive 
proof starts from propositions admitted to be true.1 Accordingly,

1 An. pr. ii. 14, 62̂ 29 8ia<f>epei 8* ή e h  το αδύνατον α π ό δ α ξ ις  τ η ς  δ ε κ τ ικ ή ς  τ ώ  
nOevai δ βούXerai avaipctv, ά πά γουσα  els δμολογούματον ψ€υ8ος' η 8e δ α κ τ ικ η  άρχβται 
έξ όμ ο λο γ ο υ μ ίνω ν  deoewv {αληθώ ν).
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if we have to prove a proposition by reductio ad impossibile, we 
must start from its negation and derive thence a statement 
obviously false. The indirect proof of the mood Baroco should 
start from the negation of this mood, and not from the negation 
of its conclusion, and this negation should lead to an uncondition­
ally false statement, and not to a proposition that is admitted to 
be false only under certain conditions. I shall here give a sketch 
of such a proof. Let a denote the proposition ‘M  belongs to all 

β ‘JV belongs to all X \  and y ‘M  belongs to all X \  As the 
negation of an ^-premiss is an O-premiss, ‘not-/? 91 will have the 
meaning Wdoes not belong to some X \  and ‘not-y ’ ‘M  does not 
belong to some X \  According to the mood Baroco the implication 
‘I f  a and not-y, then not-/?’ is true, or in other words, a and not-y 
a ê not true together with β. The negation, therefore, of this 
proposition would mean that ‘ a and β and not-y 9 are together 
true. But from ‘ a and β ’, * γ 9 results by the mood Barbara; we 
get therefore ‘ y and not-y ’, i.e. a proposition obviously false, 
being a contradiction in forma. It can easily be seen that this 
genuine proof of the mood Baroco by reductio ad impossibile is 
quite different from that given by Aristotle.

The mood Baroco can be proved from the mood Barbara by a 
very simple ostensive proof which requires one and only one 
thesis of the propositional logic. It is the following compound law 
of transposition:

(4) I f  (if p and y, then r), then if p and it is not true that r, 
then it is not true that q 2

Put for p ‘Af belongs to all jV’, for q ‘jV belongs to all X ’, and for r 
‘Af belongs to all X \  By this substitution we get in the antecedent 
of (4) the mood Barbara, and therefore we can detach the conse­
quent, which reads:

(5) If  M  belongs to all N  and it is not true that M  belongs
to all X, then it is not true that JV belongs to all X.

As the O-premiss is the negation of the ^-premiss, we may replace 
in (5) the forms ‘it is not true that belongs to all* by ‘does not 
belong to some’, getting thus the mood Baroco.

There can be no doubt that Aristotle knew the law of trans­
position referred to in the above proof. This law is closely con-

1 I am using ‘not-’ as an abbreviation for the propositional negation ‘it is not 
true that*. 2 See Principia Mathematical p. 118, thesis *3*37.



nected with the so-called ‘conversion’ of the syllogism, which he 
investigated thoroughly.1 To convert a syllogism means to take 
the contrary or the contradictory (in proofs per impossibile only the 
contradictory) of the conclusion together with one premiss, there­
by destroying the other premiss. ‘It is necessary,’ Aristotle says, 
‘if the conclusion has been converted and one of the premisses 
stands, that the other premiss should be destroyed. For if it should 
stand, the conclusion must also stand.’1 2 This is a description of 
the compound law of transposition. Aristotle therefore knows this 
law; moreover, he applies it to obtain from the mood Barbara 
the moods Baroco and Bocardo. Investigating in the same chapter 
the conversion of the moods of the first figure, he says: ‘Let the 
syllogism be affirmative (i.e. Barbara), and let it be converted as 
stated (i.e. by the contradictory denial). Then if A does not belong 
to all C, but to all B, B  will not belong to all C. And if A does not 
belong to all C, but B  belongs to all C, A will not belong to all 
i?.’3 The proofs of Baroco and Bocardo are here given in their 
simplest form.

In the systematic exposition of the syllogistic these valid proofs 
are replaced by insufficient demonstrations per impossibile. The 
reason is, I suppose, that Aristotle does not recognize arguments

νποθ€σ€ως as instruments of genuine proof. All demonstration 
is for him proof by categorical syllogisms; he is anxious to show 
that the proof per impossibile is a genuine proof in so far as it con­
tains at least a part that is a categorical syllogism. Analysing the 
proof of the theorem that the side of a square is incommensurable 
with its diagonal, he states explicitly: We know by a syllogism 
that the contradictory of this theorem would lead to an absurd 
consequence, viz. that odd numbers should be equal to evens, 
but the theorem itself is proved by an hypothesis, since a false­
hood results when it is denied.4 O f the same kind, Aristotle

1 An. pr. ii. 8-10.
2 Ibid. 8, 59^3 ανάγκη γάρ τον συμπεράσματος άντιστραφεντος και τής ετερας 

μενούσης προτάσ€ως άναιρεΐσθαι την λο ιπ ή ν  εί γάρ εσται, και το συμπέρασμα εσται. 
Cf. Top. viii. 14, 163*34 άνάγκη γάρ, εί το συμπέρασμα μη  εστι, μίαν τινα άναιρεΐσθαι 
των προτάσεων, είπερ πασών τεθεισών άνάγκη ήν το συμπέρασμα είναι.

3 An. pr. ii. 8, 59̂ 28 *<*τω γάρ κατηγορικος 6  συλλογισμός, και άντιστρεφεσθω ούτως 
(i.e. άντικειμενω ς). ούκοΰν εί το Α  ού παντί τω  Γ , τω  δε Β  παντί, το Β  ού παντι τω  Γ ’ 
και εί το μεν Α  μη παντι τω  Τ, τό 8c Β  παντί, το Α  ού παντι τω  Β .

4 Ibid. i. 23, 4 ia23 ξάντες γάρ οι διά του αδυνάτου περαίνοντες το μεν φεΰδος 
συλλογίζονται, το δ* εξ άρχής εξ ύποθεσεως δεικννονσιν, όταν άδύνατόν τ ι σνμβαίνη τής  
άντιφάσεως τεθείσης, οϊον ότι άσύμμετρος ή διάμετρος διά το γίνεσθαι τά περιττά ίσα
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concludes, are all other hypothetical arguments; for in every case 
the syllogism leads to a proposition that is different from the 
original thesis, and the original thesis is reached by an admission 
or some other hypothesis.1 All this is, of course, not true; Aristotle 
does not understand the nature of hypothetical arguments. The 
proof of Baroco and Bocardo by the law of transposition is not 
reached by an admission or some other hypothesis, but performed 
by an evident logical law ; besides, it is certainly a proof of one 
categorical syllogism on the ground of another, but it is not per­
formed by a categorical syllogism.

At the end of Book I of the Prior Analytics Aristo.tle remarks that 
there are many hypothetical arguments that ought to be con­
sidered and described, and promises to do so in the sequel.2 This 
promise he nowhere fulfils.3 It was reserved for the Stoics to in­
clude the theory of hypothetical arguments in their system of 
propositional logic, in which the compound law of transposition 
found its proper place. On the occasion of an argument of Aenesi- 
demus (which is irrelevant for our purpose) the Stoics analysed 
the following rule of inference which corresponds to the com­
pound law of transposition: ‘If the first and the second, then the 
third; but not the third, yet the first; therefore not the second.’4 
This rule is reduced to the second and third indemonstrable 
syllogisms of the Stoic logic. We already know the first indemon­
strable syllogism, it is the modus ponens\ the second is the modus 
tollens: ‘If  the first, then the second; but not the second; therefore 
not the first.’ The third indemonstrable syllogism starts from a 
denied conjunction and reads: ‘Not (the first and the second); 
but the first; therefore not the second.’ According to Sextus 
Empiricus the analysis runs thus: By the second indemonstrable 
syllogism we get from the implication ‘if the first and the second,
το ΐς  άρτίοις συμμέτρου τεθείσης. τό μεν ουν ίσα γίν€σθαι τα περιττά το ΐς άρτίοις 
συλλογίζεται, το 8 * ασύμμετραν είναι την διάμετρον εξ ύποθέσεως δείκνυσιν, επει 
φεϋδος συμβαίνει διά την άντίφασιν.

1 An. pr. i. 23> 4 1 a 3 7  ωσαύτω ς δε και οι άλλοι πάντες οι εξ ύποθέσεως* έν άπασι γαρ 
ο μεν συλλογισμός γίνεται προς τό μεταλαμβανόμενον, τό δ* εξ αρχής περαίνεται δ ι' 
ομολογίας ή τίνος άλλης ύποθέσεως.

2 Ibid. 44» 5 ° a 3 9  πολλοί $£ και έτεροι περαίνονται εξ ύποθέσεως, οΰς έπισκέ- 
φασθαι δει και διασημήναι καθαρώς. τίνες μεν ουν αί διαφοραι τούτων, και ποσαχώ ς 
γίνεται τό εξ ύποθέσεως, ύστερον έροΰμεν.

3 Alexander 389· 3 2> commenting on this passage says: λέγει και άλλους πολλούς 
εξ ύποθέσεως πέραίνεσθαι, περί ών ύπεητίθεται μεν ώς έρών έπιμελέστερον, ου μην 
φέρεται αύτοϋ σύγγραμμα περί αύτών.

4 The Stoics denote proposition-variables by ordinal numbers.



then the third’, and the negation of its consequent ‘not the third’, 
the negation of its antecedent ‘not (the first and the second)’ . 
From this proposition, which is virtually contained in the pre­
misses, but not explicitly expressed in words, together with the 
premiss ‘the first’, there follows the conclusion ‘not the second’ 
by the third indemonstrable syllogism.1 This is one of the 
neatest arguments we owe to the Stoics. We see that competent 
logicians reasoned 2,000 years ago in the same way as we are 
doing today.
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§ 19. The proofs by ecthesis

The proofs by conversion and per impossibile are sufficient to 
reduce all imperfect syllogisms to perfect ones. But there is still 
a third kind of proof given by Aristotle, viz. the so-called proofs 
by exposition or ίκ θ ζσ ις .  Although of little importance for the 
system, they have an interest in themselves, and it is worth while 
to study them carefully.

There are only three passages in the Prior Analytics where 
Aristotle gives a short characterization of this kind of proof. The 
first is connected with the proof of conversion of the i?-premiss, 
the second is a proof of the mood Darapti, the third of the mood 
Bocardo. The word έκθέσθαι occurs only in the second passage, 
but there can be no doubt that the other two passages also are 
meant as proofs by ecthesis.1 2

Let us begin with the first passage, which runs thus: ‘If A

1 Sextus Empiricus (ed. Mutschmann), Adv. math. viii. 235-6 συνεστηκε γάρ 6  
τοιοΰτος λόγος (scil. ο παρά τώ  Α ίνησιδήμω  ερωτηθείς) εκ δευτέρου αναπόδεικτου και 
τρίτου, καθώς πάρεστι μαθεΐν εκ της άναλύσεως, ήτις σαφέστερα μάλλον γενήσεται επι 
του τρόπου ποιησαμενων ημών την διδασκαλίαν, εχοντος ούτω ς’ ‘ εί το πρώτον και το 
δεύτερον, το τρίτον’ ούχί δε γε το τρίτον, άλλα και το πρώ τον· ούκ άρα το δεύτερον.* 
επει γάρ εχομεν συνημμενον εν ω ηγείτα ι συμπεπλεγμενον ζ τ ο)> ‘ το πρώτον και το 
δεύτερον ’, λήγει δε ζτ ό )  ‘ το τρίτον ’, εχομεν δε και το άντικείμενον του λήγοντος το  
‘ ου το τρίτον \  συναχθήσεται ή μιν και το άντικείμενον του ηγουμένου το ‘ ούκ άρα 
το πρώτον και το δεύτερον ’ δευτερω άναποδείκτω. άλλά δη τούτο αυτό κατά μεν την 
δύναμιν έγκειται τώ  λόγω , επεί εχομεν τά συνακτικά αύτοΰ λήμματα , κατά δε την 
προφοράν παρεΐται. όπερ τάξαντες μετά του λειπομενου λήμματος του * το πρώτον *,* 
εξομεν συναγόμενον το συμπέρασμα το ‘ ούκ άρα το δεύτερον ’ τρ ίτω  άναποδείκτω. 
[* του πρώτου codd., του τρόπου Kochalsky, του ‘ το πρώτον ’ scripsi. (τρόπος =  
mood expressed in variables, συνημμενον =  implication, ηγούμενον —  antecedent, 
λήγον =  consequent, συμπεπλεγμ ενον —  conjunction.)]

2 There are two other passages dealing with ecthesis, An. pr. 3oa6-.i4 and 30^31- 
40 (I owe this remark to Sir David Ross), but both are related to the scheme of 
modal syllogisms.



belongs to no i?, neither will B  belong to any A. For if it should 
belong to some, say C, it would not be true that A belongs to 
no B ; for C  is some of the B ’s.’1 The conversion of the is-premiss 
is here proved per impossibile, but this proof per impossibile is based 
on the conversion of the /-premiss which is proved by exposition. 
The proof by exposition requires the introduction of a new term, 
called the ‘exposed term’ ; here it is C. Owing to the obscurity of 
the passage the very meaning of this C  and of the logical structure 
of the proof can be reached only by conjecture. I shall try to 
explain the matter on the ground of modern formal logic.

We have to prove the law of conversion of the /-premiss: ‘If  
B  belongs to some A , then A belongs to some B .’ Aristotle intro­
duces for this purpose a new term, C ; it follows from his words 
that C  is included in B  as well as in A , so that we get two premisses:
‘B  belongs to all C ’ and ‘A belongs to all C\  From these premisses 
we can deduce syllogistically (by the mood Darapti) the conclu­
sion (A belongs to some B \  This is the first interpretation given 
by Alexander.1 2 But it may be objected that this interpretation 
presupposes the mood Darapti which is not yet proved. Alex­
ander prefers, therefore, another interpretation which is not 
based on a syllogism: he maintains that the term C  is a singular 
term given by perception, and the proof by exposition consists in 
a sort of perceptual evidence.3 This explanation, however, 
which is accepted by Maier,4 has no support in the text of the Prior 
Analytics: Aristotle does not say that C  is an individual term. 
Moreover, a proof by perception is not a logical pfoof. If  we
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1 An. pr. i. 2, 25*15 ει ούν μηδενι τώ  Β  το A  ύπάρχει, ουδέ τώ  A  ούδενι ύπάρξει τό 
Β . εΐ γάρ τιν ι, οϊον τω Γ , ούκ αληθές εσται το μηδενι τώ  Β  το Α  ύπαρχειν το γάρ Γ  
τω ν Β  τι εστιν. [Corr. W. D. Ross.]

2 Alexander 32. 12 €1 γάρ το Β  τιν ι τω  Α  υπάρχει . . . ύπαρχετω τώ  Γ * έστω γάρ 
τούτο τ ι του Α , ω ύπάρχει το Β . εσται δη το Γ  εν ολω τώ  Β  και τ ι αυτού, και το Β  κατά 
παντός τού Γ ·  ταυτόν γάρ το εν όλω και κατά παντός, ά λλ* ήν τό Γ  τ ι τού Α ' εν δλφ  
άρα και τώ  Α  τό Γ  εστίν' ει 8c εν όλω, κατά παντός αυτού ρηθήσεται τό Α . ήν δε τό Γ  
τ ι τού Β * και τό Α  άρα κατά τίνος τού Β  κατηγορηθήσεται.

3 Ibid. 32 η άμεινόν εστι και οικειότατον το ΐς  λεγομενοις τό δι* εκθεσεως και 
αισθητικώ ς λεγειν την δεΐξιν γ€γονεναι, αλλά μη τον είρημενον τρόπον μηδε συλλογι- 
στικώ ς. 6  γάρ διά της εκθόσεως τρόπος δι* αίσθησεως γίνεται και ού συλλογιστικώ ς· 
τοιούτον γάρ τ ι λαμβάνεται τό Γ  τό εκτιθεμενον, ό αισθητόν ον μόριόν εστι τού Α * ει γάρ 
κατά μορίου τού Α  οντος τού Γ  αισθητού τίνος και καθ* εκαστα λεγοιτο τό Β , είη αν 
και τού Β  μόριον τό αυτό Γ  ον γε ev αύτώ · ώστ€ τδ Γ  είη αν άμφοτερων μόριον και εν 
άμφοτεροις αύτοΐς.

4 Op. cit., vol. ii α, ρ. 2ο: ‘Die Argumentation bedient sich also nicht eines 
Syllogismus, sondern des Hinweises auf den Augenschein.’



want to prove logically that the premiss ‘B  belongs to some A ’ 
may be converted, and the proof is to be performed by means of 
a third term C, we must find a thesis that connects the above 
premiss with a proposition containing C.

It would not, of course, be true to say simply that if B  belongs 
to some A, then B  belongs to all C  and A belongs to all C ; but a 
little modification of the consequent of this implication easily 
solves our problem. We must put before the consequent an 
existential quantifier, the words ‘there exists’, binding the vari­
able C. For if B  belongs to some A , there always exists a term C  
such that B  belongs to all C  and A belongs to all C. C  may be the 
common part of A and B  or a term included in this common part. 
If, for example, some Greeks are philosophers, there exists a 
common part of the terms ‘Greek’ and ‘philosopher’, viz. ‘Greek 
philosopher’, and it is evident that all Greek philosophers are 
Greeks, and all Greek philosophers are philosophers. We may 
state, therefore, the following thesis:

(1) If B  belongs to some A, then there exists a C  such that B  
belongs to all C  and A belongs to all C.

This thesis is evident. But also the converse of (i) is evident. If  
there exists a common part of A and B , B  must belong to some 
A. We get, therefore:

(2) If there exists a C  such that B  belongs to all C  and A belongs 
to all C, then B  belongs to some A .

It is probable that Aristotle intuitively felt the truth of these 
theses without being able to formulate them explicitly, and that 
he grasped their connexion with the conversion of the /-premiss 
without seeing all the deductive steps leading to this result. I shall 
give here the full formal proof of the conversion of the /-premiss, 
starting from theses (1) and (2), and applying to them some laws 
of the propositional logic and the rules of existential quantifiers.

The following thesis of the propositional logic was certainly 
known to Aristotle:

(3) If p and q, then q and p.
It is the commutative law of conjunction.1 Applying this law to 
the premisses ‘i? belongs to all C ’ and (A belongs to all C \  we ge t:

(4) If B  belongs to all C  and A belongs to all C, then A belongs 
to all C  and B  belongs to all C.

1 See Principia Mathematical p. 116, thesis *3 22.

§ i9 THE PROOFS BY EGTHESIS 61



62 THE SYSTEM

To this thesis I shall apply the rules of existential quantifiers. 
There are two such rules; both are stated with respect to a true 
implication. The first rule reads: It is permissible to put before a 
consequent of a true implication an existential quantifier, binding 
a free variable occurring in the consequent. It results from this 
rule that:

(5) If B  belongs to all C  and A belongs to all C, then there 
exists a C  such that A belongs to all C  and B  belongs to 
all C.

The second rule reads: It is permissible to put before the ante­
cedent of a true implication an existential quantifier, binding 
a free variable occurring in the antecedent, provided that this 
variable does not occur as a free variable in the consequent. In
(5) Cis already bound in the consequent; therefore according to 
this rule we may bind C  in the antecedent, thus getting the 
formula:

(6) If there exists a C  such that B  belongs to all C  and A belongs 
to all C, then there exists a C  such that A belongs to all C 
and B  belongs to all C.

The antecedent of this formula is identical with the consequent of 
thesis (1); it results, therefore, by the law of the hypothetical 
syllogism that:

(7) If B  belongs to some A , then there exists a C  such that A 
belongs to all C  and B  belongs to all C.

From (2) by interchanging B  and A we get the thesis:

(8) If there exists a C  such that A belongs to all C  and B  belongs 
to all C, then A belongs to some B,

and from (7) and (8) we may deduce by the hypothetical syllo­
gism the law of conversion of the /-premiss:

(9) If B  belongs to some A , then A belongs to some B.

We see from the above that the true reason of the converti­
bility of the /-premiss is the commutability of the conjunction. 
The perception of an individual term belonging to both A and B  
may intuitively convince us of the convertibility of this premiss, 
but is not sufficient for a logical proof. There is no need to assume 
C a s a  singular term given by perception.

§ i9



The proof of the mood Darapti by exposition can now be 
easily understood. Aristotle reduces this mood to the first figure 
by conversion, and then he says: ‘It is possible to demonstrate 
this also per impossibile and by exposition. For if both P  and R 
belong to all S, should some of the S 's, e.g. N, be taken, both P  
and R  will belong to this, and then P  will belong to some R . '1 
Alexander’s commentary on this passage deserves our attention. 
It begins with a critical remark. If N  were a universal term in­
cluded in S, we should get as premisses ‘P  belongs to all Ν '  and 
6R belongs to all Ν '.  But this is just the same combination of 
premisses, συζυγία, as ‘P  belongs to all S' and ‘R belongs to all 
S', and the problem remains the same as before. Therefore, 
Alexander continues, N  cannot be a universal term; it is a 
singular term given by perception, a term evidently existing in P  
as well as in R, and the whole proof by ecthesis is a proof by 
perception.1 2 We have already met this opinion above. In support 
of it Alexander adduces three arguments: First, if his explanation 
were rejected, we should have no proof at a ll; secondly, Aristotle 
does not say that P  and R  belong to all N, but simply to N ; thirdly, 
he does not convert the propositions with N .3 None of these 
arguments is convincing: in our example there is no need of 
conversion; Aristotle often omits the mark of universality where 
it should be used,4 and as to the first argument, we know already 
that there exists another and a better explanation.

The mood Darapti:

(10) If P  belongs to all S and R belongs to all S, then P  belongs 
to some R,

§ iq THE PROOFS BY ECTHESIS 63

1 An. pr. i. 5, 28a22 εστι και διά τον αδυνάτου και τώ  εκθεσθαι ποιεΐν την από- 
δειξιν’ εί γάρ άμφω  (scil. Π  και Ρ ) παντι τώ  Σ  υπάρχει, αν ληφθη τ ι των Σ , οΐοι^τό Ν , 
τουτω  και το Π  και το Ρ  υπάρξει, ώστε τινι τω  Ρ  το Π  υπάρξει.

2 Alexander 99. 28 τι γάρ διαφέρει τω  Σ  ύπάρχειν λαβεΐν παντι το τε Π  και το Ρ  
και μερει τινι τοΰ Σ  τω  Ν ; το γάρ αυτά και επι τοΰ Ν  ληφθεντος μενεί’ ή γάρ αύτη  
συζυγία εστίν, αν τε κατά τοΰ Ν  παντός εκείνων εκάτερον, αν τε κατά τοΰ Σ  κατηγορη- 
ται. η ού τοιαύτη ή δεΐξις, $ χρηταν ο γάρ δι* εκθεσεως τρόπος δι* αισθήσεως γίνεται, 
ον γάρ ΐνα τοιοΰτόν τ ι τοΰ Σ  λάβωμεν, καθ* οδ ρηθήσεται παντός και το Π  και το Ρ, 
λεγει . . . άλλ* ΐνα τι τω ν ύπ* αΐσθησιν πιπτόντω ν, δ φανερόν εστιν δν και εν τω  Π  και 
εν τω  Ρ .

3 Ibid. ΙΟ Ο . 7 ότι γάρ αίσθητη ή διά της εκθεσεως δεΐξις, σημεΐον πρώτον μεν το 
εί μη οδτως λαμβάνοιτο, μηδεμίαν γίνεσθαι δεΐξιν ' επειτα δε και το αυτόν μη κετι 
χρησασθαι επι τον Ν , δ ήν τ ι τοΰ Σ , τω  παντι αύτω ύπάρχειν τό τε Π  και το Ρ , άλλ* 
απλώς θεΐναι τό ύπάρχειν’ αλλά και τό μηδετεραν άντιστρεφαι.

4 See, for instance, ρ. 2, η.
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results from a substitution of thesis (2)— take P  for B, and R 
for A :

(11) If  there exists a C  such that P  belongs to all C  and R 
belongs to all C, then P  belongs to some R ,

and from the thesis:

(12) If  P  belongs to all S and R belongs to all S, then there 
exists a C  such that P  belongs to all C  and R  belongs to 
all C.

Thesis (12) we may prove by applying to the identity:

(13) If P  belongs to all C  and R  belongs to all C, then P  belongs 
to all C  and R  belongs to all C,

the second rule of existential quantifiers, getting thus:

(14) If  P  belongs to all C  and R belongs to all C, then there 
exists a C  such that P  belongs to all C  and R belongs to 
all C,

and substituting in (14) the letter S for the free variable C, i.e. 
performing the substitution in the antecedent only, as it is not 
permissible to substitute anything for a bound variable.

From (12) and (n ) the mood Darapti results by the hypo­
thetical syllogism. We see again that the exposed term C  is a 
universal term like A or B. It is of no consequence, of course, to 
denote this term by jV* rather than by C.

O f greater importance seems to be the third passage, contain­
ing the proof by exposition of the mood Bocardo. This passage 
reads: ‘If  R  belongs to all S, but P  does not belong to some 5 , it is 
necessary that P  should not belong to some R. For if P  belongs to 
all R, and R  belongs to all S, then P  will belong to all S ; but we 
assumed that it did not. Proof is possible also without reduction 
ad impossibile, if some of the *S”s be taken to which P  does not 
belong.’1 I shall analyse this proof in the same way as the other 
proofs by exposition.

Let us denote the part of S to which P  does not belong by C ; 
we get two propositions: ‘5  belongs to all C” and ‘P  belongs to 
no C\  From the first of these propositions and the premiss 7 ?

1 An. pr. i. 6, 28 1̂7 ct γάρ το P  παντί τω  Σ , τό 8c Π  τινϊ μη υπάρχει, ανάγκη το Π  
τιν ι τω  Ρ  μη  ύπάρχειν. ει γάρ παντί, και το Ρ  παντι τω  Σ , και το Π  παντι τω  Σ  υπάρξει* 
αλλ' ούχ ύπήρχεν. άείκνυται δε και άνευ της απαγω γής, εάν ληφθή τ ι των Σ  φ το Π  μη  
υπάρχει.



§ ϊ9 TH E PR OO FS BY EGTH ESIS 65

belongs to all S' we get by the mood Barbara the consequence 
‘R belongs to all C\  which yields together with the second 
proposition ‘P belongs to no C' the required conclusion ‘P  does 
not belong to some R ' by the mood Felapton. The problem is how 
we can get the propositions with C  from the original premisses 6R 
belongs to all S' and ‘P  does not belong to some S'. The first of 
these premisses is useless for our purpose as it does not contain P; 
from the second premiss we cannot get our propositions in the 
ordinary way, since it is particular, and our propositions are 
universal. But if we introduce the existential quantifier we can 
get them, for the following thesis is true:

(15) If P  does not belong to some 5 , then there exists a C  such 
that S belongs to all C  and P  belongs to no C.

The truth of this thesis will be obvious if we realize that the 
required condition for C  is always fulfilled by that part of S to 
which P does not belong.

Starting from thesis (15) we can prove the mood Bocardo on 
the basis of the moods Barbara and Felapton by means of some 
laws of propositional logic and the second rule of existential quan­
tifiers. As the proof is rather long, I shall give here only a sketch.

We take as premisses, besides (15), the mood Barbara with 
transposed premisses:

(16) If S belongs to all C  and R belongs to all S, then R belongs 
to all C,

and the mood Felapton, also with transposed premisses:

(17) If R belongs to all C  and P  belongs to no C, then P  does 
not belong to some R .

To these premisses we may apply a complicated thesis of proposi­
tional logic which, curiously enough, was known to the Peri­
patetics and is ascribed by Alexander to Aristotle himself. It is 
called the ‘synthetic theorem’, συνθετικόν θεώ ρη μα , and runs 
thus: ‘If ol and β  imply y, and y together with δ implies e, then a 
and β together with δ imply e.’1 Take for α, β, and γ  the first

1 Alexander 274. 19 δι* ών Be λεγει νυν, υπογράφει ημΐν φανερώτερον τδ λεγόμενον 
‘ συνθετικόν θεώρημα *, οΰ αυτός εστιν εύρετής. εστι δβ η περιοχή αύτοΰ τοιαύτη· ‘ όταν 
εκ τινων συνάγηταί τ ι, τδ δε συναγόμενου μετά τίνος η τινών συνάγη τι, και τά συν- 
ακτικά αύτοΰ μεθ* οδ η p€0 * ών συνάγεται εκείνο, και αυτά τδ αυτδ συνάξει.* The fol­
lowing example is given ibid. 26 όπει γάρ τδ ‘ παν δίκαιον άγαθόν * συναγόμενου υπό 
των * παν δίκαιον καλόν, παν καλόν άγαθόν * συνάγει μετά του ‘ παν άγαθόν συμφέρον *

6367 F
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premiss, the second premiss, and the conclusion respectively of 
Barbara, for δ and e the second premiss and the conclusion 
respectively of Felapton; we get the formula:

(18) If S  belongs to all C  and R  belongs to all S  and P  belongs 
to no Cy then P  does not belong to some R .

This formula may be transformed by another law of propositional 
logic into the following:

(19) If  S  belongs to all C  and P  belongs to no C, then if R 
belongs to all Sy P  does not belong to some R .

To this formula may be applied the second rule of existential 
quantifiers. For C  is a free variable occurring in the antecedent 
of (19), but not in the consequent. According to this rule we get 
the thesis:

§ 1 9

(20) If  there exists a C  such that S  belongs to all C  and P  
belongs to no C, then if R  belongs to all S9 P  does not 
belong to some R .

From premiss (15) and thesis (20) there results by the hypotheti­
cal syllogism the consequence:

(21) If  P  does not belong to some S, then if R  belongs to all S, 
P  does not belong to some R,

and this is the implicational form of the mood Bocardo.
It is, of course, highly improbable that Aristotle saw all the 

steps of this deduction; but it is important to know that his 
intuitions with regard to the proof by ecthesis were right. Alex­
ander’s commentary on this proof of the mood Bocardo is worthy 
of quotation. ‘It is possible’, he says, ‘to prove this mood without 
assuming some S  given by perception and singular, but taking 
such an S, to none of which P  would belong. For P  will belong to 
none of this S, and R  to all, and this combination of premisses 
yields as conclusion that P  does not belong to some R.n Here at 
last Alexander concedes that the exposed term may be universal.

The proofs by exposition have no importance for Aristotle’s

το ‘ παν δίκαιον συμφέρον *, και τά * παν δίκαιον καλόν, παν καλόν αγαθόν * οντα 
συνακτικά του * παν δίκαιον αγαθόν 9 μετά του * παν αγαθόν συμφέρον * σ υ ν ά χ ι το 
* παν δίκαιον συμφέρον \

1 Alexander 104. 3 δυνατοί δ* έπι της συζυγίας ταυτης δακνυναι, και €ΐ μη αισθητόν 
τ ι του Σ  λαμβάνοιτο και καθ* έκαστα, άλλα τοιοΰτον, οΰ κατά μηδ€νός κατηγορηθησ^ται 
το Π . έσται γάρ το μέν Π  κατ* ούδίνός αύτοΰ, το δέ Ρ  κατά παντός’ η δ* ούτως έχουσα 
συζυγία συλλογιστικώ ς δέδακται συνάγουσα το τινι τω  Ρ  το Π  μη ύπάρχ€ΐν.
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syllogistic as a system. All theorems proved by ecthesis can be 
proved by conversion or per impossibile. But they are highly 
important in themselves, as they contain a new logical element 
the meaning of which was not entirely clear for Aristotle. This 
was perhaps the reason why he dropped this kind of proof in his 
final chapter (7) of Book I of the Prior Analytics, where he sums 
up his systematic investigation of syllogistic.1 Nobody after him 
understood these proofs. It was reserved for modern formal logic 
to explain them by the idea of the existential quantifier.

§ 20. The rejected forms
Aristotle in his systematic investigation of syllogistic forms not 

only proves the true ones but also shows that all the others are 
false, and must be rejected. Let us see by means of an example 
how Aristotle proceeds to reject false syllogistic forms. The 
following two premisses are given: A belongs to all B  and B  
belongs to no C. It is the first figure: A is the first or the major 
term, B  is the middle, and C  is the last or the minor term. Aristotle 
writes:

‘If the first term belongs to all the middle, but the middle to none of 
the last, there will be no syllogism of the extremes; for nothing neces­
sary follows from the terms being so related; for it is possible that the 
first should belong to all as well as to none of the last, so that neither 
a particular nor a universal conclusion is necessary. But if there is no 
necessary consequence by means of these premisses, there cannot be 
a syllogism. Terms of belonging to all: animal, man, horse; to none: 
animal, man, stone.’2

In contrast to the shortness and obscurity of the proofs by 
ecthesis, the above passage is rather full and clear. Nevertheless 
I am afraid it has not been properly understood by the com­
mentators. According to Alexander, Aristotle shows in this pas­
sage that from the same combination of premisses there can be

1 Gf. the comment of Alexander, who maintains to the end his idea of the 
perceptual character of proofs by ecthesis, 112. 33: o n  δε ή δι* 4κθ4σεως Seif is 4jv 
αίσθηηκη και ού συλλογιστική, δηλον και εκ του νΰν αυτόν μ η κ 4τ ι μνημονεύειν αυτής 
ώς διά συλλογισμού τίνος γινόμενης.

2 An. pr. i. 4» 26*2 εί δε το μεν πρώτον παντι τω  μ 4σω άκολουθεί, το δέ μ 4σον μηδενι 
τω  4σχάτω  ύπάρχ€ι, ούκ 4σται συλλογισμός τω ν άκρων· ουδο» γάρ άναγκαΐον συμβαίν€ΐ 
τω  ταΰτα είναι' και γάρ παντι και μηδενι ενδ4χετα ι το πρώτον τω  εσχάτω  ύπαρχειν, 
ώστε ούτε το κατά μ 4ρος ούτε το καθόλου γίνεται άναγκαΐον μηδενός δέ δντος αναγκαίου 
διά τούτων ούκ εσται συλλογισμός, οροί του παντι ύπαρχε ιν ζώον, άνθρωπος, Ιππος' του  
μηδενι ζώον, άνθρωπος, λίθος.
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derived (8ννάμ€νον συνάγ€σθαι) for some concrete terms a uni­
versal affirmative conclusion, and for some other concrete terms 
a universal negative conclusion. This is, Alexander asserts, the 
most obvious sign that such a combination of premisses has no 
syllogistic force, since opposite and contradictory propositions 
which destroy each other are proved by it ( i a W a i) .1 What 
Alexander says is certainly misleading, for nothing can be for­
mally derived from an asyllogistic combination of premisses, and 
nothing can be proved by it. Besides, propositions with different 
concrete subjects and predicates are neither opposite to each 
other nor contradictory. Maier again puts the terms pointed out 
by Aristotle into a syllogistical form:

all men are animals all men are animals
no horse is a man no stone is a man
all horses are animals no stone is an animal

(the premisses are underlined by him, as in a syllogism), and says 
that there results (ergibt sich) from logically equivalent premisses 
a universal affirmative proposition as well as a universal nega­
tive.2 We shall see below that the terms given by Aristotle are 
not intended to be put into the form of a syllogism, and that 
nothing results formally from the premisses of the would-be 
syllogisms quoted by Maier. In view of these misunderstandings 
a logical analysis of the matter seems to be necessary.

If we want to prove that the following syllogistic form:

(i ) If A belongs to all B  and B  belongs to no C, then A does 
not belong to some C,

is not a syllogism, and consequently not a true logical theorem, 
we must show that there exist such values of the variables A , Z?, 
and C  as verify the premisses without verifying the conclusion. 
For an implication containing variables is true only when all the

1 Alexander 55. 22 και γαρ καθόλου καταφατικόν όπί τίνος ύλης δυνάμ€νον
συνάγ€σθαι και πάλιν €π* άλλης καθόλου αποφατικόν, ο όναργόστατον σημ^ΐον του 
μηόεμίαν €χ€ΐν την συζυγίαν ταύτην ίσχύν συλλογιστικην) ei γ€ τά τ€ όναντία και τα  
άντικ€ΐμ€να cv αυτή 6ei κνυται, ον τα άλληλων άναιρ€τικά.

2 Op. cit., vol. ii. a, ρ. 76: ‘Es handelt sich also um folgende Kombinationen:
aller Mensch ist Lebewesen aller Mensch ist Lebewesen
kein Pferd ist Mensch kein Stein ist Mensch

alles Pferd ist Lebewesen kein Stein ist Lebewesen
So wird an Beispielen gezeigt, dass bei der in Frage stehenden Pramissenzusam- 
menstellung von logisch vollig gleichen Vordersatzen aus sowohl ein allgemein 
bejahender, als ein allgemein vemeinender Satz sich ergeben konne.’

§20



values of variables that verify the antecedent verify the conse­
quent also. The easiest way of showing this is to find concrete 
terms verifying the premisses ‘Λ belongs to all B y and (B  belongs 
to no C ’, but not verifying the conclusion (A does not belong to 
some C ’. Aristotle found such terms: take ‘animal’ for A, ‘man’ 
for B, ‘horse’ for C. The premisses ‘Animal belongs to all man’ 
or ‘All men are animals’, and ‘Man belongs to no horse’ or ‘No 
horses are men’, are verified; but the conclusion ‘Animal does 
not belong to some horse’ or ‘Some horses are not animals’ is 
false. Formula (1), therefore, is not a syllogism. For the same 
reason neither will the following form:

(2) If A belongs to all B  and B  belongs to no C, then A belongs 
to no C,

be a syllogism, because the premisses are verified for the same 
concrete terms as before, but the conclusion ‘Animal belongs to 
no horse’ or ‘No horses are animals’ is false. It follows from the 
falsity of (1) and (2) that no negative conclusion can be drawn 
from the given premisses.

Nor can an affirmative conclusion be drawn from them. Take 
the next syllogistical form:

(3) If  A belongs to all B  and B  belongs to no C, then A belongs 
to some C.

There exist values for A , B, and C, i.e. concrete terms, that verify 
the premisses without verifying the conclusion. Aristotle again 
gives such terms: take ‘animal’ for A , ‘man’ for B y ‘stone’ for C. 
The premisses are verified, for it is true that ‘All men are animals’ 
and ‘No stone is a man’, but the conclusion ‘Some stone is an 
animal’ is obviously false. Formula (3), therefore, is not a syllo­
gism. Neither can the last form:

(4) If A belongs to all B  and B  belongs to no C, then A belongs 
to all C,

be a syllogism, since for the given terms the premisses are verified 
as before, but the conclusion ‘All stones are animals’ is not veri­
fied. It results from the above that no conclusion whatever can be 
derived from the combination of premisses ‘4  belongs to all B ’ 
and 6B  belongs to no C ’, where A is the predicate and B  is the 
subject of the conclusion. This combination of premisses is useless 
for syllogistic.
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The main point of this process of rejection is to find a true 
universal affirmative proposition (like ‘All horses are animals’) 
and a true universal negative proposition (like ‘No stone is an 
animal’), both compatible with the premisses. It is not sufficient 
to find, for instance, for some terms a true universal affirmative 
statement, and for some other terms a true particular negative 
statement. This opinion was put forward by Alexander’s teacher 
Herminus and some older Peripatetics, and was rightly refuted 
by Alexander.1 This is again a proof that Aristotle’s ideas of 
rejection have not been properly understood.

The syllogistic forms (i)-(4) are rejected by Aristotle on the 
basis of some concrete terms that verify the premisses without 
verifying the conclusion. Aristotle, however, knows yet another 
kind of proof for rejection. Investigating the syllogistic forms of 
the second figure, Aristotle states generally that in this figure 
neither two affirmative nor two negative premisses yield a neces­
sary conclusion, and then continues thus:

‘Let M  belong to no jV, and not to some X. It is possible then for N  
to belong either to all X  or to no X. Terms of belonging to none: 
black, snow, animal. Terms of belonging to all cannot be found, if M  
belongs to some X, and does not belong to some X. For if N  belonged 
to all X9 and M  to no jV, then M  would belong to no X; but it is 
assumed that it belongs to some X. In this way, then, it is not possible 
to take terms, and the proof must start from the indefinite nature of the 
particular premiss. For since it is true that M  does not belong to some 
X , even if it belongs to no X, and since if it belongs to n o ^ a syllogism 
is not possible, clearly it will not be possible either.’1 2

Aristotle here begins the proof of rejection by giving concrete 
terms, as in the first example. But then he breaks off his proof, as 
he cannot find concrete terms that would verify the premisses

§ 20

1 Gf. Alexander 89. 34-90. 27. The words of Herminus are quoted 89. 34: 
'Ε ρμΐνος 8 ε λεγει * εφ* ής γάρ συζυγίας την άντίφασιν ενεστι συναγομενην 8 εΐξαι> 
εύλογον ταυτήν μ η 8 εν ελαττον άσυλλόγιστον λεγειν της εν fj τα εναντία συνάγεται· 
άσυνύπαρκτα γάρ και ταΰτα ομοίω ς εκ είν ο ις*

2 An. pr. i. 5» 27^12-23 εστωσαν γάρ . . . στερητικοί, οΐον τό Μ  τω  μεν Ν  μ η 8 ενι τω  
8 ε Ξ  τινι μη ύπαρχετω* εν8 εχεται 8 η και παντι και μ η 8 ενι τω  Ξ  τό Ν  ύπαρχειν. opot 
του μεν μη ύπαρχε ιν  μελαν) χ ιώ ν, ζώ ο ν  του 8 έ παντι ύπάρχειν ούκ εστι λαβειν, εί τό Μ  
τω  Ξ  τινι μεν ύπάρχει, τινι Se μη. εί γάρ παντι τω  Ξ  τό Ν , τό 8 ε Μ  μη 8 ενι τω  Ν , το Μ  
ooScvi τω  Ξ  ύπάρξει* άλλ’ ύπεκειτο τινι ύπάρχειν. ούτω μεν ούν ούκ εγχω ρεΐ λαβειν  
ορούς, εκ 8 ε του αδιόριστου 8 εικτεον επει γάρ αληθεύεται τό τινι μη ύπάρχειν τό Μ  τω  
Ξ  και εί μ η 8 ενι ύπάρχει, μ η 8 ενι 8 έ ύπάρχοντος ούκ ήν συλλογισμός, φανερόν ότι ού8 ε
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‘M  belongs to no JV’ and 6M  does not belong to someX’, without 
verifying the proposition \W*does not belong to some X \  provided 
M , which does not belong to some X, belongs at the same time to 
some (other) X. The reason is that from the premisses ‘M  belongs 
to no JV’ and 6M  belongs to some X ’ the proposition ‘JV does 
not belong to some X 9 follows by the mood Festino. But it is not 
necessary that M  should belong to some X , when it does not 
belong to some (other) X ; M  might belong to no X. Concrete 
terms verifying the premisses ‘M  belongs to no JV’ and 6M  belongs 
to no X \  and not verifying the proposition ‘ JV does not belong to 
some X \  can easily be chosen, and in fact Aristotle found them, 
rejecting the syllogistic form of the second figure with universal 
negative premisses; the required terms are: M — ‘line’, N —  
‘animal’, X — ‘man’.1 The same terms may be used to disprove 
the syllogistic form:

(5) If M  belongs to no JV and M  does not belong to some X , 
then JV does not belong to some X.

For the premiss ‘No animal is a line’ is true, and the second 
premiss ‘Some man is not a line’ is also true, as it is true that ‘No 
man is a line’, but the conclusion ‘Some man is not an animal’ is 
false. Aristotle, however, does not finish his proof in this way,2 
because he sees another possibility: if the form with universal 
negative premisses:

(6) If M  belongs to no N  and M  belongs to no X , then JV does 
not belong to some X ,

is rejected, (5) must be rejected too. For if (5) stands, (6), having 
a stronger premiss than (5), must also stand.

Modern formal logic, as far as I know, does not use ‘rejection’ 
as an operation opposed to Frege’s ‘assertion’. The rules of rejec­
tion are not yet known. On the ground of the above proof of 
Aristotle we may state the following rule:

(c) If the implication ‘If a , then β ’ is asserted, but its conse­
quent β  is rejected, then its antecedent a must be rejected too.

1 Ibid. 27*20 ούδ* (scil. όσται συλλογισμός) όταν μήτ€ του Ν  μητ€ του Ξ  μηδενός 
κατηγορήrat το Μ. όροι του ύπάρχαν γραμμή, ζωον, άνθρωπος, του μη ύπάρχ€ΐν 
γραμμή, ζωον) λίθος.

*2 Alexander completed this proof, 88. 12: του παντϊ το Ν  τω  Ξ  ύπάρχςιν όροι· 
γραμμή  το Μ, ζώο ν το Ν, άνθρωπος το Ξ · ή μ ϊν  γάρ γραμμή  ouSevt ζω ω  καί τινι ούχ 
ύπάρχ€ΐ άνθρώπω cVet και μη$€νί, ζωον δέ παντϊ άνθρώπω.



THE SYSTEM72 § 20

This rule can be applied not only to reject (5) if (6) is rejected, 
but also to reject (2) if (1) is rejected. For from an ^-premiss 
an O-premiss follows, and if (2) is true, then (1) must be true. 
But if (1) is rejected, so must (2) be rejected.

The rule (c) for rejection corresponds to the rule of detachment 
for assertion. We may accept another rule for rejection corre­
sponding to the rule of substitution for assertion. It can be for­
mulated thus:

(1d) If a is a substitution for β, and a is rejected, then β must be 
rejected too.

Example: suppose that ‘A does not belong to some A ’ is rejected; 
then ‘A does not belong to some B ’ must be rejected too, since, if 
the second expression were asserted, we should obtain from it by 
substitution the first expression, which is rejected.

The first of these rules was anticipated by Aristotle, the second 
was unknown to him. Both enable us to reject some forms, pro­
vided that some other forms have already been rejected. Aristotle 
rejects some forms by means of concrete terms, as ‘man’, ‘animal’, 
‘stone’. This procedure is correct, but it introduces into logic 
terms and propositions not germane to it. ‘M an’ and ‘animal’ 
are not logical terms, and the proposition ‘All men are animals’ 
is not a logical thesis. Logic cannot depend on concrete terms and 
statements. If  we want to avoid this difficulty, we must reject 
some forms axiomatically. I have found that if we reject the two 
following forms of the second figure axiomatically:

(7) If A belongs to all B  and A belongs to all C, then B  belongs 
to some C, and

(8) If A belongs to no B  and A belongs to no C, then B  belongs 
to some C,

all the other forms may be rejected by the rules (c) and (d).

§21.  Some unsolved problems

The Aristotelian system of non-modal syllogisms is a theory of 
four constants which may be denoted by ‘All —  is’, ‘No —  is’, 
‘Some —  is’, and ‘Some —  is not’. These constants are functors 
of two arguments which are represented by variables having as 
values only concrete universal terms. Singular, empty, and also 
negative terms are excluded as values. The constants together



with their arguments form four kinds of proposition called pre­
misses, viz. ‘All A is B \  ‘No A is B \  ‘Some A is B \  and ‘Some 
A is not B \  The system may be called ‘formal logic’, as concrete 
terms, like ‘man’ or ‘animal’, belong not to it but only to its 
applications. The system is not a theory of the forms of thought, 
nor is it dependent on psychology; it is similar to a mathematical 
theory of the relation ‘greater than’, as was rightly observed 
by the Stoics.

The four kinds of premiss form theses of the system by means of 
two functors ‘if—  then’ and ‘and’. These functors belong to pro- 
positional logic, which is an auxiliary theory of the system. In 
some proofs we meet a third propositional functor, viz. the 
propositional negation ‘It is not true that’, denoted shortly by 
‘not’. The four Aristotelian constants ‘All —  is’, ‘No —  is’, ‘Some 
—  is’ and ‘Some —  is not’, together with the three propositional 
constants ‘if—  then’, ‘and’, and ‘not’, are the sole elements of the 
syllogistic.

All theses of the system are propositions regarded as true for all 
values of the variables that occur in them. No Aristotelian syllo­
gism is formulated as a rule of inference with the word ‘therefore’, 
as is done in the traditional logic. The traditional logic is a 
system different from the Aristotelian syllogistic, and should not 
be mixed up with the genuine logic of Aristotle. Aristotle divided 
syllogisms into three figures, but he knew and accepted all the 
syllogistic moods of the fourth figure. The division of syllogisms 
into figures is of no logical importance and has only a practical 
aim: we want to be sure that no valid syllogistical mood is 
omitted.

The system is axiomatized. As axioms Aristotle takes the two 
first moods of the first figure, Barbara and Celarent. To these 
two axioms we have to add two laws of conversion, as these can­
not be proved syllogistically. If  we wish to have the law of 
identity, ‘All 4̂ is 4̂,’ in the system we have to assume it axiomatic- 
ally. The simplest basis we can get is to take the constants ‘All —  is’ 
and ‘Some —  is’ as primitive terms, to define the two other con­
stants by means of those terms with the help of propositional 
negation, and to assume as axioms four theses, viz. the two laws 
of identity and the moods" Barbara and Datisi,^or Barbara and 
Dimaris. It is not possible to build up the system on one axiom 
only. To look for the principle of the Aristotelian syllogistic is a
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vain attempt, if ‘principle’ means the same as ‘axiom’. The so- 
called dictum de omni et nullo cannot be the principle of syllo­
gistic in this sense, and was never stated to be such by Aristotle 
himself.

Aristotle reduces the so-called imperfect syllogisms to the per­
fect, i.e. to the axioms. Reduction here means proof or deduction 
of a theorem from the axioms. He uses three kinds of proof: by 
conversion, by reductio ad impossible, and by ecthesis. Logical 
analysis shows that in all the proofs of the first two kinds there are 
involved theses of the most elementary part of propositional logic, 
the theory of deduction. Aristotle uses them intuitively, but soon 
after him the Stoics, who were the inventors of the first system of 
propositional logic, stated some of them explicitly— the com­
pound law of transposition and the so-called ‘synthetic theorem’, 
which is ascribed to Aristotle but does not exist in his extant 
logical works. A  new logical element seems to be implied by the 
proofs by ecthesis: they can be explained with the help of 
existential quantifiers. The systematic introduction of quanti­
fiers into the syllogistic would completely change this system: the 
primitive term ‘Some —  is’ could be defined by the term ‘All —  
is’, and many new theses would arise not known to Aristotle. As 
Aristotle himself has dropped the proofs by ecthesis in his final 
summary of the syllogistic, there is no need to introduce them into 
his system.

Another new logical element is contained in Aristotle’s in­
vestigation of the inconclusive syllogistic forms: it is rejection. 
Aristotle rejects invalid forms by exemplification through con­
crete terms. This procedure is logically correct, but it introduces 
into the system terms and propositions not germane to it. There 
are, however, cases where he applies a more logical procedure, 
reducing one invalid form to another already rejected. On the 
basis of this remark a rule of rejection could be stated correspond­
ing to the rule of detachment by assertion; this can be regarded 
as the commencement of a new field of logical inquiries and of 
new problems that have to be solved.

Aristotle does not systematically investigate the so-called 
polysyllogisms, i.e. syllogisms with more than three terms and 
two premisses. As we have seen, Galen studied compound syllo­
gisms consisting of four terms and three premisses. It is an old 
error to ascribe to Galen the authorship of the fourth figure:



Galen divided the compound syllogisms of four terms into four 
figures, but not the simple ones known to us by their medieval 
names. His investigations were entirely forgotten. But compound 
syllogisms also belong to the syllogistic and have to be taken into 
account, and here is another problem that has to be studied 
systematically. An essential contribution to this problem is the 
set of formulae given by C. A. Meredith, and mentioned above 
at the end of section 14.

There still remains one problem not seen by Aristotle, but of 
the utmost importance for his whole system: it is the problem of 
decision. The number of significant expressions of the syllogistic 
is infinite; most of them are certainly false, but some of them may 
be true, like valid polysyllogisms of n terms where n is any integer 
whatever. Can we be sure that our axioms together with our rules 
of inference are sufficient to prove all the true expressions of the 
syllogistic? And similarly, can we be sure that our rules of rejec­
tion, formulated at the end of section 20, are sufficient to reject 
all the false expressions, provided that a finite number of them is 
rejected axiomatically? I raised these problems in 1938 in my 
Seminar on Mathematical Logic at the University of Warsaw. 
One of my former pupils, now Professor of Logic and Methodo­
logy at the University of Wroclaw, J. Slupecki, found the solution 
to both problems. His answer to the first question was positive, 
to the second negative. According to Slupecki it is not possible to 
reject all the false expressions of the syllogistic by means of the 
rules (c) and (d) quoted in section 20, provided a finite num­
ber of them is rejected axiomatically. However many false ex­
pressions we may reject axiomatically, there always exist other 
false expressions that cannot be rejected otherwise than axio­
matically. But it is impossible to establish an infinite set of axioms. 
A  new rule of rejection must be added to the system to complete 
the insufficient characterization of the Aristotelian logic given by 
the four axioms. This rule was found by Slupecki.

Slupecki’s rule of rejection peculiar to Aristotle’s syllogistic 
can be formulated in the following way: Let a and β denote 
negative premisses of the Aristotelian logic, i.e. premisses of the 
type ‘No A is B ’ or ‘Some A is not B \  and let y denote either a 
simple premiss (of any kind) or an implication the consequent of 
which is a simple premiss and the antecedent a conjunction of 
such premisses: if the expressions ‘If  a, then y and ‘If  /?, then y
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are rejected, then the expression ‘ I f  a and β , then y must be 
rejected too.1 This rule, together with the rules of rejection (c) 
and (d) and the axiomatically rejected expression ‘If  all C  is B  
and all A is B> then some A is C ’, enables us to reject any false 
expression of the system. Besides, we suppose as given the four 
asserted axioms of the syllogistic, the definitions of the E- and 
the O-premiss, the rules of inference for asserted expressions, and 
the theory of deduction as an auxiliary system. In this way the 
problem of decision finds its solution: for any given significant 
expression of the system we can decide whether it is true and may 
be asserted or whether it is false and must be rejected.

By the solution of this problem the main investigations on 
Aristotle’s syllogistic are brought to an end. There remains only 
one problem, or rather one mysterious point waiting for an 
explanation: in order to reject all the false expressions of the 
system it is necessary and sufficient to reject axiomatically only 
one false expression, viz. the syllogistic form of the second figure 
with universal affirmative premisses and a particular affirmative 
conclusion. There exists no other expression suitable for this 
purpose. The explanation of this curious logical fact may perhaps 
lead to new discoveries in the field of logic.

1 J. Slupecki, ‘Z  badan nad sylogistyk^ Arystotelesa’ (Investigation on Aristotle’s 
Syllogistic), Travaux de la Sociiti dies Sciences et des Lettres de Wroclaw, Ser. B, No. 9, 
Wroclaw (1948). See chapter v, devoted to the problem of decision.



C H A P T E R  I V

ARISTOTLE’S SYSTEM IN SYMBOLIC
FORM

§22. Explanation of the symbolism
T his chapter does not belong to the history of logic. Its purpose is 
to set out the system of non-modal syllogisms according to the 
requirements of modern formal logic, but in close connexion with 
the ideas set forth by Aristotle himself.

Modern formal logic is strictly formalistic. In order to get an 
exactly formalized theory it is more convenient to employ a 
symbolism invented for this purpose than to make use of ordinary 
language which has its own grammatical laws. I have therefore 
to start from the explanation of such a symbolism. As the 
Aristotelian syllogistic involves the most elementary part of the 
propositional logic called theory of deduction, I shall explain 
the symbolic notation of both these theories.

In both theories there occur variables and constants. Variables 
are denoted by small Latin letters, constants by Latin capitals. 
By the initial letters of the alphabet a, b, c, d9 ...y I denote term- 
variables of the Aristotelian logic. These term-variables have as 
values universal terms, as ‘man’ or ‘animal’. For the constants of 
this logic I employ the capital letters A , E , /, and 0 , used already 
in this sense by the medieval logicians. By means of these two 
kinds of letters I form the four functions of the Aristotelian logic, 
writing the constants before the variables

Aab means All a is b or b belongs to all a,
Eab „ No a is b „ b belongs to no a,
lab  „ Some a is b „ b belongs to some a,
Oab „ Some a is not b „ b does not belong to some a.

The constants A , E , /, and 0  are called functors, a and b their 
arguments. All Aristotelian syllogisms are composed of these 
four types of function connected with each other by means of 
the words ‘if’ and ‘and’. These words also denote functors, but 
of a different kind from the Aristotelian constants: their argu­
ments are not term-expressions, i.e. concrete terms or term- 
variables, but propositional expressions, i.e. propositions like



‘All men are animals’, propositional functions like ‘Aab\ or 
propositional variables. I denote propositional variables by p , 
q, r, s, the functor ‘if ’ by C, the functor ‘and’ by K. The
expression Cpq means ‘if/?, then qJ (‘then’ may be omitted) and 
is called ‘implication’ with p as the antecedent and q as the 
consequent. C  does not belong to the antecedent, it only com­
bines the antecedent with the consequent. The expression Kpq 
means ‘/? and q’ and is called ‘conjunction’. We shall meet in 
some proofs a third functor of propositional logic, propositional 
negation. This is a functor of one argument and is denoted by 
N. It is difficult to render the function Np either in English or 
in any other modern language, as there exists no single word 
for the propositional negation.1 We have to say by circumlocu­
tion ‘it-is-not-true-that /?’ or ‘it-is-not-the-case-that /?’. For the 
sake of brevity I shall use the expression ‘not-/?’.

The principle of my notation is to write the functors before 
the arguments. In this way I can avoid brackets. This symbol­
ism without brackets, which I invented and have employed in 
my logical papers since 1929,2 can be applied to mathematics as 
well as to logic. The associative law of addition runs in the 
ordinary notation thus:

=  a +  (i+r),

and cannot be stated without brackets. If  you write, however, 
the functor +  before its arguments, you get:

(1a-\-b)-\-c =  -\--\-abc and a-\-(b-\-c) =  -{-a+bc.

The law of association can be now written without brackets:

-j— \-abc =  be.

Now I shall explain some expressions written down in this 
symbolic notation. The symbolic expression of a syllogism is 
easy to understand. Take, for instance, the mood Barbara:

If  all b is c and all a is b, then all a is c.

It reads in symbols:

CKAbcAabAac.

1 The Stoics used for propositional negation the single word ούχί.
2 See, for instance, Lukasiewicz and Tarski, ‘Untersuchungen uber den Aus- 

sagenkalkul’, Comptes Rendus des stances de la Societe des Sciences et des Lettres de Varsovie, 
xxiii (1930), Cl. I l l ,  pp. 31-2.
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The conjunction of the premisses Abe and Aab, viz. KAbcAab, is 
the antecedent of the formula, the conclusion Aae is its conse­
quent.

Some expressions of the theory of deduction are more com­
plicated. Take the symbolic expression of the hypothetical 
syllogism:

If  (if p , then q), then [if (if q> then r), then (if p , then r)].

It reads:

CCpqCCqrCpr.

In order to understand the construction of this formula you 
must remember that C  is a functor of two propositional argu­
ments which follow immediately after C, forming together with 
C  a new compound propositional expression. O f  this kind are 
the expressions Cpq> Cqr, and Cpr contained in the formula. 
Draw brackets around each of them; you will get the expression:

C{Cpq)C(Cqr){Cpr).

Now you can easily see that (Cpq) is the antecedent of the whole 
formula, and the rest, i.e. C{Cqr){Cpr), is the consequent, having 
{Cqr) as its antecedent and {Cpr) as its consequent.

In the same way we may analyse all the other expressions, 
for instance the following, which contains N  and K  besides C :

CCKpqrCKNrqNp.

Remember that iif, like C, is a functor of two arguments, and 
that N  is a functor of one argument. By using different kinds of 
brackets we get the expression:

C[C(KPq ) r ] { C [ K ( M ) q ] ( m ·

[C{Kpq)r] is here the antecedent of the whole formula while 
{C[K{Nr)q]{Np)} is its consequent, having the conjunction 
[K{Nr)q] as its antecedent and the negation {Np) as its con­
sequent.

§ 23. Theory of deduction
The most fundamental logical system on which all the other 

logical systems are built up is the theory of deduction. As every 
logician is bound to know this system, I shall here describe it in 
brief.
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The theory of deduction can be axiomatized in several different 
ways, according to which functors are chosen as primitive terms. 
The simplest way is to follow Frege, who takes as primitive 
terms the functors of implication and negation, in our symbol­
ism C  and jV*. There exist many sets of axioms of the C-N- 
system; the simplest of them and the one almost universally 
accepted was discovered by myself before 1929.1 It consists of 
three axioms:

T i .  CCpqCCqrCpr 
T2. CCNppp 
T3. CpCNpq.

The first axiom is the law of the hypothetical syllogism already 
explained in the foregoing section. The second axiom, which 
reads in words ‘I f  (if not-p, then p), then p\  was applied by 
Euclid to the proof of a mathematical theorem.2 I call it the 
law of Clavius, as Clavius (a learned Jesuit living in the second 
half of the sixteenth century, one of the constructors of the 
Gregorian calendar) first drew attention to this law in his com­
mentary on Euclid. The third axiom, in words ‘If  p , then if 
not-/>, then q\ occurs for the first time, as far as I know, in a 
commentary on Aristotle ascribed to Duns Scotus; I call it the 
law of Duns Scotus.3 This law contains the venom usually 
imputed to contradiction: if two contradictory sentences, like 
ol and jVa, were true together, we could derive from them by 
means of this law the arbitrary proposition <7, i.e. any proposi­
tion whatever.

There belong to the system two rules of inference: the rule of 
substitution and the rule of detachment.

The rule of substitution allows us to deduce new theses from 
a thesis asserted in the system by writing instead of a variable a 
significant expression, everywhere the same for the same vari­
able. Significant expressions are defined inductively in the fol­
lowing way: (a) any propositional variable is a significant 
expression; (b) Noc is a significant expression provided a is a

1 First published in Polish: Ό  znaczeniu i potrzebach logiki matematycznej* 
(On the Importance and Requirements of Mathematical Logic), Nauka Polska, 
vol. x, Warsaw (1929), pp. 610-12. Cf. also the German contribution quoted in 
p. 78, n. 2: Satz 6, p. 35.

2 See above, section 16.
3 Cf. my paper quoted in p. 48, n.
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significant expression; (c) Οαβ is a significant expression pro­
vided ol and β are significant expressions.

The rule of detachment is the modus ponens of the Stoics 
referred to above: if a proposition of the type Οαβ is asserted 
and its antecedent a is asserted too, it is permissible to assert 
its consequent β, and detach it from the implication as a new 
thesis.

By means of these two rules we can deduce from our set of 
axioms all the true theses of the C-JV-system. If  we want to 
have in the system other functors besides C  and JV, e.g. K, we 
must introduce them by definitions. This can be done in two 
different ways, as I shall show on the example of K. The con­
junction ‘p and q’ means the same as ‘it-is-not-true-that (if />, 
then not-q)\ This connexion between Kpq and NCpNq may be 
expressed by the formula:

Kpq =  NCpNq,

where the sign — corresponds to the words ‘means the same 
as’. This kind of definition requires a special rule of inference 
allowing us to replace the definiens by the definiendum and vice 
versa. Or we may express the connexion between Kpq and 
NCpNq by an equivalence, and as equivalence is not a primitive 
term of our system, by two implications converse to each other:

CKpqNCpNq and CNCpNqKpq.

In this case a special definition-rule is not needed. I shall use 
definitions of the first kind.

Let us now see by an example how new theses can be derived 
from the axioms by the help of rules of inference. I shall deduce 
from T 1 -T 3  the law of identity Cpp. The deduction requires 
two applicatibns of the rule of substitution and two applications 
of the rule of detachment; it runs thus:

T i.  q/CNpq X C T 3 -T 4  
T4. CCCNpqrCpr

T 4 · ?/A rlP x  C T 2 -T 5  
T5. Cpp.

The first line is called the derivational line. It consists of two 
parts separated from each other by the sign X . The first part, 
T i.  q/CNpq, means that in T i  CNpq has to be substituted for
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q. The thesis produced by this substitution is omitted in order to 
save space. It would be of the following form:

(I) CCpCNpqCCCNpqrCpr.

The second part* C T 3-T4, shows how this omitted thesis is 
constructed, making it obvious that the rule of detachment maybe 
applied to it. Thesis (I) begins with C, and then there follow axiom 
T3 as antecedent and thesis T4 as consequent. We can therefore 
detach T4 as a new thesis. The derivational line before T5 has 
a similar explanation. The stroke (/) is the sign of substitution 
and the short rule (-) the sign of detachment. Almost all sub­
sequent deductions are performed in the same manner.

One must be very expert in performing such proofs if one 
wants to deduce from the axioms T 1 -T 3  the law of commuta­
tion CCpCqrCqCpr or even the law of simplification CpCqp. I 
shall therefore explain an easy method of verifying expressions 
of our system without deducing them from the axioms. This 
method, invented by the American logician Charles S. Peirce 
about 1885, is based on the so-called principle of bivalence, 
which states that every proposition is either true or false, i.e. 
that it has one and only one of two possible truth-values: truth 
and falsity. This principle must not be mixed up with the law of 
the excluded middle, according to which of two contradictory 
propositions one must be true. It was stated as the basis of logic 
by the Stoics, in particular by Chrysippus.1

All functions of the theory of deduction are truth-functions,
i.e. their truth and falsity depend only upon the truth and 
falsity of their arguments. Let us denote a constant false pro­
position by o, and a constant true proposition by /. We may 
define negation iri the following w ay:

No =  / and N i ~  o.

This means: the negation of a false proposition means the same 
as a true proposition (or, shortly, is true) and the negation of 
a true proposition is false. For implication we have the follow­
ing four definitions:

Coo — /, Coi — /, Cio = ο9 Cn =  /.
1 Cicero, Acad. pr. ii. 95 ‘Fundamentum dialecticae est, quidquid enuntietur 

(id autem appellant αξίω μα) aut verum esse aut falsum*; De fato 21 ‘ Itaque 
contendit omnes nervos Chrysippus ut persuadeat omne αξίω μα  aut verum esse aut 
falsum.’ In the Stoic terminology αξίω μα  means ‘proposition’, not ‘axiom’.
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This means: an implication is false only when its antecedent is 
true and its consequent false; in all the other cases it is true. 
This is the oldest definition of implication, stated by Philon of 
Megara and adopted by the Stoics.1 For conjunction we have 
the four evident equalities:

Koo =  ο, K oi =  ο, K io  =  ο, K u  =  /.

A  conjunction is true only when both its arguments are true; 
in all the other cases it is false.

Now if we want to verify a significant expression of the theory 
of deduction containing all or some of the functors C, JV, and K  
we have to substitute for the variables occurring in the expression 
the symbols o and 1 in all possible permutations, and reduce the 
formulae thus obtained on the basis of the equalities given above. 
If  after the reduction all the formulae give / as the final result, 
the expression is true or a thesis; if any one of them gives 0 as 
the final result, the expression is false. Let us take as an example 
of the first kind the law of transposition CCpqCNqNp; we get:

For p/o, qjo\ CC00CN0N0 =  C1C11 =  C u  =  /,
„ pjoy q j i : CC01CN1N0 =  C1C01 — C u  =  /,
„ p/iy q/o: CC10CN0N1 =  C0C10 =  Coo =  /,
„ pjiy q/i: CC11CN1N1 =  C1C00 =  C u  =  /.

As for all substitutions the final result is /, the law of trans­
position is a thesis of our system. Let us now take as an example 
of the second kind the expression CKpNqq. It suffices to try only 
one substitution:

pjiy qjo: CK1N00 =  CK110 =  Cio  =  o.

This substitution gives o as the final result, and therefore the 
expression CKpNqq is false. In the same way we may check all 
the theses of the theory of deduction employed as auxiliary 
premisses in Aristotle’s syllogistic.

§24. Quantifiers
Aristotle had no clear idea of quantifiers and did not use them 

in his works; consequently we cannot introduce them into his 
syllogistic. But, as we have already seen, there are two points in 
his system which we can understand better if we explain them

1 Sextus Empiricus, Adv. math. viii. 1130 μεν Φ ίλω ν cXeycv αληθές γίνεσθαι το 
συνημμίνονί όταν μη  άρχηται άπ* αληθούς καί ληγη in i  φενδος, ware τρ ιχώ ς μ£ν 
γίν€σθαι κατ* αυτόν αληθές συνημμένον, καθ' ένα δέ τρόπον φίυδος.
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by employing quantifiers. Universal quantifiers are connected 
with the so-called ‘syllogistic necessity’, existential or particular 
quantifiers with the proofs by ecthesis. I shall now translate into 
symbols the proofs with existential quantifiers set down in 
section 19, and then the argument dependent on universal 
quantifiers mentioned in section 5.

I denote quantifiers by Greek capitals, the universal quanti­
fier by 77, and the particular or existential quantifier by Σ . Π  
may be read ‘for all’, and Σ  ‘for some’ or ‘there exists’ ; e.g. 
ΣοΚΑώΑοα means in words: ‘There exists a c such that all c is 
b and all c is a\ or more briefly: ‘For some r, all c is b and all c 
is a.’ Every quantified expression, for instance ΣεΚΑώΑοα, con­
sists of three parts: part one, in our example Σ , is always a 
quantifier; part two, here r, is always a variable bound by the 
preceding quantifier; part three, here KAcbAca, is always a 
propositional expression containing the variable just bound by 
the quantifier as a free variable. It is by putting Σο before 
KAcbAca that the free variable c in this last formula becomes 
bound. We may put it briefly: Σ  (part one) binds c (part two) 
in KAcbAca (part three).

The rules of existential quantifiers have already been set out 
in section 19. In derivational lines I denote by Σ ι  the rule al­
lowing us to put Σ  before the antecedent, and by Σ2 the rule 
allowing us to put it before the consequent of a true implica­
tion. The following deductions will be easily understood, as they 
are translations of the deductions given in words in section 19, 
the corresponding theses bearing the same running number and 
having corresponding small letters as variables instead of capitals.

Proof of conversion of the I-premiss

Theses assumed as true without proof:

( 1 ) CIabΣcKAcbAca
(2) ΟΣοΚΑώΑοα^

Theses (1) and (2) can be used as a definition of the /-premiss.
(3) CKpqKqp (commutative law of conjunction)

(3) PlAcb, qjAca X (4)
(4) CKAcbAcaKAcaAcb

(4) Z s c x ( 5)
(5) ΟΚΑώΑοαΣοΚΑοαΑώ
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(5) Eic  x (6)
(6) CEcKAcbAcaEcKAcaAcb
Τ ι.  CCpqCCqrCpr (law of the hypothetical syllogism) 

T i.p/Iab, q/EcKAcbAca, r/EcKAcaAcb X C( 1 )-C(6)-(7)
(7) ClabEcKAcaAcb

(2) b/a, a/b x (8)
(8) CEcKAcaAcblba

T 1. pi lab, q/EcKAcaAcb, r/Iba x C(7)-C(8)-(g)
(9) Clablba

The derivational lines show that (4) and (8) result from other 
theses by substitution only, and (7) and (9) by substitution and 
two detachments. Upon this pattern the reader himself may try 
to construct the proof of the mood Darapti, which is easy.

Proof of the mood Bocardo
(The variables P> R , and S used in section 19 must be re­

lettered, as the corresponding small letters/*, r, and s are reserved 
to denote propositional variables: write dfor P> a for /?, and b for S .)

Thesis assumed without proof:
(15) CObdEcKAcbEcd

Two syllogisms taken as premisses:
(16) CKAcbAbaAca (Barbara)
(17) CKAcaEcdOad (Felapton)

T6. CCKpqrCCKrstCKKpqst
This is the ‘synthetic theorem’ ascribed to Aristotle.

T 6 .p/Acb, q/Aba, r/Aca, s/Ecd, tjOadx  C (i6 )-C (i7 )-
(18)

(18) CKKAcbAbaEcdOad

T7. CCKKpqrsCKprCqs (auxiliary thesis)
Ύί . pIAcb, q/Aba, r/Ecd, s/0 a d x C ( i8)-(iq )

(19) CKAcbEcdCAbaOad
(19) E ic x  (20)

(20) CEcKAcbEcdCAbaOad

T i.  CCpqCCqrCpr
T 1. p/Obd, q/EcKAcbEcd, r/CAbaOad x  C( 15)-C(2o)-

(21)
(21) CObdCAbaOad



This is the implicational form of the mood Bocardo. If  we wish 
to have the usual conjunctional form of this mood, we must 
apply to (21) the so-called law of importation:

T8. CCpCqrCKpqr.

We get:
T8. p/Obd, q/Aba, r/OadxC(2i)-(22)

(22) CKObdAbaOad (Bocardo).

By the so-called law of exportation,

T9. CCKpqrCpCqr,

which is the converse of the law of importation, we can get 
the implicational form of the mood Bocardo back from its 
conjunctional form.

The rules of universal quantifiers are similar to the rules of 
particular quantifiers set out in section 19. The universal 
quantifier can be put before the antecedent of a true implica­
tion unconditionally, binding a free variable occurring in the 
antecedent, and before the consequent of a true implication 
only under the condition that the variable which is to be bound 
in the consequent does not occur in the antecedent as a free 
variable. I denote the first of these rules by 77/, the second 
by Π2.

Two derived rules result from the above primitive rules of 
universal quantifiers: first, it is permissible (by rule Π2 and the 
law of simplification) to put universal quantifiers in front of a 
true expression binding free variables occurring in it; secondly, 
it is permissible (by rule 77/ and the propositional law of 
identity) to drop universal quantifiers standing in front of a true 
expression. How these rules may be derived I shall explain by 
the example of the law of conversion of the 7-premiss.

From the law of conversion

(9) Clablba

there follows the quantified expression

(26) naTIbCIablba,

and from the quantified expression (26) there follows again the 
unquantified law of conversion (9).
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First: from (9) follows (26).

T io . CpCqp (law of simplification)

T io . p/CIablba x  C(g)-(23)
(23) CqCIablba

To this thesis we apply rule Π2 binding b, and then a, as neither 
b nor a occurs in the antecedent:

(23) Tl2b x  (24)
(24) CqTIbCIablba

(24) Π2αΧ (25)
(25) CqilallbCIablba

(25) q/CpCqp x C T io-(26)
(26) naFlbCIablba

Secondly: from (26) follows (9).

T5. Cpp (law of identity)

T5. p/CIablbaX (27)
(27) CCIablbaCIablba

To this thesis we apply rule Π ι  binding b, and then a:
(27) Flib x  (28)

(28) CnbCIablbaCIablba

(28) Π ια χ  (29)
(29) CTlanbCIablbaCIablba

(29)  x C(26)-(9)
(9) Clablba

Aristotle asserts: ‘If  some a is έ, it is necessary that some b 
should be a.’ The expression ‘it is necessary that’ can have, in 
my opinion, only this meaning: it is impossible to find such 
values of the variables a and b as would verify the antecedent 
without verifying the consequent. That means, in other words: 
‘For all a, and for all b, if some a is έ, then some b is a.’ This is 
our quantified thesis (26). It has been proved that this thesis is 
equivalent to the unquantified law of conversion ‘If  some a is b, 
then some b is a\ which does not contain the sign of necessity. 
Since the syllogistic necessity is equivalent to a universal 
quantifier it may be omitted, as a universal quantifier may be 
omitted at the head of a true formula.
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§25. Fundamentals o f the syllogistic
Every axiomatized deductive system is based on three funda­

mental elements: primitive terms, axioms, and rules of inference. 
I start from the fundamentals for asserted expressions, the funda­
mental elements for the rejected ones being given later.

As primitive terms I take the constants A and /, defining by 
them the two other constants, E  and 0 :

D f 1. Eab =  Nlab 
D f 2. Oab =  NAab.

In order to abbreviate the proofs I shall employ instead of the 
above definitions the two following rules of inference:

Rule R E : N I  may be everywhere replaced by E  and con­
versely.

Rule R O : NA  may be everywhere replaced by 0  and con­
versely.

The four theses of the system axiomatically asserted are the 
two laws of identity and the moods Barbara and Datisi:

1. Aaa
2. Iaa
3. CKAbcAabAac (Barbara)
4. CKAbcIbalac (Datisi).

Besides the rules R E and R O  I accept the two following rules 
of inference for the asserted expressions:

(a) Rule of substitution: If a is an asserted expression of the 
system, then any expression produced from a by a valid 
substitution is also an asserted expression. The only valid 
substitution is to put for term-variables a, b, c other term- 
variables, e.g. b for a.

(b) Rule of detachment: If Οαβ and a are asserted expressions 
of the system, then β is an asserted expression.

As an auxiliary theory I assume the C-N -system of the theory 
of deduction with K  as a defined functor. For propositional 
variables propositional expressions of the syllogistic may be 
substituted, like Aab, lac, KEbcAab, etc. In all subsequent proofs 
(and also for rejected expressions) I shall employ only the 
following fourteen theses denoted by roman numerals:
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I. CpCqp (law of simplification)
II. CCqrCCpqCpr (law ofhypothetical syllogism, 2nd form)

III. CCpCqrCqCpr (law of commutation)
IV. CpCNpq (law of Duns Scotus)

V. CCNppp (law of Clavius)
V I. CCpqCNqNp (law of transposition)

V II. CCKpqrCpCqr (law of exportation)
V III. CpCCKpqrCqr

IX. CCspCCKpqrCKsqr
X. CCKpqrCCsqCKpsr

X I. CCrsCCKpqrCKqps
X II. CCKpqrCKpNrNq

X III. CCKpqrCKNrqNp
X IV . CCKpMqNrCKprq

Thesis V III is a form of the law of exportation, theses I X -X I  
are compound laws of hypothetical syllogism, and X I I -X I V  
are compound laws of transposition. All of these can be easily 
verified by the 0-1 method explained in section 23. Theses IV  
and V  give together with II and III the whole C-jV’-system, but 
IV and V  are needed only in proofs for rejected expressions.

The system of axioms 1-4 is consistent, i.e. non-contradictory. 
The easiest proof of non-contradiction is effected by regarding 
term-variables as proposition-variables, and by defining the 
functions A and /  as always true, i.e. by putting Aab — lab =  
KCaaCbb. The axioms 1-4 are then true as theses of the theory 
of deduction, and as it is known that the theory of deduction is 
non-contradictory, the syllogistic is non-contradictory too.

All the axioms of our system are independent of each other. 
The proofs of this may be given by interpretation in the field of 
the theory of deduction. In the subsequent interpretations the 
term-variables are treated as propositional variables.

Independence of axiom 1: Take K  for A , and C  for /. Axiom 1 
is not verified, for Aaa =  Kaa, and Kaa gives o for a/o. The other 
axioms are verified, as can be seen by the 0-1 method.

Independence of axiom 2: Take C  for A, and K  for /. Axiom 2 
is not verified, for Iaa — Kaa. The other axioms are verified.

Independence of axiom 4: Take C  for A and /. Axiom 4 is 
not verified, for CKAbcIbalac =  CKCbcCbaCac gives o for έ/ο, 
a/i, c/o. The rest are verified.



Independence of axiom 3: it is impossible to prove the inde­
pendence of this axiom on the ground of a theory of deduction 
with only two truth-values, o and /. We must introduce a third 
truth-value, let us say j?, which may be regarded as another 
symbol for truth, i.e. for 1. To the equivalences given for C, JV, 
and K  in section 23, we have to add the following formulae:

C02 =  C12 =  C21 =  C22 =  /, C20 =  0, N2 =  o,
K02 =  K20 =  o, K12 =  K21 =  K22 =  /.

It can easily be shown that under these conditions all the theses 
of the C-JSf-system are verified. Let us now define lab as a func­
tion always true, i.e. lab =  1 for all values of a and i, and Aab 
as a function with the values

Aaa =  /, Αοι =  A12 =  /, and A02 =  o (the rest is ir­
relevant) .

Axioms 1, 2, and 4 are verified, but from 3 we get by the sub­
stitutions b/i, c/2, ajo: CKA12A01A02 =  CK110 =  Cio =  o.

It is also possible to give proofs of independence by inter­
pretation in the field of natural numbers. If  we want, for in­
stance, to prove that axiom 3 is independent of the remaining 
axioms, we can define Aab as α + ι  Φ  b, and lab as a+ b  =  b+a. 
lab is always true, and therefore axioms 2 and 4 are verified. 
Axiom 1 is also verified, for a +  i  is always different from a. But 
axiom 3, i.e. ‘I f  b-\-i Φ  c and α φ ι Φ  b, then α-\-ι Φ  c\ is not 
verified. Take 3 for λ, 2 for b, and 4 for c: the premisses will be 
true and the conclusion false.

It results from the above proofs of independence that there 
exists no single axiom or ‘principle’ of the syllogistic. The four 
axioms 1-4 may be mechanically conjoined by the word ‘and’ 
into one proposition, but they remain distinct in this inorganic 
conjunction without representing one single idea.

§ 26. Deduction o f syllogistic theses

From axioms 1-4 we can derive all the theses of the Aristotel­
ian logic by means of our rules of inference and by the help of 
the theory of deduction. I hope that the subsequent proofs will 
be quite intelligible after the explanations given in the fore­
going sections. In all syllogistical moods the major term is 
denoted by a, the middle term by i, and the minor term by c.
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DEDUCTION OF SYLLOGI STI C THESES§26 9 *

The major premiss is stated first, so that it is easy to compare 
the formulae with the traditional names of the moods.1

A. T h e  L a w s  o f  C o n v e r s i o n

VII. pi Abe, qllba, rllacxCd.-^
5. CAbcCIbalac

5. b/a, c/a, ajb X C i-6
6. Clablba (law of conversion of the /-premiss)

III. pi Abe, qllba, r/IacxC^-Ί
7. CIbaCAbcIac

7. b/a, c!b X C2-8
8. CAablab (law of subordination for affirmative pre­

misses)

11. qllab, r/IbaxC6-g
9. CCpIabCpIba

9. p/A abxC 8 -io
10. CAablba (law of conversion of the ^-premiss)

6. alb, b jax  11
11. CIbalab

VI. p/Iba, qllab X Ci 1-12
12. CNIabNIba

12. REx 13
13. CEabEba (law of conversion of the .E-premiss)

VI. p/Aab, qllab X C8-14
14. CNIabNAab

14. RE, RO x 15
15. CEabOab (law of subordination for negative premisses)

B. T h e  A f f i r m a t i v e  M o o d s

X. p/Abc, qllba, r/IacX C4-16
16. CCsIbaCKAbcsIac

16. s/Iab X C6-17
17. CKAbcIablac (Darii)

1 In my Polish text-book, Elements of Mathematical Logic, published in 1929 (see 
p. 46, n. 3), I showed for the first time how the known theses of the syllogistic may 
be formally deduced from axioms 1-4 (pp. 180-90). The method expounded in 
the above text-book is accepted with some modifications by I. M . Bochefiski, O.P., 
in his contribution: On the Categorical Syllogism, Dominican Studies, vol. i, Oxford 
(1948).
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16. s/Aab X C io-18
18. CKAbcAablac (Barbari)

8. ajb, bja X 19
19. CAbalba

16. s/Aba x  C i9-20
20. CKAbcAbalac (Darapti)

X I. rflba, s/Ia b x C n -2 1
21. CCKpqlbaCKqplab

4. cja, a/cx 22
22. CKAbalbcIca

21. pi Aba, qjlbc, bjc X C22-23
23. CKIbcAbalac (Disamis)

17. cja, ajcX 24
24. CKAbalcblca

21. p/Aba, q/Icb, bjc X C24-25
25. CKIcbAbalac (Dimaris)

18. cja, 0/cX 26
26. CKAbaAcblca

21. pi Aba, q/Acb, b/cxC26-2y
27. CKAcbAbalac (Bramantip)

C. T h e  N e g a t i v e  M o o d s

X III. pllbc, q/Aba, rjlac X C23-28
28. CKNIacAbaNIbc

28. R E  x  29
29. CKEacAbaEbc

29. ajb, bja X 30
30. CKEbcAabEac (Celarent)

IX. s/Eab, plEba x  Ci 3-31
31. ' CCKEbaqrCKEabqr

31. ajc, q/Aab, r/EacxC^o-^2
32. CKEcbAabEac (Cesare)

X I. rjEab, s/Eba X C13-33
33. CCKpqEabCKqpEba

32. cja, ajcX 34
34. CKEabAcbEca
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33· P/Eab, q/Acb, a/c, b/a X C34-35 
35. CKAcbEabEac (Camestres)

30. c/a, a/c X  36 
36. CKEbaAcbEca

33. p/Eba, q/Acb, a/c, b/a X C36-37 
37. CKAcbEbaEac (Camenes)

II. q/Eab, r/Oab XC15-38  
38. CCpEabCpOab

38. p/KEbcAab, b/c X C30-39 
39. CKEbcAabOac (Celaront)

38. p/KEcbAab, b/c X C32-40 
40. CKEcbAabOac (Cesaro)

38. p/KAcbEab, b/c X C35-41 
41. CKAcbEabOac (Camestrop)

38. p/KAcbEba, b/c X C37-42 
42. CKAcbEbaOac (Camenop)

X III. p/Abe, q/Iba, r/IacxC4-43 
43. CKNIacIbaNAbc

43. RE, R O  X44
44. CKEacIbaObc

44. a/b, b/a X 45 
45. CKEbcIabOac (Ferio)

31. a/c, q/Iab, WCWXC43-46 
46. CKEcblabOac (Festino)

X. p/Ebc, q/Iab, r/Oac X C45-47 
47. CCsIabCKEbcsOac

47. s/ Ib a x C n - φ  
48. CKEbcIbaOac (Ferison)

31. a/c, q/Iba, r/Oac X C48-49 
49. CKEcblbaOac (Fresison)

10. a/b, έ/α X 50
50. CAbalab

47. s/Aba X C50-51
51. CKEbcAbaOac (Felapton)

31. a/c, q/Aba, r/Oac X C51-52  
52. CKEcbAbaOac (Fesapo)



As a result of all these deductions one remarkable fact de­
serves our attention: it was possible to deduce twenty syllo­
gistic moods without employing axiom 3, the mood Barbara. 
Even Barbari could be proved without Barbara. Axiom 3 is the 
most important thesis of the syllogistic, for it is the only syllo­
gism that yields a universal affirmative conclusion, but in the 
system of simple syllogisms it has an inferior rank, being neces­
sary to prove only two syllogistic moods, Baroco and Bocardo. 
Here are these two proofs:

X II. pi Abe, q/Aab, r/Aac X C3-53
53. CKAbcNAacNAab

53. R O  x  54
54. CKAbcOacOab

54. b/c, c/bx 55
55. CKAcbOabOac (Baroco)

X III. pi Abe, q/Aab, r/Aac XC3-56
56. CKNAacAabNAbc

56. R O X 5 7
57. CKOacAabObc

57. a/b, b/a x  58
58. CKObcAbaOac (Bocardo)

§27. Axioms and rules for rejected expressions

O f two intellectual acts, to assert a proposition and to reject 
it,1 only the first has been taken into account in modern formal 
logic. Gottlob Frege introduced into logic the idea of assertion, 
and the sign of assertion (h), accepted afterwards by the authors 
of Principia Mathematica. The idea of rejection, however, so far 
as I know, has been neglected up to the present day.

We assert true propositions and reject false ones. Only true 
propositions can be asserted, for it would be an error to assert 
a proposition that was not true. An analogous property cannot 
be asserted of rejection: it is not only false propositions that 
have to be rejected. It is true, of course, that every proposition 
is either true or false, but there exist propositional expressions 
that are neither true nor false. O f  this kind are the so-called 
propositional functions, i.e. expressions containing free variables

1 I owe this distinction to Franz Brentano, who describes the acts of believing as 
anerkennen and verwerfen.
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and becoming true for some of their values, and false for others. 
Take, for instance, /?, the propositional variable: it is neither true 
nor false, because for p/i it becomes true, and for plo it becomes 
false. Now, of two contradictory propositions, a and JVa, one 
must be true and the other false, one therefore must be asserted 
and the other rejected. But neither of the two contradictory 
propositional functions, p and Np, can be asserted, because 
neither of them is true: they both have to be rejected.

The syllogistic forms rejected by Aristotle are not propositions 
but propositional functions. Let us take an example: Aristotle 
says that no syllogism arises in the first figure, when the first 
term belongs to all the middle, but to none of the last. The 
syllogistic form therefore:

(i) CKAbcEablac

is not asserted by him as a valid syllogism, but rejected. 
Aristotle himself gives concrete terms disproving the above 
form: take for b ‘man’, for c ‘animal’, and for a ‘stone’. But there 
are other values for which the formula (i) can be verified: by 
identifying the variables a and c we get a true implication 
CKAbaEablaa, for its antecedent is false and its consequent true. 
The negation of the formula (i):

(j ) NCKAbcEablac

must therefore be rejected too, because for cja it is false.
By introducing quantifiers into the system we could dispense 

with rejection. Instead of rejecting the form (i) we could assert 
the thesis:

(k) ZaEbEcNCKA bcEablac.

This means: there exist terms a, έ, and c that verify the negation 
of (z). The form (i), therefore, is not true for all 0, b, and c, and 
cannot be a valid syllogism. In the same way instead of rejecting 
the expression (j) we might assert the thesis:

(/) EaEbEcCKA bcEablac.

But Aristotle knows nothing of quantifiers; instead of adding to 
his system new theses with quantifiers he uses rejection. As 
rejection seems to be a simpler idea than quantification, let us 
follow in Aristotle’s steps.
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Aristotle rejects most invalid syllogistic forms by exemplifica­
tion through concrete terms. This is the only point where we 
cannot follow him, because we cannot introduce into logic such 
concrete terms as ‘man’ or ‘animal’. Some forms must be 
rejected axiomatically. I have found1 that if we reject axioma- 
tically the two following forms of the second figure:

CKAcbAablac 
CKEcbEablac,

all the other invalid syllogistic forms may be rejected by means 
of two rules of rejection:

(c) Rule of rejection by detachment: if the implication ‘If a, 
then β ’ is asserted, but the consequent β is rejected, then 
the antecedent a must be rejected too.

(d) Rule of rejection by substitution: if β is a substitution of 
a, and β is rejected, then a must be rejected too.

Both rules are perfectly evident.
The number of syllogistic forms is 4 X 43 =  256; 24 forms are 

valid syllogisms, 2 forms are rejected axiomatically. It would be 
tedious to prove that the remaining 230 invalid forms may be 
rejected by means of our axioms and rules. I shall only show, 
by the example of the forms of the first figure with premisses 
Abe and Eab, how our rules of rejection work on the basis of 
the first axiom of rejection.

Rejected expressions I denote by an asterisk put before their 
serial number. Thus we have:

*59. CKAcbAablac (Axiom)

*590. CKEcbEablac
I. pjlac, q/KAcbAab x  60 

60. ClacCKAcbAablac 
60 x C *6 i-*^ q

*61. lac.

Here for the first time is applied the rule of rejection by 
detachment. The asserted implication 60 has a rejected con­
sequent, *59; therefore its antecedent, *61, must be rejected too. 
In this same way I get the rejected expressions *64, *67, *71, 
*74, and *77.
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V. pjlac x  62
62. CCNIacIacIac

62. RE X63
63. CCEacIacIac

63 x  (7*64-*61 
*64. CEacIac

I. ajcX 65
65. Acc

V III. pi Acc, q/Eac, r/IacxC6^-66
66. CCKAccEacIacCEacIac

66x C*67-*64 
*67* CKAccEacIac

*67 x  *68. b\c 
*68. CKAbcEablac

Here the rule of rejection by substitution is applied. Expression 
* 68 must be rej ected, because by the substitution of b for c in * 68 we 
get the rejected expression *67. The same rule is used to get* 75.

II. q/Aab, r/IabxC8-6Q
69. CCpAabCpIab

69. pjKAbcEab, b/c X  70
70. CCKAbcEabAacCKAbcEablac

7 0 x C * 7 i-* 6 8  
*71. CKAbcEabAac

X IV . p/Acb, q/Iac, r/Aab X  72
72. CCKAcbNIacNAabCKAcbAablac

72. RE, R O  x 73
73. CCKAcbEacOabCKAcbAablac

73 xC*74~*59  
*74. CKAcbEacOab

* 7 4 x  *75· blc> Φ
*75. CKAbcEabOac

38. pIKAbcEab, b/c X  76 
76. CCKAbcEabEacCKAbcEabOac

76x C*77~*75 
*77. CKAbcEabEac

The rejected expressions *68, *71, *75, and *77 are the four
6367 H



possible forms of the first figure having as premisses Abe and 
Eab. From these premisses no valid conclusion can be drawn in 
the first figure. We can prove in the same way on the basis of 
the two axiomatically rejected forms that all the other invalid 
syllogistic forms in all the four figures must be rejected too.

§28. Insufficiency o f our axioms and rules
Although it is possible to prove all the known theses of the 

Aristotelian logic by means of our axioms and rules of assertion, 
and to disprove all the invalid syllogistic forms by means of our 
axioms and rules of rejection, the result is far from being satis­
factory. The reason is that besides the syllogistic forms there 
exist many other significant expressions in the Aristotelian logic, 
indeed an infinity of them, so that we cannot be sure whether 
from our system of axioms and rules all the true expressions of 
the syllogistic can be deduced or not, and whether all the false 
expressions can be rejected or not. In fact, it is easy to find false 
expressions that cannot be rejected by means of our axioms and 
rules of rejection. Such, for instance, is the expression:

(Fi) ClabCNAabAba.

It means: ‘If some a is b, then if it is not true that all a is b> all 
b is a.’ This expression is not true in the Aristotelian logic, and 
cannot be proved by the axioms of assertion, but it is consistent 
with them and added to the axioms does not entail any invalid 
syllogistic form. It is worth while to consider the system of the 
syllogistic as thus extended.

From the laws of the Aristotelian logic:
8. CAablab and

50. CAbalab

and the law of the theory of deduction:
(m) CCprCCqrCCNpqr

we can derive the following new thesis 78:

(m) p/Aab, q/Aba, rllab X C8-C50-78  
78. CCNAabAbalab.

This thesis is a converse implication with regard to (Fi), and 
together with (Fi) gives an equivalence. On the ground of this 
equivalence we may define the functor I  by the functor A :

(Fa) lab =  CNAabAba.
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This definition reads: ‘ “ Some a is means the same as “ If it 
is not true that all a is b, then all b is a” .’ As the expression ‘I f  
not-/>, then q’ is equivalent to the alternation ‘Either p or q\ we 
can also say: ‘ “ Some a is means the same as “ Either all a is 
b or all b is a” .9 It is now easy to find an interpretation of this 
extended system in the so-called Eulerian circles. The terms a> 
b, c are represented by circles, as in the usual interpretation, 
but on the condition that no two circles shall intersect each 
other. Axioms 1-4 are verified, and the forms *59 CKAcbAablac 
and. *590 CKEcbEablac are rejected, because it is possible to draw 
two circles lying outside each other and included in a third 
circle, which refutes the form CKAcbAablac, and to draw three 
circles each excluding the two others, which refutes the form 
CKEcbEablac. Consequently all the laws of the Aristotelian 
logic are verified, and all the invalid syllogistic forms are re­
jected. The system, however, is different from the Aristotelian 
syllogistic, because the formula (Fi) is false, as we can see from 
the following example: it is true that ‘Some even numbers are 
divisible .by 3’, but it is true neither that ‘All even numbers are 
divisible by 3’ nor that ‘All numbers divisible by 3 are even’.

It results from this consideration that our system of axioms 
and rules is not categorical, i.e. not all interpretations of our 
system verify and falsify the same formulae or are isomorphic. 
The interpretation just expounded verifies the formula (Fi) 
which is not verified by the Aristotelian logic. The system of our 
axioms and rules, therefore, is not sufficient to give a full and 
exact description of the Aristotelian syllogistic.

In order to remove this difficulty we could reject the expres­
sion (Fi) axiomatically. But it is doubtful whether this remedy 
would be effective; there may be other formulae of the same 
kind as (F1), perhaps even an infinite number of such formulae. 
The problem is to find a system of axioms and rules for the 
Aristotelian syllogistic on which we could decide whether any 
given significant expression of this system has to be asserted or 
rejected. To this most important problem of decision the next 
chapter is devoted.



C H A P T E R  V

THE PROBLEM OF DECISION
§ 29. The number of undecidable expressions

I take  as the basis of my present investigation the following 
fundamental elements of the syllogistic:

(1) The four asserted axioms 1-4.
(2) The rule (a) of substitution and the rule (b) of detachment 

for the asserted expressions.
(3) The two rejected axioms *59 and *59a.
(4) The rule (c) of detachment and the rule (d) of substitution 

for the rejected expressions.

To this system of axioms and rules the theory of deduction must 
be added as the auxiliary theory. From the axioms and rules of 
assertion there can be derived all the known theses of the 
Aristotelian logic, i.e. the laws of the square of opposition, 
the laws of conversion, and all the valid syllogistic moods; 
on the basis of the axioms and rules of rejection all the invalid 
syllogistical forms can be rejected. But, as we have already seen, 
this system of axioms and rules does not suffice to describe the 
Aristotelian syllogistic adequately, because there exist signifi­
cant expressions, for instance ClabCNAabAba, which can neither 
be proved by our axioms and rules of assertion nor disproved 
by our axioms and rules of rejection. I call such expressions 
undecidable with respect to our basis. Undecidable expressions 
may be either true in the Aristotelian logic or false. The expres­
sion ClabCNAabAba is, of course, false.

There are two questions we have to settle on this basis in 
order to solve the problem of decision. The first question is, Is 
the number of undecidable expressions finite or not? If it is 
finite, the problem of decision is easily solved: we may accept 
true expressions as new asserted axioms, and reject false expres­
sions axiomatically. This method, however, is not practicable 
if the number of undecidable expressions is not finite. We cannot 
assert or reject an infinity of axioms. A  second question arises 
in this case: Is it possible to complete our system of axioms and 
rules so that we could decide whether a given expression had to



be asserted or rejected? Both these questions were solved by 
Slupecki: the first negatively by showing that the number of 
undecidable expressions on our basis is not finite, the second 
affirmatively by the addition of a new rule of rejection.1

I begin with the first question. Every student of the tradi­
tional logic is familiar with the interpretation of syllogisms 
by means of Eulerian circles: according to this interpretation 
the term-variables a, b, c are represented by circles, the 
premiss Aab being true when and only when the circle a is 
either identical with the circle b or is included in b, and the 
premiss lab being true when and only when the circles a and b 
have a common area. Consequently the premiss Eab, as the 
negation of lab, is true when and only when the circles a 
and b have no common area, i.e. when they exclude each 
other. If, therefore, a and b are identical, lab is true and Eab is 
false.

I shall now investigate various suppositions concerning the 
number of circles assumed as our ‘universe of discourse’, i.e. 
as the field of our interpretation. It is obvious that the rules of 
our basis remain valid throughout all the interpretations. If  our 
universe of discourse consists of three circles or more, the four 
axioms of assertion are of course verified, and the axiomatically 
rejected expression

*59. CKAcbAablac

is rejected, as it is possible to draw two circles c and a excluding 
each other and both included in the third circle b. The premisses 
Acb and Aab are then true, and the conclusion lac is false. The 
expression

*590. CKEcbEablac

also is rejected, as we can draw three circles each excluding the 
two others, so that the premisses Ecb and Eab are true and the 
conclusion lac is false. This interpretation therefore satisfies 
the conditions of our basis, and so do all our other interpreta­
tions.

Let us now suppose that our universe of discourse consists of
1 See the paper of Slupecki quoted in p. 76, η. I have tried to simplify the author’s 

arguments in order to make them comprehensible to readers not trained in mathe­
matical thinking. I am, of course, alone responsible for the following exposition 
of Slupecki’s ideas.
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only three circles, but no more, and let us consider the following 
expression:

(F3) CEabCEacCEadCEbcCEbdlcd.

This expression contains four different variables, but each of 
them can assume only three different values, as we can only 
draw three different circles. Whatever be the way to substitute 
these three values for the variables, two variables must always 
receive the same value, i.e. must be identified. But if some one of 
the pairs of variables, a and b, or a and r, or a and rf, or b and c, 
or b and d, consists of identical elements, the corresponding 
^-premiss becomes false, and the whole implication, i.e. the 
expression (F3), is verified; and if the last pair of variables, c 
and d, has identical elements, the conclusion led becomes true, 
and the whole implication is again verified. Under the condition 
that only three circles can be drawn, the expression (F3) is true 
and cannot be disproved by our axioms and rules of rejection. 
If we suppose, however, that our universe of discourse consists 
of more than three circles, we can draw four circles, each of them 
excluding the three others, and (F3) becomes false. (F3) there­
fore cannot be proved by our axioms and rules of assertion. As 
(F3) can neither be proved nor disproved by the system of our 
axioms and rules, it is an undecidable expression.

Let us now consider an expression of the form

(F4) Ca1Ca2Ca3...CawjS, 

containing n different variables:

a \y a 2i a 3> · · · >  a n i

and let us suppose that: (1) every antecedent of (F4) is of the 
type Eaflj, ai differing from â \ (2) the consequent β is of the 
type Iakah ak differing from (3) all the possible pairs of 
different variables occur in (F4). I f  our universe of discourse 
consists of only (n-1) circles, (F4) is verified, because some two 
variables must be identified, and either one of the antecedents 
becomes false or the consequent is true. But if our universe of 
discourse consists of more than (n-1) circles, (F4) is not verified, 
for n circles may be drawn each excluding the remainder, so 
that all the antecedents become true and the consequent is 
false. (F4), therefore, is an undecidable expression.
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Such undecidable expressions are infinite in number, as n 
may be any integer whatever. It is obvious that they are all 
false in the Aristotelian logic, and must be rejected, for we can­
not restrict the Aristotelian logic to a finite number of terms, 
and expressions of the form (F4) are disproved when the number 
of terms is infinite. This infinite number of undecidable expres­
sions cannot be rejected otherwise than axiomatically, as results 
from the following consideration: (F3) cannot be disproved by 
the system of our axioms and rules, and therefore must be 
rejected axiomatically. The next undecidable expression of the 
form (F4) containing five different terms cannot be disproved 
by our system of axioms and rules together with the already 
rejected expression (F3), and must again be rejected axiomatic­
ally. The same argument may be repeated with respect to every 
other undecidable expression of the form (F4). Since it is im­
possible to reject axiomatically an infinity of expressions, we 
must look for another device if we want to solve the problem of 
decision affirmatively.

§ 30. Slupecki's rule of rejection
I start from two terminological remarks: Expressions of the 

type Aab, lab, Eab, and Oab I call simple expressions; the first 
two are simple affirmative expressions, and the third and fourth 
simple negative expressions. Simple expressions as well as ex­
pressions of the type:

CoL1CoL2C(Xz...CoLn_1OLn,

where all the a’s are simple expressions, I call elementary 
expressions. With the help of this terminology Slupecki’s rule 
of rejection may be formulated as follows:

If ol and β are simple negative expressions and γ  is an elemen­
tary expression, then if Cocy and Οβγ are rejected, ΟαΟβγ 
must be rejected too.

Slupecki’s rule of rejection has a close connexion with the 
following metalogical principle of traditional logic: ‘utraque si 
praemissa neget, nil inde sequetur.’ This principle, however, 
is not general enough, as it refers only to simple syllogisms of 
three terms. Another formulation of the same principle, ‘ex 
mere negativis nihil sequitur’, is apparently more general, but 
it is false when applied not only to syllogisms but also to other
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expressions of the syllogistic. Such theses as CEabEba or 
CEabOab show clearly that something does follow from merely 
negative premisses. Slupecki’s rule is a general rule and avoids 
the awkwardness of traditional formulations.

Let us explain this point more fully in order to make Slu­
pecki’s rule clear. The proposition Aac does not follow either 
from the premiss Aab or from the premiss Abc\ but when we 
conjoin these premisses, saying ‘Aab and Abc\ we get the con­
clusion Aac by the mood Barbara. Eac does not follow from Ebcy 
or from Aab either: but from the conjunction of these premisses 
‘Ebc and Aab’ we get the conclusion Eac by the mood Celarent. 
In both cases we obtain from the conjunction of premisses some 
new proposition which does not result from either of them 
separately. If we have, however, two negative premisses, like 
Ecb and Eab, we can of course obtain from the first the con­
clusion Ocb and from the second Oab, but from the conjunction 
of these premisses no new proposition can be drawn except 
those that follow from each of them separately. This is the 
meaning of Slupecki’s rule of rejection: if y does not follow 
either from a or from β, it cannot follow from their conjunction, 
as nothing can be drawn from two negative premisses that does 
not follow from them separately. Slupecki’s rule is as plain as 
the corresponding principle of traditional logic.

I shall now show how this rule can be applied in the rejection 
of undecidable expressions. For this purpose I use the rule in a 
symbolic form, denoted by RS (Rule of Slupecki):

RS. *Cocy, *Cj8y —►  *CaCj8y.

Here as everywhere I employ Greek letters to denote variable 
expressions satisfying certain conditions: thus, a and β must be 
simple negative expressions of the syllogistic, y must be an 
elementary expression as explained above, and all three ex­
pressions must be such that Cocy and Οβγ may be rejected. The 
arrow (—*) means ‘therefore’. I want to lay stress on the fact 
that RS is a peculiar rule, valid only for negative expressions 
a and β of the Aristotelian logic, and, as we have already seen, 
cannot be applied to affirmative expressions of the syllogistic. 
Nor can it be applied to the theory of deduction. This results 
from the following exam ple: the expressions CNCpqr and 
CNCqpr are both not true and would be rejected, if rejection



were introduced into this theory, but CNCpqCNCqpr is a thesis. 
Also in algebra the proposition ‘a equals V does not follow 
either from the premiss ‘a is not less than V  or from the premiss 
‘b is not less than a\ but it follows from the conjunction of these 
premisses.

As the first application of the new rule I shall show that the 
expression

*590. CKEcbEablac,

which was rejected axiomatically, can now be disproved. This 
results from the following deduction:

9. p/Eac, a/c, b/a X 79 
79. CCEacIcaCEacIac

79 x C *8 o -*64  
*80. CEacIca

*80 X *81. cjay b/c, a/c 
*81. CEcblac

*64 X *82. bjc 
*82. CEablac

RS. cx/Eeb, β/Eab, y lla c x * 81, *82 *83
*83. CEcbCEablac.

The rule RS is here applied for the first time; a and β are 
simple negative expressions, and y is also a simple expression. 
From *83 we get by the law of exportation V II  the formula *59 a:

V II. pjEcb, q/Eab, r/Iac X 84 
84. CCKEcbEablacCEcbCEablac

84 x C *  59a-* 83 
*59a. CKEcbEablac.

It follows from the above that Slupecki’s rule is stronger than 
our axiomatically rejected expression *590. Since *590 has to 
be cancelled, formula *59, i.e. CKAcbAablac, remains the sole 
expression axiomatically rejected.

In the second place I shall apply the rule RS repeatedly to 
disprove the formula (F3):

*64 X *85. d/c, c/a 
*85. CEadlcd

*85 X *86. b/a 
*86. CEbdlcd
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RS. oclEad, β/Ebd, γ /Icdx*85, *86 ->  *87 
*87. CEadCEbdlcd

*80 X *88. bja, dja 
*88. CEbcIcd

RS. oc/Ebc, β/Ebd, y/Icdx *88, *86 *89
*89. CEbcCEbdlcd

RS. *IEad, β/Ebc, y/CEbdIcdx*Sy, *89 *90
*90. CEadCEbcCEbdlcd 

*88 x *91. a/b 
*91. CEacIcd

RS. oc/Eac, β/Ebd, y/Icdx *91, *86 —*■  *92 
*92. CEacCEbdlcd

RS. ot/Eac, β/Ebc, y/CEbdlcd X  *92, *89 —> *93 
*93. CEacCEbcCEbdlcd

RS. α,/Eac, β/Ead, y/CEbcCEbdlcdx *93-, *90 —►  *94 
*94. CEacCEadCEbcCEbdlcd

*85 x *95. bfd 
*95. CEablcd

RS. oc/Eab, β/Ebd, γ/Icdx*95, *86 -> *96 
*96. CEabCEbdlcd

RS. oc/Eab, β/Ebc, γ/CEbdIcdx *96, *89 —>» *97 
*97. CEabCEbcCEbdlcd

RS. oc/Eab, β/Ead, γ\CEbcCEbdlcd X *97, *90 —>» *98 
*98. CEabCEadCEbcCEbdlcd

RS. oc/Eab, β/Eac, γ/CEadCEbcCEbdlcd X *98, *94 —> 
*99

*99. CEabCEacCEadCEbcCEbdlcd

The rule RS is used in this deduction ten times; a and β are 
always simple negative expressions, and γ is everywhere an 
elementary expression. In the same manner we could disprove 
other formulae of the form (F4), and also the formula (Fi) of 
section 28. It is needless, however, to perform these deductions, 
since we can now set forth the general problem of decision.

§31. Deductive equivalence
We need for our proof of decision the concept of deductive or 

inferential equivalence. Since there are, in my opinion, some



misunderstandings in the treatment of this concept, its meaning 
must be carefully defined. I shall do this on the basis of the 
theory of deduction.

It is usually said that two expressions, a and j8, are deductively 
equivalent to each other when it is possible to deduce β from a 
if a is asserted, and conversely a from β if β is asserted. The rules 
of inference are always supposed as given. But they are seldom 
sufficient. They suffice, for instance, in the following example. 
From the asserted law of commutation CCpCqrCqCpr we can 
deduce the thesis CqCCpCqrCpr:

(1) CCpCqrCqCpr
(1) p/CpCqr, r jCprxC{ i)-(2)

(2) CqCCpCqrCpr,

and again from this thesis we can deduce the law of com­
mutation :

(2) qjCqCCpCqrCpr, pjs, r/txC(2)-($)
(3) CCsCCqCCpCqrCprtCst

(2) qjCpCqr, pjq, rICprX (4)
(4) CCpCqrCCqCCpCqrCprCqCpr

(3) s/CpCqr, t/CqCprxC{4)-(i)
(1) CCpCqrCqCpr.1

But we cannot in this simple way deduce from the asserted 
expression CNpCpq the law of Duns Scotus CpCNpq, because 
from the first expression we can derive new propositions only 
by substitution, and all the substitutions of CNpCpq begin with 
CN , none with Cp. To deduce one of those expressions from 
another we must have further assistance. Speaking generally, 
the relation of deductive equivalence is seldom absolute, but in 
most cases it is relative to a certain basis of theses. In our case 
this basis is the law of commutation. Starting from

(5) CNpCpq
we get by commutation the law of Duns Scotus:

(1) p/Nfi, qlp, r/qxC(5 H 6 )
(6) CpCNpq,

and starting from (6) we get again by commutation (O :

( i )qlXp,  r/qxC(6 )-(5)
(5) CNpCpq.

1 This neat deduction was given by A. Tarski in Warsaw.
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I say therefore that CNpCpq and CpCNpq are deductively equiva­

lent with respect to the law of commutation, and I write: 

CNpCpq ~  CpCNpq with respect to (1).

The sign ~  denotes the relation of deductive equivalence. 
This relation is different from the ordinary relation of equiva­
lence, denoted here by Q ,  which is defined by the conjunction 
of two implications each converse to the other,

Q.pq =  KCpqCqp,
and requires no basis. I f  an ordinary equivalence Qjxj3 is asserted, 
and a, or a substitution of a, is asserted too, then we can assert 
j8, or the corresponding substitution of j8, and conversely. An 
asserted ordinary equivalence Qjx-β is therefore a sufficient basis 
for the deductive equivalence <x ~  j8; but it is not a necessary 
one. This is just the point where explanation is needed.

Not only asserted or true expressions may be deductively 
equivalent, but also false ones. In order to solve the problem of 
decision for the C -N -system we have to transform an arbitrary 
significant expression a  into the expression C N oltt, where π is a 
propositional variable not occurring in a. This can be done by 
means of two theses:

51. CpCNpq
52. CCNppp.

I say that a  is deductively equivalent to C N oltt with respect to 
Si and S2, and I write:

I. ol ~  C N oltt with respect to Si and S2.

All goes easily when a is asserted. Take as example NNCpp. 
This is a thesis easily verified by the 0-1 method. I state accord­
ing to formula I that

NNCpp ~  CNNNCppq with respect to Si and S2. 

Starting from

(7) NNCpp 

we get by S 1:

Si. pjNNCpp x C(7)-(8)
(8) CNNNCppq,

and starting again from (8) we get by substitution and S2:

(8) q jm c p p  X (9)
(9) CNNNCppNNCpp
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S2. pjNNCpp x C(9)-(7)
(7) NNCpp.

But a is an arbitrary expression; it may be false, e.g. Cpq. In 
this case formula I reads:

Cpq ~  CNCpqr with respect to Si and S2.

Here the difficulty begins: we can get the thesis CCpqCNCpqr 
from Si by the substitution pfCpq, qjr, but we cannot derive 
from this thesis the consequent CNCpqr, for Cpq is not a thesis 
and cannot be asserted. Therefore CNCpqr cannot be detached. 
A  still greater difficulty arises in the other direction: we can 
get from S2 by the substitution pjCpq the thesis CCNCpqCpqCpqy 
but CNCpqCpq is not asserted, nor can we get CNCpqCpq from 
CNCpqr by substitution, because CNCpqr is not a thesis. We 
cannot say: Suppose that Cpq be asserted; then CNCpqr would 
follow. The assertion of a false expression is an error, and we 
cannot expect to prove anything by an error. It seems therefore 
that formula I is valid not for all expressions but only for those 
that are asserted.

There exists, in my opinion, only one way to avoid these 
difficulties: it is the introduction of rejection into the theory of 
deduction. We reject axiomatically the variable p , and accept 
the clear rules of rejection, (c) and (d). It can easily be shown 
on this basis that Cpq must be rejected. For we get from the 
axiom

(*10) P

and the thesis

(n )  CCCpppp

by the rules of rejection:

( x i )  X C ( * I 2 ) - ( * I o )
(*12) CCppfi

( * I 2 ) X ( * I 3 )  p/cpp, qlp 
(*13) Cpq.

Now we are able to prove that if Cpq is rejected, CNCpqr must 
be rejected too; and conversely, if CNCpqr is rejected, Cpq must 
be rejected too. Starting from

(*13) Cpq
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we get by S2 and the rules of rejection:

S2. pjCpq X (14)
(14) CCNCpqCpqCpq

( i 4 ) x C ( * i 5)-(*i3 )
(*15) CNCpqCpq

(*15) X (*i6 ) r/Cpq 
(*16) CNCpqr.

In the other direction we easily get Cpq from (*16) by S i :

S i. p/Cpq, q/rx(  17)
(17) CCpqCNCpqr

( i 7 ) x C ( * i 3 ) - ( * i 6 )

(*13) Cpq.

Formula I is now fully justified. We have, however, to correct 
our previous definition of deductive equivalence, saying:

Two expressions are deductively equivalent to each other 
with respect to certain theses when and only when we can 
prove by means of these theses and of the rules of inference 
that if one of those expressions is asserted, the other must 
be asserted too, or if one of them is rejected, the other must 
be rejected too.

It follows from this definition that ordinary equivalence is not 
a necessary basis of deductive equivalence. If ζ^αβ is a thesis, it 
is true that a is deductively equivalent to β with respect to Q/xj8; 
but if ex is deductively equivalent to β with respect to certain 
theses, it is not always true that α<χβ is a thesis. Take as example 
the deductive equivalence just considered:

Cpq ~  CJVCpqr with respect to Si and S2.

The corresponding ordinary equivalence QCpqCNCpqr is not 
a thesis, for it is false for /?//, qjo, r//.

It is obvious that the relation of deductive equivalence is 
reflexive, symmetrical, and transitive. There are cases where 
a is deductively equivalent to two expressions β and y with 
respect to certain theses. That means: if a is asserted, then β is 
asserted and y is asserted, and consequently their conjunction 
‘β and y5 is asserted; and conversely, if both β and y, or their 
conjunction ‘β and y ’, is asserted, then a is asserted too. Again, 
if a is rejected, then the conjunction and y must be rejected,
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and in this case it is sufficient that only one of them, β or y, 
should be rejected; and conversely, if only one of them is 
rejected, a must be rejected too.

§32. Reduction to elementary expressions

Our proof of decision is based on the following theorem:

(TA) Every significant expression of the Aristotelian syllo­
gistic can be reduced in a deductively equivalent way, 
with respect to theses of the theory of deduction, to 
a set of elementary expressions, i.e. expressions of the 
form

Ca1Ca2Ca^...Can_1an9

where all the a s  are simple expressions of the syllogis­
tic, i.e. expressions of the type Aab, lab, Eab9 or Oab.

All known theses of the syllogistic either are elementary ex­
pressions or can easily be transformed into elementary expres­
sions. The laws of conversion, e.g. Clablba or CAablba, are 
elementary expressions. All the syllogisms are of the form 
CKaβγ9 and expressions of this kind are deductively equivalent 
to elementary expressions of the form ΟαΟβγ with respect to the 
laws of exportation and importation. But there are other signi­
ficant expressions of the syllogistic, some of them true, some 
false, that are not elementary. We have already met such an 
expression: it was thesis 78, CCNAabAbalab, the antecedent of 
which is not a simple expression but an implication. There 
exists, of course, an infinity of such expressions, and they must all 
be taken into account in the proof of decision.

Theorem (TA) can easily be proved on the basis of an 
analogous theorem for the theory of deduction:

(TB) Every significant expression of the theory of deduction 
with C  and N  as primitive terms can be reduced in 
a deductively equivalent way with respect to a finite 
number of theses to a set of elementary expressions of 
the form

Ca-fia2Ca2... Coin_̂ an9

where all the a’s are simple expressions, i.e. either 
variables or their negations.

The proof of this theorem is not easy, but since it is essential
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for the problem of decision it cannot be omitted. The proof of 
(TB) given below is intended for readers interested in formal 
logic; those not trained in mathematical logic may take both 
theorems, (TA) and (TB), for granted.

Let a be an arbitrary significant expression of the theory of 
deduction other than a variable (which may, but need not, be 
transformed): every such expression can be transformed, as we 
already know, in a deductively equivalent way with respect to 
the theses Si and S2:

51. CpCNpq
52. CCNppp

into the expression C N oltt, where π is a variable not occurring 
in a. We have therefore as transformation I :

I. a ~  C N oltt with respect to Si and S2.

Transformation I allows us to reduce all significant expres­
sions to implications that have a variable as their last term. 
Now we must try to transform jVa, the antecedent of CNocn, 
into a variable or its negation. For this purpose we employ the 
following three transformations:

II. ΟΝΝοίβ ~  Οοίβ with respect to S3 and S4,
III. ΟΝΟαβγ ~  ΟαΟΝβγ „ „  S5 and S6,
IV . ΟΟαβγ ~  CJVay, Οβγ ,, ,, S7, S8, and S9.

The respective theses are: for transformation II:

53. CCNNpqCpq
54. CCpqCNNpq;

for transformation III:

55. CCNCpqrCpCNqr
56. CCpCNqrCNCpqr;

for transformation I V :

57. CCCpqrCNpr
58. CCCpqrCqr
59. CCNprCCqrCCpqr.

Let us now explain how we can get by these transformations 
a variable or its negation in the antecedent of C N oltt. The 
expression a occurring in C N oltt may, like every significant 
expression of the C-N -system, be either a variable, or a nega­

112 THE PROBLEM OF DECISION §32



tion, or an implication. If  a is a variable, no transformation is 
needed; if it is a negation, we get CNN<xfi> and two negations 
annul each other according to transformation II; if it is an 
implication, we get from ΟΝΟαβγ the equivalent expression 
ΟαΟΝβγ, the antecedent of which, a, is simpler than the initial 
antecedent NCaβ. This new a may again be a variable— no 
transformation is then needed— or a negation— this case has 
already been settled— or an implication. In this last case we get 
from CColβγ two expressions, CJVay and Cβγy with simpler ante­
cedents than the initial antecedent Caj8. By repeated applica­
tions of II, III, and IV  we must finally reach in the antecedent 
a variable or its negation.

Let us now see by examples how these transformations work. 

First example: NNCpp.

NNCpp ~  CNNNCppq by I ;
CNNNCppq ~  CNCppq „ I I ;
CNCppq ~  CpCNpq „ III.

NNCpp is thus reduced to the expression CpCNpq with the 
variable p in the antecedent. CpCNpq is an elementary 
expression.

Second example: CCCpqpp.
CCCpqpp ~  CNCCCpqppr by I ;
CNCCCpqppr ~  CCCpqpCNpr „ III;
CCCpqpCNpr ~  CNCpqCNpr, CpCNpr by IV ;
CNCpqCNpr ~  CpCNqCNpr by III.

CCCpqpp is thus reduced to two expressions: CpCNqCNpr and 
CpCNpr, both with the variable p in the antecedent; both are 
elementary expressions.

Third example: CCCpqqCCqpp.

CCCpqqCCqpp ~  CNCCCpqqCCqppr by I ; 
CNCCCpqqCCqppr ~  CCCpqqCNCCqppr „  III;  
CCCpqqCNCCqppr ~  CNCpqCNCCqppr, CqCNCCqppr by IV ; 
CNCpqCNCCqppr ~  CpCNqCNCCqppr by III.

CCCpqqCCqpp is reduced to two expressions CpCNqCNCCqppr 
and CqCNCCqppr, both with a variable in the first antecedent. 
Neither of them, however, is elementary, since the first has the 
compound expression NCCqpp as its third antecedent and the

§32 REDUCTION TO ELEMENTARY EXPRESSIONS 113

6367 I



second has the same compound expression as its second ante­
cedent.

As we can see from this last example, our task is not yet 
finished. By transformations I -I V  we obtain implications with 
a variable in the first antecedent, and also expressions of the 
form:

C<X1CoL2C<Xz...CoLn_1OLn,

but not all antecedents of this form, apart from <xl9 need be 
simple expressions. In order to get rid of such compound ante­
cedents we need three further transformations:

V. CaCβγ ~  ΟβΟαγ with respect to SlO,
vi. caqscy8 ~ CaCyqss „ „ s 11,

V II. CocCβγ ~  CNCaNβγ „ „ S i 2 and S i3.

The respective theses are: for transformation V :
Sio. CCpCqrCqCpr;

for transformation V I :
Si 1. CCpCqCrsCpCrCqs;

for transformation V I I :
5 12. CCpCqrCNCpNqr
5 13. CCNCpNqrCpCqr.

By Sio we can move a compound antecedent from the second 
place to the first, and by S 11 from the third place to the 
second. Applying these transformations to the expressions 
CpCNqCNCCqppr and CqCNCCqppr of our third example we get:

(a) CpCNqCNCCqppr ~  CpCNCCqppCNqr by V I;  
CpCNCCqppCNqr ~  CNCCqppCpCNqr „ V ;  
CNCCqppCpCNqr ~  CCqpCNpCpCNqr „ III; 
CCqpCNpCpCNqr ~  CNqCNpCpCNqr, CpCNpCpCNqr by 

IV.
(β) CqCNCCqppr ~  CNCCqppCqr by V ;

CNCCqppCqr ~  CCqpCNpCqr „ III;
CCqpCNpCqr ~  CNqCNpCqr, CpCNpCqr by IV.

CCCpqqGCqpp is thus reduced to four elementary expressions: 
CNqCNpCpCNqr, CpCNpCpCNqr, CNqCNpCqr, and CpCNpCqr.

Transformation V II is used in all those cases where the com­
pound antecedent occurs in the fourth place or farther. This 
transformation allows us to reduce the number of antecedents;
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in fact, NCpNq means the same as Kpq, and S i 2 and S i3 are 
other forms of the laws of importation and exportation respec­
tively. Now CjVCcJVjSy, like CK olj8y, has only one antecedent, 
whereas the equivalent expression CaCjSy has two antecedents. 
If, therefore, a compound expression occurs in the fourth place, 
as δ in CaCjSCyCSe, we can move it to the third place, applying 
V II and then V I:

CaQSCyCSc ~  CjVCoJV]3CyC8€ by V I I ; 
C N C ^ C y C h e  ~  C N C ^ C h C y e  „ V I.

From this last expression we get by the converse application of 
V II the formula:

CVCcxJVj8C8Cy€ ~  C(xQ3C8Cy€ by V II.

It is now easy to bring 8 to the first place by V I and V :

CaCj8C8Cy€ ~  CaCSqSCye by V I,
CaC8Cj3Cy€ ~  C8CaCj8Cy€ „ V.

Applying transformation V II  repeatedly in both directions we 
can move any antecedent from the wth place to the first, and 
transform it, if it is compound, by II, III, and IV  into a simple 
expression.

The proof of theorem (TB) is thus completed. It is now easy 
to show that this theorem entails the proof of decision for the 
C -N -system of the theory of deduction. If  all the elementary 
expressions to which a given expression a has been reduced are 
true, i.e. if they have among their antecedents two expressions 
of the type p and jVjfr, then a is a thesis and must be asserted. On  
the other hand, if among the elementary expressions to which a 
has been reduced there exists at least one expression such that 
no two antecedents in it are of the type p and JVp, then a must 
be rejected. In the first case we can prove a by means of the 
theses S i-S i  3, in the second we can disprove it, adding to the 
above theses two new ones:

5 14. CpCCpqq
5 15. NNCpp,

and the axiom of rejection:

*Si6. p .

Two examples will clarify this.
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First example: Proof of the thesis CpCCpqq.

This thesis must first be reduced to elementary expressions. 
This is done by the following analysis (L ):

CpCCpqq ~  CNCpCCpqqr by I;
CNCpCCpqqr ~  CpCNCCpqqr „ III;
CpCNCCpqqr ~  CNCCpqqCpr „ V ;
CNCCpqqCpr ~  CCpqCNqCpr ,, III;
CCpqCNqCpr ~  CNpCNqCpr, CqCNqCpr by IV.

The elementary expressions to which CpCCpqq is reduced are 
CNpCNqCpr and CqCNqCpr. Both, like all expressions to which 
transformation I has been applied, have as their last term a 
variable not occurring in the antecedents. Such expressions can 
be true only on condition that they have two antecedents of the 
type p and Np, and any expression of this kind can be reduced 
by transformations V, V I, or V II to a substitution of Si from 
which the proof of a thesis must always begin. Here are the 
required deductions:

Si. q/CNqrX (1)
(1) CpCNpCNqr

Sio. q\Np, r/CNqrxC(i)-(2)
(2) CNpCpCNqr

Si 1. p/Np, qjp, r/Nq, s/rxC(2)~(3)
(3) CNpCNqCpr

S i ·  Plq, q/CprX (4)
(4) CqCNqCpr.

Having got in (3) and (4) the same elementary expressions as 
we reached at the end of our analysis (L), we now proceed from 
them to their equivalents on the left, by applying theses on 
which the successive transformations were based. Thus, step by 
step, we get our original thesis by means of S9, S6, Sio, and S2:

S9. r P # x C ( 3 ) - C ( 4 ) - ( 5 )
(5) CCpqCNqCpr

S6. plCpq, rlCPr x C ( 5)-(6)
(6) CNCCpqqCpr

Sio. pjNCCpqq, q/pxC(6)-(j )
(7) CpCNCCpqqr

116 THE PROBLEM OF DECISION §32



56. qjCCpqq X C(j )- (8)
(8) CNCpCCpqqr

(8) rfCpCCpqq X (9)
(9) CNCpCCpqqCpCCpqq

52. pjCpCCpqq X C(g)-(io)
(10) CpCCpqq.

Upon this model we can prove any thesis we want.

Second example: Disproof of the expression CCNpqq.

We first reduce this expression to elementary expressions on 
the basis of the following analysis:

CCNpqq ~  CNCCNpqqr by I ;
CNCCNpqqr ~  CCNpqCNqr „ III;
CCNpqCNqr ~  CNNpCNqr, CVCAfyr by IV ;  
CNNpCNqr ~  CpCNqr by II.

The expression CCNpqq is thus reduced to two elementary ex­
pressions, CqCNqr and CpCNqr. The first of these is a thesis, but 
the second is not true, for it has no two antecedents of the type 
p and Np. The expression CCNpqq therefore, which leads to this 
not-true consequence, must be rejected. We begin the disproof 
from the top, successively applying according to the given trans­
formations the theses Si, S5, S7, and S3:

S 1. pi CCNpqq, q/rx(  1 1)
(11) CCCNpqqCNCCNpqqr

S5. p/CNpqX (12)
(12) CCNCCNpqqrCCNpqCNqr

57. pi Pip, rjCNqr X (13)
(13) CCCNpqCNqrCNNpCNqr

53. q /C N q T  X (14)
(14) CCNNpCNqrCpCNqr.

Now we must disprove the expression CpCNqr; we need for this 
purpose the new theses S14 and S15 and the axiom of rejection.

S14. p/NNCpp, ?//»x C S i 5- ( i 5)
(15) CCNNCpppp

(15) x C ( * i 6 )-* S i 6 
(*16) CNNCppp
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S14. p/CpCNpq, qjCNNCppp X C SI- ( 17)
(17) CCCpCNpqCNNCpppCNNCppp

( 1 7 )  x C ( * i 8 ) - ( * i 6)

(*18) CCpCNpqCNNCppp

(*X8) X (*19) p/CpCNpq, q/NCfip, r/p 
(*19) CpCNqr

Having rejected CpCNqr, we can now successively reject its ante­
cedents till we reach the original expression CCNpqq.

(14) xC (*2 0 )-(*I9 )
(*20) CNNpCNqr

(13) X C (*2l)-(*20 )
(*21) CCNpqCNqr

(l2)X  C (*22)-(*2l)
(*22) CNCCNpqqr

(1 1) X C(*23)-(*22)
(*23) CCNpqq

In this way you can disprove any not-true expression of the 
C-JV-system. All these deductions could have been made shorter, 
but I was anxious to show the method implied in the proof of 
decision. This method enables us to decide effectively, on the 
basis of only fifteen fundamental theses, S i-S i  5, and the axiom 
of rejection, whether a given significant expression of the C -N - 
system should be asserted or rejected. As all the other functors 
of the theory of deduction may be defined by C and N y all 
significant expressions of the theory of deduction are decidable 
on an axiomatic basis. A  system of axioms from which the 
fifteen fundamental theses can be drawn is complete in this 
sense, that all true expressions of the system can be deduced in 
it. O f  this kind is the system of three axioms set out in section 
23, and also the system of those three axioms on which trans­
formation IV  is based, viz. CCCpqrCNpr, CCCpqrCqry and 
CCNprCCqrCCpqr.

The proof of theorem (TA), according to which every signi­
ficant expression of the Aristotelian logic can be reduced to 
elementary expressions, is implicitly contained in the proof of 
the analogous theorem for the theory of deduction. If  we take 
instead, of the Greek letters used in our transformations I -V I I  
(except the final variable in transformation I) propositional
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expressions of the Aristotelian logic, we can apply those trans­
formations to them in the same way as to expressions of the 
theory of deduction. This can easily be seen in the example of 
CCNAabAbalab. We get:

CCNAabAbalab ~  CNCCNAabAbalabp by I ; 
CNCCNAabAbalabp ~  CCNAabAbaCNIabp „ III;  
CCNAabAbaCNIabp ~  CNNAabCNIabp, CAbaCNIabp by IV ;  
CNNAabCNIabp ~  CAabCNIabp by II.

Instead of NAab we can always write Oab9 and Eab instead of 
NIab. In what follows, however, it will be more convenient to 
employ forms with N.

Both elementary expressions, CAabCNIabp and CAbaCNIabp, 
to which CCNAabAbalab has been reduced, have a proposi­
tional variable as their last term. This variable is introduced by 
transformation I. We can get rid of it by the following de­
ductively equivalent transformations where π is a propositional 
variable not occurring in either a or β :

V I I I .eCaC/?7r ~  C(χNβ with respect to S i 7 and S i8,
IX . C<xCNfa ·—' Cοίβ ,, ,, ,, S19 and S20.

Theses for transformation V III:

Si 7. CCpCqNqCpNq 
Si 8. CCpNqCpCqr.

Theses for transformation IX :
Si 9. CCpCNqqCpq 
S20. CCpqCpCNqr.

When CocQ3π is asserted, we get from it by substituting Ν β  for π 
the expression CaCβNβ, and then C(χNβ by S 17; and conversely 
from CWV)8 the expression CocCβπ by S i8. When CaQSπ  is re­
jected, we get by S i8 CC(xNβCaCβπ, therefore CocΝ β  must be 
rejected; and conversely, when CaJV)3 is rejected, we get by S i 7 
CCaCβNβCocNβ, therefore C(χCβNβ must be rejected and conse­
quently CocCj8π. Transformation IX  can be explained in the 
same way. This we can apply directly to our example. Take 
Aab for a, lab for β , and p for tt; you get CAablab. In the same 
way from CAbaCNIabp results CAbalab. If  we have an expression 
with more antecedents than two, e.g. with n antecedents, we 
must first reduce by repeated application of transformation 
V II the n- ι  antecedents to one antecedent, and then apply
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transformation V III  or IX. Take, for instance, the following 
example:

CNIabCAcbCAdcCIadp ~  CNCNIabNAcbCAdcCIadp
by V II;

CNCNIabNAcbCAdcCIadp ~  CNCNCNIabNAcbNAdcCIadp
by V II;

CNCNCNIabNAcbNAdcCIadp ~  CNCNCNIabNAcbNAdcNIad
by V III;

CNCNCNIabNAcbNAdcNIad ~  CNCNIabNAcbCAdcNIad
by V II;

CNCNIabNAcbCAdcNIad ~  CNIabCAcbCAdcNIad „ V II.

Theorem (TA) is now fully proved; we can proceed therefore 
to our main subject, the proof of decision of the Aristotelian 
syllogistic.

§33. Elementary expressions of the syllogistic

According to theorem (TA), every significant expression of 
the Aristotelian syllogistic can be reduced in a deductively equi­
valent way to a set of elementary expressions, i.e. expressions 
of the form

Ca1Ca2Ca3...Can_1aw,

where all the a’s are simple expressions of the syllogistic, i.e. 
expressions of the type Aab, lab, Eab or Nlab, and Oab or 
NAab. Now I shall show that every elementary expression of the 
syllogistic is decidable, i.e. either asserted or rejected. I shall 
first prove that all the simple expressions, except expressions of 
the type Aaa and Iaa, are rejected. We have already seen 
(section 27, formula *61) that lac is rejected. Here are the 
proofs of rejection of the other expressions:
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*100 X *61. cjb 
*100. lab

8 x C * i o i - * ioo 
*101. Aab

(8. CAab lab)

IV. pjAaa, qjlab X Ci-102  
102. CNAaalab

(IV. CpCNpq)

102 x C * io3 - * ioo 
*103. NAaa ( =  Oaa)
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*103 X *104. bja
*104. NAab ( =  Oab)

IV. pjlaa, qjlab X C2-105 
105. CNIaalab

ic>5x C * io6 - * ioo

*106. NIaa ( =  Eaa)
* ιο6 χ * ι ο7· bja

*107. Nlab ( =  Eab).

Turning now to compound elementary expressions I shall suc­
cessively investigate all the possible cases, omitting the formal 
proofs where it is possible, and giving only hints how they could 
be done. Six cases have to be investigated.

First case: The consequent an is negative, and all the ante­
cedents are affirmative. Such expressions are rejected.

Proof: By identifying all the variables occurring in the ex­
pression with 0, all the antecedents become true, being laws of 
identity Aaa or Iaa, and the consequent becomes false. We see 
that for the solution of this case the laws of identity are essential.

Second case: The consequent is negative, and only one of the 
antecedents is negative. This case may be reduced to the case 
with only affirmative elements, and such cases, as we shall see 
later, are always decidable.

Proof: Expressions of the form ΟαΟΝβΝγ are deductively 
equivalent to expressions of the form ΟαΟγβ with respect to the 
theses CCpCNrNqCpCqr and CCpCqrCpCNrNq. This is true not 
only for one affirmative antecedent a, but for any number of 
them.

Third case: The consequent is negative, and more than one 
antecedent is negative. Expressions of this kind can be reduced 
to simpler expressions, and eventually to the second case. The 
solution of this case requires Slupecki’s rule of rejection.

Proof: Let us suppose that the original expression is of the 
form CjVaCJV)3Cy...JV/). This supposition can always be made, 
as any antecedent may be moved to any place whatever. We 
reduce this expression to two simpler expressions CNocCy...Np 
and ΟΝβ£γ...Νρ, omitting the second or the first antecedent 
respectively. If  these expressions have more negative ante­
cedents than one we repeat the same procedure till we get 
formulae with only one negative antecedent. As such formulae



according to the second case are deductively equivalent to 
decidable affirmative expressions, they are always either asserted 
or rejected. If  only one of them is asserted, the original expres­
sion must be asserted too, for by the law of simplification we can 
add to this asserted formula all the other negative antecedents 
which were previously omitted. If, however, all the formulae 
with one negative antecedent are rejected, we gather from them 
by repeated application of Slupecki’s rule of rejection that the 
original expression must be rejected. Two examples will ex­
plain the matter thoroughly.

First example: CNAabCNAbcCNIbdCIbcNAcd, a thesis.

We reduce this expression to (1) and (2):

(1) CNAabCNIbdCIbcNAcd., (2) CNAbcCNIbdCIbcNAcd.

In the same way we reduce (1) to (3) and (4):

(3) CNAabCIbcNAcd, (4) CNIbdCIbcNAcd,

and (2) to (5) and (6):

(5) CNAbcCIbcNAcd, (6) CNIbdCIbcNAcd.

Now the last expression is a thesis; it is the mood Ferison of the 
third figure. Putting in CpCqp (6) for />, and NAbc for q, we get 
(2), and applying CpCqp once more by putting (2) for p , and 
NAab for qy we reach the original thesis.

Second example: CNAabCNAbcCNIcdCIbdNAad, not a thesis. 
We reduce this expression as in the foregoing example:

(1) CNAabCNIcdCIbdNAad, (2) CNAbcCNIcdCIbdNAad;

then we reduce (1) to (3) and (4), and (2) to (5) and (6):

(3) CNAabCIbdNAad, (4) CNIcdCIbdNAad,
(5) CNAbcCIbdNAad, (6) CNIcdCIbdNAad.

None of the above formulae with one negative antecedent is 
a thesis, as can be proved by reducing them to the case with 
only affirmative elements. Expressions (3), (4), (5), and (6) 
are rejected. Applying the rule of Slupecki, we gather from the 
rejected expressions (5) and (6) that (2) must be rejected, and 
from the rejected expressions (3) and (4) that (1) must be 
rejected. But if (1) and (2) are rejected, then the original 
expression must be rejected too.

Fourth case: The consequent is affirmative, and some (or all)
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antecedents are negative. This case can be reduced to the 
third.

Proof: Expressions of the form ΟαΟΝβγ are deductive­
ly equivalent to expressions of the form ΟαΟΝβΟΝγΝΑαα 
on the ground of the theses CCpCNqrCpCNqCNrNAaa and 
CCpCNqCNrNAaaCpCNqr, as NAaa is always false.

All the cases with negative elements are thus exhausted.
Fifth case: All the antecedents are affirmative, and the conse­

quent is a universal affirmative proposition. Several sub-cases 
have to be distinguished.

(a) The consequent is Aaa; this expression is asserted, for its 
consequent is true.

(.b) The consequent is Aab, and Aab is also one of the ante­
cedents. The expression is of course asserted.

In what follows it is supposed that Aab does not occur as 
antecedent.

(c) The consequent is Aab, but no antecedent is of the type 
Aaf with /  different from a (and from b> of course). Such 
expressions are rejected.

Proof: By identifying all variables different from a and b with 
b, we can only get the following antecedents:

Aaa, Aba, Abb, Iaa, lab, Iba, Ibb.

(We cannot get Aab, for no antecedent is of the type A a f f  
being different from a.) Premisses Aaa> Abb, Iaa, Ibb can be 
omitted as true. (If there are no other premisses, the expression 
is rejected, as in the first case.) If  there is Iba besides lab, one of 
them may be omitted, as they are equivalent to each other. If  
there is Aba, both lab and Iba may be omitted, as Aba implies 
them both. After these reductions only Aba or lab can remain as 
antecedents. Now it can be shown that both implications,

CAbaAab and ClabAab,

are rejected on the ground of our axiom of rejection:

X. p/Acb, q/Aba, rjlac, si Aab X  C27-108 
108. CCAabAbaCKAcbAablac (X. CCKpqrCCsqCKpsr;

108X C *io g -*5 9  27. CKAcbAbalac)
*109. CAab Aba

*109 X *110. bja, a/b
*110. CAbaAab.
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If  CAbaAab is rejected, then ClabAab must be rejected too, for 
lab is a weaker premiss than Aba.

((d) The consequent is Aab, and there are antecedents of the 
type A a f  with f  different from a. I f  there is a chain leading from 
a to b, the expression is asserted on the ground of axiom 3, the 
mood Barbara; if there is no such chain, the expression is 
rejected.

Proof: By a chain leading from a to b I understand an ordered 
series of universal affirmative premisses:

Aac1} Acxc2, ..., Acn_xcn, Acnb,

where the first term of the series has a as its first argument, the 
last term b as its second argument, and the second argument of 
every other term is identical with the first argument of its suc­
cessor. It is evident that from a series of such expressions Aab 
results by repeated application of the mood Barbara. If, there­
fore, there is a chain leading from a to b, the expression is 
asserted; if there is no such chain, we can get rid of antecedents 
of the type Aaf, identifying their second argument with a„ The 
expression is reduced in this way to the sub-case (c), which was 
rejected.

Sixth case: All the antecedents are affirmative, and the conse­
quent is a particular affirmative proposition. Here also we have 
to distinguish several sub-cases.

(a) The consequent is Iaa; the expression is asserted, for its 
consequent is true.

(b) The consequent is lab, and as antecedent occurs either 
Aab, or Aba, or lab, or Iba; it is obvious that in all these cases 
the expression must be asserted.

In what follows it is supposed that none of the above four pre­
misses occurs as antecedent.

(c) The consequent is lab, and no antecedent is of the type 
A f a J  different from a, or of the type Agb, g different from b. The 
expression is rejected.

Proof: We identify all variables different from a and b with 
c; then we get, besides true premisses of the type Acc or lcc, only 
the following antecedents:

Aac, Abe, lac, Ibc.

Aac implies lac, and A be implies Ibc. The strongest combination
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of premisses is therefore Aac and Abe. From this combination, 
however, lab does not result, as the formula

CAacCAbclab

is equivalent to our axiom of rejection.
(id) The consequent is lab, and among the antecedents there 

are expressions of the type Afa ( f  different from a)y but not of 
the type Agb (g different from b). If  there is Abe or Ibe (Ieb), and 
a chain leading from e to a :

(a) Abe; Aeely Aexe2y ..., Aena,
(β) Ibe; Aeely Aexe2y ..., Aenay

we get from (a) Abe and Aea, and therefore lab by the mood 
Bramantip, and from (β) Ibe and Aea, and therefore lab by the 
mood Dimaris. In both cases the expression is asserted. If, how­
ever, the conditions (a) and (β) are not fulfilled, we can get rid 
of antecedents of the type Afa by identifying their first argu­
ments with a, and the expression must be rejected according to 
sub-case (c).

(e) The consequent is lab, and among the antecedents there are 
expressions of the type Agb (g different from b), but not of the type 
Afa ( /  different from a). This case can be reduced to sub-case (d)y 
as a and b are symmetrical with respect to the consequent lab.

(/) The consequent is lab, and among the antecedents there 
are expressions of the type Afa ( f  different from a)y and expres­
sions of the type Agb (g different from b). We may suppose that 
the conditions (a) and (β) are not fulfilled for Afa, or the analo­
gous conditions for Agb either; otherwise, as we already know, 
the original expression would be asserted. Now, if there is Aca 
and a chain leading from c to b :

(y) Aca; Acclf Acxc2, ..., Acnb,

or Adb and a chain leading from d to a:
(δ) Adb; Addly Adxd2, ..., Adnay

we get from (y) Aca and Acby from (δ) Adb and Aday and there­
fore in both cases lab by the mood Darapti. Further, if there is 
an antecedent led (or Idc) and two chains, one leading from c 
to a, and another from d to b :

, v lied; Accly Acxc2y ..., Acnay 
(ej [led; Addly Adid2, Adnb,
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we get by the first chain the premiss Aca, by the second chain 
the premiss Adby and both premisses yield together with led the 
conclusion lab on the basis of the polysyllogism:

CIcdCAcaCAdblab.

We prove the polysyllogism by deducing lad from led and Aca by 
the mood Disamis, and then lab from lad and Adb by the mood 
Darii. In all these cases the original expression must be asserted. 
If, however, none of the conditions (y), (δ), or (e) is satisfied, we 
can get rid of expressions of the type Afa and Agb by identifying 
their first arguments with a or with b respectively, and the 
original expression must be rejected according to sub-case (r). 
All possible cases are now exhausted, and it is proved that every 
significant expression of the Aristotelian syllogistic is either 
asserted or rejected on the basis of our axioms and rules of 
inference.

§ 34. An arithmetical interpretation o f the syllogistic

In 1679 Leibniz discovered an arithmetical interpretation of 
the Aristotelian syllogistic which deserves our attention from the 
historical as well as from the systematic point of view.1 It is an 
isomorphic interpretation. Leibniz did not know that the Aris­
totelian syllogistic could be axiomatized, and he knew nothing 
about rejection and its rules. He only tested some laws of con­
version and some syllogistic moods in order to be sure that his 
interpretation was not wrong. It seems, therefore, to be a mere 
coincidence that his interpretation satisfies our asserted axioms 
1-4, the axiom of rejection *59, and the rule of Slupecki. In any 
case it is strange that his philosophic intuitions, which guided 
him in his research, yielded such a sound result.

Leibniz’s arithmetical interpretation is based on a correlation 
of variables of the syllogistic with ordered pairs of natural 
numbers prime to each other. To the variable ay for instance, 
correspond two numbers, say a1 and a2, prime to each other; to 
the variable b correspond two other numbers, say bx and b2y 
also prime to each other. The premiss Aab is true when and only 
when ax is divisible by bXy and a2 is divisible by b2. I f  one of these 
conditions is not satisfied, Aab is false, and therefore NAab is

1 See L. Couturat, Opuscules et fragments inidits de Leibniz, Paris (1903), pp. 77 seq. 
Cf. also J. Lukasiewicz, Ό  sylogistyce Arystotelesa* (On Aristotle’s Syllogistic), 
Comptes Rendus de VAcad. des Sciences de Cracoviey xliv, No. 6 (1939), p. 220.
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true. The premiss lab is true when and only when a1 is prime 
to b2, and a2 is prime to bx. I f  one of these conditions is not 
satisfied, lab is false, and therefore Nlab is true.

It can easily be seen that our asserted axioms 1-4 are verified. 
Axiom 1, Aaa, is verified, for every number is divisible by itself. 
Axiom 2, Iaay is verified, for it is supposed that the two numbers 
corresponding to a, ax and a2, are prime to each other. Axiom 3, 
the mood Barbara CKAbcAabAac, is also verified, since the rela­
tion of divisibility is transitive. Axiom 4, the mood Datisi 
CKAbcIbalac, is verified too; for if bx is divisible by cx, b2 is 
divisible by c2y bx is prime to a2y and b2 is prime to ax, then ax 
must be prime to c2, and a2 must be prime to cv For if ax and c2 
had a common factor greater than 1, ax and b2 would also have 
the same common factor, since b2 contains c2. But this is against 
the supposition that ax is prime to b2. In the same way we prove 
that a2 must be prime to cx.

It is also easy to show that the axiom *59 CKAcbAablac must 
be rejected. Take as examples the following numbers:

01 =  bx =  3, cx =  12,
02 == *4> b2 =  7, c2 =  35·

Acb is true, for cx is divisible by bx and c2 is divisible by b2; Aab 
is also true, for ax is divisible by bx and a2 is divisible by b2; but 
the conclusion lac is not true, for ax and c2 are not prime to 
each other.

The verification of Slupecki’s rule of rejection is more com­
plicated. I shall explain the matter with the help of an example. 
Let us take as the rejected expressions,

(*i) CNAab CNIcdCIbdNA ad and (*2) CNIbcCNIcdCIbdNAad.

From them we get, by the rule of Slupecki,

*ΟΝβγ *CN(xCNfiy,

a third rejected expression,

(*3) CNAab CNIbcCNIcdCIb dJVA ad.

Expression (1) is disproved, for instance by the following set of 
numbers:

(a) l**1 ~  b\ =  7, cx =  3, dx =  4,
102 =  9> b2 =  5, c2 =  8, d2 =  3.
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It can easily be proved that according to this interpretation Aab 
is false (since 4 is not divisible by 7), and therefore NAab is 
true; led is false (since c2 is not prime to dx), and therefore NIcd 
is true; Ibd is true (for both pairs of numbers, bx and d2, b2 and 
dx, are prime to each other); but NAad is false, because Aad is 
true (ax being divisible by di, and a2 by d2). All the antecedents 
are true, the consequent is false; therefore expression (1) is 
disproved.

The same set of numbers does not disprove expression (2), 
because Ibc is true (as both pairs of numbers, b1 and r2, and b2 
and cl9 are prime to each other), and therefore NIbc is false. 
But if the antecedent of an implication is false, the implication 
is true. In order to disprove expression (2) we must take another 
set of numbers, for instance the following:

( 0  i^1 =  1̂ =  3> ci — 8, dx =  3,
l«2 =  2, b2 =  2, c2 =  5, d2 =  2.

According to this interpretation all the antecedents of expres­
sion (2) are true, and the consequent is false; the expression 
is therefore disproved. But this second set of numbers does not 
disprove expression (1), because Aab is true, and therefore 
NAab is false, and a false antecedent yields a true implication. 
Neither, therefore, of the sets (4) and (5) disproves expression 
(3), which contains NAab as well as NIbc.

There is a general method that enables us to disprove 
expression (3) when expressions (1) and (2) are disproved.1 
First, we write down all the prime numbers which make up 
the sets of numbers disproving (1) and (2). We get for (1) the
series 2, 3, 5, and 7, and for (2) the series 2, 3, and 5. Secondly,
we replace the numbers of the second series by new primes, 
all different from the primes of the first series, for instance: 
2 by 11, 3 by 13, and 5 by 17. We get thus a new set of 
numbers:

j«i =  ! 3 - *3» *1 =  ! 3> =  11. n .  11, d1 =  13,
ν ; \α2 = ι ι ,  b2 =  11, c2 =  17, < 4 = i i .

This set also disproves (2), since the relations of divisibility and 
primeness remain the same as they were before the replacement.

This method was discovered by Slupecki, op. cit., pp. 28-30.
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Thirdly, we multiply the numbers of corresponding variables 
occurring in the sets (4) and (6). We thus get a new set:

(7) 1
ί«ι =  4.13.13,61 =  7.13, Cl =  3. I I . 1 1 . 1 1 , 4  =  4 - 13,
1α2 =  9 . ι ι ,  b2 =  5 . n , f 2 =  8.17,  4  =  3.11.*

This set disproves (3). For it is evident, first, that if to the pre­
miss A ef or Ief there corresponds the set of numbers

ei, *2>/i>/2> *1 prime to e29f x prime to / 2,

and there is another set of numbers

ei, H prime to e29f {  prime to / 2,

all of them composed of different primes from the numbers of 
the first set, then the product of e1 and e[9 i.e. ex.e[9 must be 
prime to the product of e2 and e2, i.e. e2.e2y and f i - f i  prime to 
jf2./2. Secondly, if A ef is verified by the first set, i.e. if e x is 
divisible by f l9 and e2 by / 2, and the same is true of the second 
set, so that e[ is divisible by f [ 9 and e2 b y / 2, then e1 .e[ must be 
divisible by f xf [ 9 and e2.e2 by / 2./2. Again, if Ief is verified by 
the first set, i.e. ex is prime to / 2, and e2 is prime to f l9 and the 
same is true of the second set, so that e{ is prime to / 2, and e2 
is prime to f { 9 then e1 . e[ must be prime to f 2 f 2 and e2. e2 prime 
to f  ./i, since all the numbers of the second set are prime to 
the numbers of the first set. On the contrary, if only one of the 
conditions for divisibility or primeness is not satisfied, the re­
spective premisses must be false. It can be seen in our example 
that Aad and led are verified by (7), for they are verified by (4) 
and (6), and Ibc is disproved both by (4) and (6), and therefore 
also by (7). Aab is disproved only by (4) (but this suffices to 
disprove it by (7)), and Ibc is disproved only by (6) (but this 
also suffices to disprove it by (7)). This procedure may be 
applied to any case of the kind, and therefore Slupecki’s rule is 
verified by the Leibnizian interpretation.

Leibniz once said that scientific and philosophic contro­
versies could always be settled by a calculus. It seems to me that 
his famous ‘calculemus’ is connected with the above arith­
metical interpretation of the syllogistic rather than with his 
ideas on mathematical logic.

1 If  there is a variable occurring in one of the disproved expressions but not in 
the other, we simply take its corresponding numbers after eventual replacement.

6367 K



i3o THE PROBLEM OF DECISION § 3 5

§35. Conclusion

The results we have reached on the basis of an historical and 
systematic investigation of the Aristotelian syllogistic are at 
more than one point different from the usual presentation. 
Aristotle’s logic was not only misrepresented by logicians who 
came from philosophy, since they wrongly identified it with the 
traditional syllogistic, but also by logicians who came from 
mathematics. In text-books of mathematical logic one can read 
again and again that the law of conversion of the Λ-premiss and 
some syllogistical moods derived by this law, like Darapti or 
Felapton, are wrong. This criticism is based on the mistaken 
notion that the Aristotelian universal affirmative premiss ‘All a 
is V means the same as the quantified implication ‘For all r, if c 
is λ, then c is b\ where c is a singular term, and that the particular 
affirmative premiss ‘Some a is V  means the same as the quanti­
fied conjunction ‘For some c, c is a and c is b\ where c is again a 
singular term. If  one accepts such an interpretation, one can 
say of course that the law CAablba is wrong, because a may be 
an empty term, so that no c is a, and the above quantified 
implication becomes true (for its antecedent is false), and the 
above quantified conjunction becomes false (for one of its factors 
is false). But all this is an imprecise misunderstanding of the 
Aristotelian logic. There is no passage in the Analytics that would 
justify such an interpretation. Aristotle does not introduce into 
his logic singular or empty terms or quantifiers. He applies his 
logic only to universal terms, like ‘man’ or ‘animal’. And even 
these terms belong only to the application of the system, not to 
the system itself. In the system we have only expressions with 
variable arguments, like Aab or lab, and their negations, and 
two of these expressions are primitive terms and cannot be 
defined; they have only those properties that are stated by the 
axioms. For the same reason such a controversy as whether 
the Aristotelian syllogistic is a theory of classes or not is in my 
opinion futile. The syllogistic of Aristotle is a theory neither of 
classes nor of predicates; it exists apart from other deductive 
systems, having its own axiomatic and its own problems.

I have tried to set forth this system free from foreign elements. 
I do not introduce into it singular, empty, or negative terms, as 
Aristotle has not introduced them. I do not introduce quanti­
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fiers either; I have only tried to explain some ideas of Aristotle 
by the help of quantifiers. In formal proofs I employ theses of 
the theory of deduction, since Aristotle uses them intuitively in 
his proofs, and I employ rejection, because Aristotle himself 
rejects some formulae and even states a rule of rejection. 
Wherever in Aristotle’s exposition there was something not 
completely correct, I have been anxious to correct the flaws of 
his exposition, e.g. some unsatisfactory proofs by reductio per 
impossibile, or the rejection through concrete terms. It has been 
my intention to build up the original system of the Aristotelian 
syllogistic on the lines laid down by the author himself, and in 
accordance with the requirements of modern formal logic. The 
crown of the system is the solution of the problem of decision, 
and that was made possible by Slupecki’s rule of rejection, not 
known to Aristotle or to any other logician.

The syllogistic of Aristotle is a system the exactness of which 
surpasses even the exactness of a mathematical theory, and this 
is its everlasting merit. But it is a narrow system and cannot be 
applied to all kinds of reasoning, for instance to mathematical 
arguments. Perhaps Aristotle himself felt that his system was 
not fitted for every purpose, for he added later to the theory of 
assertoric syllogisms a theory of modal syllogisms.1 This was 
of course an extension of logic, but probably not in the right 
direction. The logic of the Stoics, the inventors of the ancient 
form of the propositional calculus, was much more important 
than all the syllogisms of Aristotle. We realize today that the 
theory of deduction and the theory of quantifiers are the most 
fundamental branches of logic.

Aristotle is not responsible for the fact that for many cen­
turies his syllogistic, or rather a corrupt form of his syllogistic, 
was the sole logic known to philosophers. He is not responsible 
either for the fact that the influence of his logic on philosophy 
was, as it seems to me, disastrous. At the bottom of this disas­
trous influence there lies, in my opinion, the prejudice that 
every proposition has a subject and a predicate, like the pre­
misses of Aristotelian logic. This prejudice, together with the 
criterion of truth known as adaequatio rei et intellects, is the basis

1 I take it that the theory of modal syllogisms expounded by Aristotle in Chapters 
8-22 of Book I of the Prior Analytics was inserted later, since Chapter 23 is obviously 
an immediate continuation of Chapter 7.



of some famous but fantastic philosophical speculations. Kant 
divided all propositions (he calls them ‘judgements’) into analy­
tic and synthetic according to the relation of the predicate of a 
proposition to its subject. His Critique of Pure Reason is chiefly an 
attempt to explain the problem how true synthetic a priori 
propositions are possible. Now some Peripatetics, for instance 
Alexander, were apparently already aware that there exists 
a large class of propositions having no subject and no predi­
cate, such as implications, disjunctions, conjunctions, and so 
on.1 All these may be called functorial propositions, since in all 
of them there occurs a propositional functor, like ‘if— then’, ‘or’, 
‘and’. These functorial propositions are the main stock of every 
scientific theory, and to them neither Kant’s distinction of ana­
lytic and synthetic judgements nor the usual criterion of truth 
is applicable, for propositions without a subject or predicate 
cannot be immediately compared with facts. Kant’s problem 
loses its importance and must be replaced by a much more 
important problem: How are true functorial propositions pos­
sible? It seems to me that here lies the starting-point for a new 
philosophy as well as for a new logic.

1 In connexion with Aristotle’s definition of the πρότασις Alexander writes, 
II. 17* €lorl 8 c ovtol ol όροι προτάσ€ως ον πάσης άλλα της απλής τ€ και καλούμενης 
κατηγορικής· τό γάρ τι κατά τίνος όχ£ΐν και το καθόλου η ev μίρ€ΐ η άόιόριστον ίδια 
ταντης· η γάρ υποθετική ούκ ev τω τι κατά τίνος λ(γ£σθαι άλλ* ev άκολονθίρ. η μάχη τό 
αληθές η τό φ£ν8 ος £χ£ΐ.
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C H A P T E R  V I

ARISTOTLE’S MODAL LOGIC OF 
PROPOSITIONS

§ 36. Introduction
T h e r e  are two reasons why Aristotle’s modal logic is so little 
known. The first is due to the author himself: in contrast to the 
assertoric syllogistic which is perfectly clear and nearly free of 
errors, Aristotle’s modal syllogistic is almost incomprehensible 
because of its many faults and inconsistencies. He devoted to this 
subject some interesting chapters of De Interpretatione, but the 
system of his modal syllogistic is expounded in Book I, chapters 
3 and 8-22 of the Prior Analytics. Gohlke1 suggested that these 
chapters were probably later insertions, because chapter 23 
was obviously an immediate continuation of chapter 7. I f  he is 
right, the modal syllogistic was Aristotle’s last logical work and 
should be regarded as a first version not finally elaborated by the 
author. This would explain the faults of the system as well as the 
corrections of Theophrastus and Eudemus, made perhaps in 
the light of hints given by the master himself.

The second reason is that modern logicians have not as yet been 
able to construct a universally acceptable system of modal logic 
which would yield a solid basis for the interpretation and appre­
ciation of Aristotle’s work. I have tried to construct such a 
system, different from those hitherto known, and built up upon 
Aristotle’s ideas.2 The present monograph on Aristotle’s modal 
logic is written from the standpoint of this system.

A  modal logic of terms presupposes a modal logic of proposi­
tions. This was not clearly seen by Aristotle whose modal syllo­
gistic is a logic of terms; nevertheless it is possible to speak of an 
Aristotelian modal logic of propositions, as some of his theorems 
are general enough to comprise all kinds of proposition, and some 
others are expressly formulated by him with propositional vari­
ables. I shall begin with Aristotle’s modal logic of propositions,

1 Paul Gohlke, Die Entstehung der Aristotelischen Logik> Berlin (1936), pp. 88-94.
2 Jan Lukasiewicz, ‘A  System of M odal Logic’ , The Journal o f Computing Systems, 

vol. i, St. Paul (1953), pp. 111-49. A  summary of this paper appeared under the 
same title in the Proceedings of the Xlth International Congress o f Philosophy, vol. xiv, 
Brussels (1953), pp. 82-87. A  short description of the system is given below in § 49.



which is logically and philosophically far more important than 
his modal syllogistic of terms.

§ 37. Modal functions and their interrelations

There are four modal terms used by Aristotle: ά ν α γ κ α ΐο ν —  
‘necessary’, α δ ύ ν α τ ο ν— ‘impossible’, δ υ ν α τ ό ν— ‘possible’, and eVSe- 
χ ό μ ε ν ο ν — ‘contingent’. This last term is ambiguous: in the De 
Interpretatione it means the same as δ υ ν α τ ό ν , in the Prior Analytics it 
has besides a more complicated meaning which I shall discuss 
later.

According to Aristotle, only propositions are necessary, im­
possible, possible, or contingent. Instead of saying: ‘The pro­
position ‘ ‘/?” is necessary’, where “/?” is the name of the proposition 
/?, I shall use the expression: ‘It is necessary that/?’, where/? is a 
proposition. So, for instance, instead of saying: ‘The proposition 
“ man is an animal” is necessary’, I shall say: ‘It is necessary that 
man should be an animal.’ I shall express the other modalities in 
a similar way. Expressions like: ‘It is necessary that/?’, denoted 
here by Z/?, or ‘It is possible that/?’, denoted by Mpy I call ‘modal 
functions’ ; L  and M , which respectively correspond to the words 
‘it is necessary that’ and ‘it is possible that’, are ‘modal functors’, 

p is their ‘argument’. As modal functions are propositions, I say 
that L  and M  are proposition-forming functors of one propositional 
argument. Propositions beginning with L  or their equivalents are 
called ‘apodeictic’, those beginning with M  or their equivalents 
‘problematic’. Non-modal propositions are called ‘assertoric’. 
This modern terminology and symbolism will help us to give a 
clear exposition of Aristotle’s propositional modal logic.

Two of the modal terms, ‘necessary’ and ‘possible’, and their 
interrelations, are of fundamental importance. In the De Inter­
pretatione Aristotle mistakenly asserts that possibility implies non­
necessity, i.e. in our terminology:

(a) I f  it is possible that p, it is not necessary that p .1 He later sees 
that this cannot be right, because he accepts that necessity implies 
possibility, i.e.:

{b) I f  it is necessary that /?, it is possible that /?, and from (b) and 
(a) there would follow by the hypothetical syllogism that

1 De int. 13, 22al5 τφ μεν γάρ δυνατφ είναι το ενδεχεσθαι είναι (ακολουθεί), και 
τούτο εκείνιρ αντιστρέφει, και το μη αδύνατον είναι και το μη άναγκαΐον είναι.
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(c) I f  it is necessary that p, it is not necessary that p , which is ab­
surd.1 After a further examination of the problem Aristotle rightly 
states that

(d) I f  it is possible that p, it is not necessary that not p *  but does not 
correct-his former mistake in the text of De Interpretatione. This 
correction is given in the Prior Analytics where the relation of 
possibility to necessity has the form of an equivalence:

(e) It is possible that p— if  and only i f — it is not necessary that 
not p .3

I gather from this that the other relation, that of necessity to 
possibility, which is stated in the De Interpretatione as an implica­
tion,4 is also meant as an equivalence and should be given the 
form:

( f)  It is necessary that p— i f  and only i f — it is not possible that not p. 
If we denote the functor ‘if and only i f ’ by Q,,5 putting it

before its arguments, and ‘not’ by JV*, we can symbolically express 
the relations (e) and (/) thus:

1. QMpNLNp, i.e. Mp— i f  and only i f—NLNp,
2. QLpNMNp, i.e. Lp— if  and only if— NMNp.

The above formulae are fundamental to any system of modal 
logic.
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§ 38. Basic modal logic
Two famous scholastic principles of modal logic: Ab oportere ad 

esse valet consequential and Ab esse ad posse valet consequential were 
known to Aristotle without being formulated by him explicitly. 
The first principle runs in our symbolic notation (C is the sign of 
the functor ‘if-then’) :

3. CLpp, i.e. I f  it is necessary that p, then p.
The second reads:

1 Ibid. 22bl I το μεν γάρ άναγκαΐον είναι δυνατόν είναι . . . 14 α λ λ ά  μην τώ γε 
δυνατόν είναι τό ούκ αδύνατον είναι ακολουθεί, τουτω δ€ το μη άναγκαΐον είναι' ώστε 
συμβαίνει τό άναγκαΐον είναι μη άναγκαΐον είναι, δπερ άτοπον.

2 Ibid. 22b22 λείπεται τοίνυν το ούκ άναγκαΐον μη είναι άκολουθεΐν τω δυνατόν είναι.
3 An. pr. i. 13, 32a25 τ ® ‘ε’νδε'χεται ύπάρχειν’ καί *ούκ άδύνατον ύπάρχειν* καί ‘ούκ 

άνάγκη μη ύπάρχεινήτοι ταύτά εσται η άκολουθοΰντα άλληλοις.
4 De int. 13, 22a20 τω δβ μη δυνατω μη είναι καί μη ενδεχομενω μη είναι τό άναγκαΐον 

είναι καί τό άδύνατον μη είναι (άκολουθεΐ).
5 I usually denote equivalence by E , but as this letter has already another 

meaning in the syllogistic, I have introduced (p. 108) the letter Q,for equivalence.



4. CpMp, i.e. I f  p, it is possible that p.

According to a passage of the Prior Analytics1 Aristotle knows 
that from the assertoric negative conclusion ‘Not p\  i.e. Np, there 
results the problematic consequence ‘It is possible that not p\ 
i.e. MNp. We have therefore CNpMNp. Alexander, commenting 
on this passage, states as a general rule that existence implies 
possibility, i.e. CpMp, but not conversely, i.e. CMpp should be 
rejected.2 If we denote rejected expressions by an asterisk, we get 
the formula :3

*5. CMpp, i.e. I f  it is possible that p, then p— rejected.

The corresponding formulae for necessity are also stated by 
Alexander who says that necessity implies existence, i.e. CLpp, but 
not conversely, i.e. CpLp should be rejected.4 We get thus another 
rejected expression:

*6. CpLp, i.e. I f  p, it is necessary that p— rejected.

Formulae 1-6 are accepted by the traditional logic, and so far 
as I know, by all the modern logicians. They are, however, in­
sufficient to characterize Mp and Lp as modal functions, because 
all the above formulae are satisfied if we interpret Mp as always 
true, i.e. as ‘verum of p\  and Lp as always false, i.e. as falsum 
of p\  With this interpretation a system built up on the formulae 
1-6 would cease to be a modal logic. We cannot therefore assert 
Mp, i.e. accept that all problematic propositions are true, or 
assert NLp, i.e. accept that all apodeictic propositions are false; 
both expressions should be rejected, for any expression which 
cannot be asserted should be rejected. We get thus two additional 
rejected formulae:

*7. Mp, i.e. It is possible that p— rejected, and
*8. JVLp, i.e. It is not necessary that p— rejected.

Both formulae may be called Aristotelian, as they are conse­
quences of the presumption admitted by Aristotle that there exist

1 An. pr. i. 16, 36s 15 φανερόν 8 ’ ότι και τον €ν8 όχ€σθαι μη ύπάρχ€ΐν γίγν€ται συλλο­
γισμός, €ΐπ€ρ και του μη ύπάρχ€ΐν. —  €ν8 όχ€σθαι means here the ‘possible’ , not the 
‘contingent’.

* Alexander 209. 2 τό μίν γάρ ύπαρχον και €ν0 €χόμ€νον άληθϊς €ΐπ€ΐν, το δ’ €ν0 €χό- 
μ€νον ού πάντως και ύπαρχον.

3 Asserted expressions are marked throughout the Chapters V I - V I I I  by arabic 
numerals without asterisks.

4 Alexander 152. 32 TO γάρ άναγκαΐον και ύπαρχον, ούκότι 8 e τό ύπαρχον άναγκαΐον.
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asserted apodeictic propositions. For, if L ol is asserted, then 
LNN ol must be asserted too, and from the principle of Duns 
Scotus CpCNpq we get by substitution and detachment the 
asserted formulae CNLotp and CNLNNocp. As p is rejected, NLoc 
and NLNNa are rejected too, and consequently NLp and NLNp, 
i.e. Mp, must be rejected.

I call a system ‘basic modal logic’ if and only if it satisfies 
the formulae 1-8. I have shown that basic modal logic can be 
axiomatized on the basis of the classical calculus of propositions.1 
O f the two modal functors, M  and Z, one may be taken as the 
primitive term, and the other can be defined. Taking M  as the 
primitive term and formula 2 as the definition of Z, we get 
the following independent set of axioms of the basic modal logic: 

4. CpMp *5. CMpp *7. Mp 9. QMpMNNp,

where 9 is deductively equivalent to formula 1 on the ground of 
the definition 2 and the calculus of propositions. Taking Z as the 
primitive term and formula 1 as the definition of M , we get a 
corresponding set of axioms:

3. CLpp *6. CpLp *8. NLp 10. QLpLNNp,

where 10 is deductively equivalent to formula 2 on the ground 
of the definition 1 and the calculus of propositions. The derived 
formulae 9 and 10 are indispensable as axioms.

Basic modal logic is the foundation of any system of modal 
logic and must always be included in any such system. Formulae 
1-8 agree with Aristotle’s intuitions and are at the roots of our 
concepts of necessity and possibility; but they do not exhaust the 
whole stock of accepted modal laws. For instance, we believe that 
if a conjunction is possible, each of its factors should be possible, 
i.e. in symbols:

11. CMKpqMp and 12. CMKpqMq,

and if a conjunction is necessary, each of its factors should be 
necessary, i.e. in symbols:

13. CLKpqLp and 14. CLKpqLq.

None of these formulae can be deduced from the laws 1-8. Basic 
modal logic is an incomplete modal system and requires the 
addition of some new axioms. Let us see how it was supplemented 
by Aristotle himself.

1 Sec pp. 1 14 -17 of my paper on modal logic.
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§ 39. Laws of extensionality

Aristotle’s most important and— as I see it— most successful 
attempt to go beyond basic modal logic consisted in his accepting 
certain principles which may be called ‘laws of extensionality for 
modal functors’. These principles are to be found in Book I, 
chapter 15 of the Prior Analytics, and are formulated in three 
passages. We read at the beginning of the chapter:

‘First it has to be said that if (if a is, β must be), then (if a is 
possible, β must be possible too).’ 1

A  few lines further Aristotle says referring to his syllogisms:

‘If one should denote the premisses by a, and the conclusion 
by β, it would not only result that if a is necessary, then β is 
necessary, but also that if a is possible, then β is possible.’1 2

And at the end of the section he repeats:

‘It has been proved that if (if a is, β is), then (if a is possible, 
then β is possible).’3

Let us first analyse these modal laws beginning with the second 
passage, which refers to syllogisms.

All Aristotelian syllogisms are implications of the form Οαβ 
where a is the conjunction of the two premisses and β the con­
clusion. Take as example the mood Barbara:

15. CKAbaAcbAca.

OL β

According to the second passage we get two modal theorems, in 
the form of implications taking Οαβ as the antecedent and CZ,aZ,j8 
or ΟΜοίΜβ as the consequent, in symbols:

16. C C r f C L ^  and 17. ΟΟαβΟΜαΜβ.

The letters a and β stand here for the premisses and the conclu­
sion of an Aristotelian syllogism. As in the final passage there is

1 A n . pr. i. 15, 34a5 πρ ώ τον he Xcktcov ό τ ι el του A  οντος ανάγκη το B  eivai, και 
δυνατοΰ οντος τον  A  δυνατόν έσ τα ι και τό  Β  έξ ανάγκης.

2 Ibid. 34a22 τι? ^€t77 τ °  ^  τά? προτάσ€ΐς, το δ€ Β  το  σ υμπέρασμα , σ υμ βα ίνοι 
αν ού μόνον αναγκαίου του Α  οντος ά μα  και τό  Β  eivai άναγκαΐον, άλλα καί δυνατόν  
δυνατόν.

3 Ibid. 34a29 8e'heiKTai ό τ ι el τοΰ  Α οντος τό  Β  Ισ τ ι, και δυνατόν οντος του  Α  έσ τα ι 
τό  Β  δυνατόν.
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no reference to syllogisms, we may treat these theorems as special 
cases of general principles which we get by replacing the Greek 
letters by propositional variables:

18. CCpqCLpLq and 19. CCpqCMpMq.

Both formulae may be called in a wider sense ‘laws of extension­
ality’, the first for L, the second for M . The words ‘in a wider 
sense’ require an explanation.

The general law of extensionality, taken sensu stricto, is a 
formula of the classical calculus of propositions enlarged by the 
introduction of variable functors, and has the form:

20. CQpqChphq.

This means roughly speaking: If is equivalent to q, then if δ of 
p , δ of q, where δ is any proposition-forming functor of one pro- 
positional argument, e.g. N. Accordingly, the strict laws of 
extensionality for L  and M  will have the form:

21. CQpqCLpLq and 22. CQjpqCMpMq.

These two formulae have stronger antecedents than formulae 18 
and 19, and are easily deducible from them, 21 from 18, and 22 
from 19, by means of the thesis CQjpqCpq and the principle of the 
hypothetical syllogism. It can be proved, however, on the ground 
of the calculus of propositions and the basic modal logic that con­
versely 18 is deducible from 21, and 19 from 22. I give here the 
full deduction of the L-formula:

The premisses:

23. CCQjpqrCpCCpqr
24. CCpqCCqrCpr
25. CCpCqCprCqCpr 

3. CLpp.

The deduction:

23. rjCLpLqX C21-26
26. CpCCpqCLpLq

24. p/Lp, q/p, rjCCpqCLpLqx C3-C26-27
27. CLpCCpqCLpLq

25· PlLP> qlcPq> rlL qxC a y-i8  
18. CCpqCLpLq.



In a similar way 19 is deducible from 22 by means of the pre­
misses CCQfqrCNqCCpqr, CCpqCCqrCpr, CCNpCqCrpCqCrp, and 
the transposition CNMpNp of the modal thesis CpMp.

We see from the above that, given the calculus of propositions 
and basic modal logic, formula 18 is deductively equivalent to 
the strict law of extensionality 21, and formula 19 to the strict law 
of extensionality 22. We are right, therefore, to call those formulae 
‘laws of extensionality in a wider sense5. Logically, of course, it 
makes no difference whether we complete the Z-system of basic 
modal logic by the addition of CCpqCLpLq or by the addition of 
CQpqCLpLq; the same holds for the alternative additions to the 
ΛΖ-system of CCpqCMpMq or CQpqCMpMq. Intuitively, however, 
the difference is great. Formulae 18 and 19 are not so evident as 
formulae 21 and 22. Ifp implies q but is not equivalent to it, it is 
not always true that if δ of/>, δ of q ; e.g. CNpNq does not follow 
from Cpq. But if p is equivalent to q, then always if δ of p, 8 of <7, 
i.e. ifp is true, q is true, and ifp is false, q is false; similarly ifp is 
necessary, q is necessary, and if p is possible, q is possible. This 
seems to be perfectly evident, unless modal functions are regarded 
as intensional functions, i.e. as functions whose truth-values do 
not depend solely on the truth-values of their arguments. But 
what in this case the necessary and the possible would mean, is 
for me a mystery as yet.

§ 40. Aristotle's proof of the M-law of extensionality

In the last passage quoted above Aristotle says that he has 
proved the law of extensionality for possibility. He argues in 
substance thus: If a is possible and β impossible, then when a 
came to be, β would not come to be, and therefore a would be 
without j8, which is against the premiss that if a is, β is.1 It is 
difficult to recast this argument into a logical formula, as the 
term ‘to come to be5 has an ontological rather than a logical 
meaning. The comment, however, given on this argument by 
Alexander deserves a careful examination.

Aristotle defines the contingent as that which is not necessary 
and the supposed existence of which implies nothing impossible.2
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1 An.pr. i. 1 5 ,  34a8 el ούντό μ€ν δ υνα τόν, ore δυνατόν etvai, γύνοιτ* αν, τδ  δ* αδύνατον, 

οτ* α δ ύνα το ν, ονκ αν γενοιτο, άμα δ* el τ δ  Α  δυνατόν και τό Β αδύνατον, όνδύχοιτ' αν τδ  

A yeveadai aveu του Β, el δ€ yeveadaι, και eivai. 2 S e e  b e lo w , ρ . 15 4 » η · 3 ·



Alexander assimilates this Aristotelian definition of contingency to 
that of possibility by omitting the words ‘which is not necessary’. 
He says ‘that a β which is impossible cannot follow from an a 
which is possible may also be proved from the definition of 
possibility: that is possible, the supposed existence of which im­
plies nothing impossible’.1 The words ‘impossible’ and ‘nothing’ 
here require a cautious interpretation. We cannot interpret ‘im­
possible’ as ‘not possible’, because the definition would be circu­
lar ; we must either take ‘impossible’ as a primitive term or, taking 
‘necessary’ as primitive, define the expression ‘impossible that 
p ’ by ‘necessary that not p\ I prefer the second way and shall 
discuss the new definition on the ground of the L-basic modal 
logic. The word ‘nothing’ should be rendered by a universal 
quantifier, as otherwise the definition would not be correct. We 
get thus the equivalence:

28. QMpFlqCCpqNLNq.

That means in words: ‘It is possible that p— if and only if— for 
all <7, if (if/>, then q), it is not necessary that not q.’ This equiva­
lence has to be added to the L-basic modal logic as the definition 
of Mp instead of the equivalence 1 which must now be proved as 
a theorem.

The equivalence 28 consists of two implications:

29. CMpTIqCCpqNLNq and 30. CTIqCCpqNLNqMp.

From 29 we get by the theorem CIIqCCpqNLNqCCpqNLNq and 
the hypothetical syllogism the consequence:

31. CMpCCpqNLNq,

and from 31 there easily results by the substitution q/p, Cpp, com­
mutation and detachment the implication CMpNLNp. The con­
verse implication CNLNpMp which, when combined with the 
original implication, would give the equivalence 1, cannot be 
proved otherwise than by means of the law of extensionality for 
L : CCpqCLpLq. As this proof is rather complicated, I shall give 
it in full.
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The premisses:

18. CCpqCLpLq
24. CCpqCCqrCpr
30. CnqCCpqNLNqMp
32. CCpqCNqNp
33. CCpCqrCqCpr.

The deduction:

18. p/JVq, q j N p X ^
34. CCNqNpCLNqLNp

24. p/Cpq, qjCNqNpy rjCLNqLNp X C32-C34-35
35. CCpqCLNqLNp

32. p\LNq, qjLNpX 36
36. CCLNqLNpCNLNpNLNq

24. p/Cpq, qjCLNqLNp, rjCNLNpNLNqX Q35-C36-37
37. CCpqCNLNpNLNq

33· qjNLNp, rjNLNq /  C37-38
38. CNLNpCCpqNLNq

38. 772^x39
39. CNLNpTlqCCpqNLNq

24. pjNLNpy q/IlqCCpqJVLJVq, r/Mp X  C39-C30-40
40. CNLNpMp.

We can now prove the law of extensionality for M, which was 
the purpose of Alexander’s argument. This law easily results from 
the equivalence 1 and thesis 37. We see besides that the proof by 
means of the definition with quantifiers is unnecessarily com­
plicated. It suffices to retain definition 1 and to add to the L- 
system the L-law of extensionality in order to get the Af-law of 
extensionality. In the same way we may get the L-law of exten­
sionality, if we add the Af-law of extensionality to the Af-system 
and definition 2. The i-system is deductively equivalent to the 
Af-system with the laws of extensionality as well as without them.

It is, of course, highly improbable that an ancient logician 
could have invented such an exact proof as that given above. But 
the fact that the proof is correct throws an interesting light on 
Aristotle’s ideas of possibility. I suppose that he intuitively saw 
what may be shortly expressed thus: what is possible today, say 
a sea-fight, may become existent or actual tomorrow; but what is



impossible, can never become actual. This idea seems to lie at the 
bottom of Aristotle’s proof and of Alexander’s.

§41.  Necessary connexions of propositions

The L-law of extensionality was formulated by Aristotle only 
once, together with the M -law, in the passage where he refers to 
syllogisms.1

According to Aristotle there exists a necessary connexion be­
tween the premisses a of a valid syllogism and its conclusion β . 
It would seem therefore that the laws of extensionality formulated 
above in the form:

16. CCaj8CLoZ,j8 and 17. ΟΟαβΟΜαΜβ,

should be expressed with necessary antecedents:

41. C L C r f C L ^  and 42. ΟΣΟαβΟΜαΜβ,

and the corresponding general laws of extensionality should run: 

43. CLCpqCLpLq and 44. CLCpqCMpMq.

This is corroborated for the M -law by the first passage quoted 
above where we read: T f (if a is, β must be), then (if a is possible, 
β is possible).’

Formulae 43 and 44 are weaker than the corresponding formu­
lae with assertoric antecedents, 18 and 19, and can be got from 
them by the axiom CLpp and the hypothetical syllogism 24. It is 
not, however, possible to derive the stronger formulae conversely 
from the weaker. The problem is whether we should reject the 
stronger formulae 18 and 19, and replace them by the weaker 
formulae 43 and 44. To solve this problem we have to inquire 
into the Aristotelian concept of necessity.

Aristotle accepts that some necessary, i.e. apodeictic, pro­
positions are true and should be asserted. Two kinds of asserted 
apodeictic proposition can be found in the Analytics: to the one 
kind there belong necessary connexions of propositions, to the 
other necessary connexions of terms. As example of the first kind 
any valid syllogism may be taken, for instance the mood Barbara:

(g) I f  every b is an a, and every c is a b, then it is necessary that every 
c should be an a.

Here the ‘necessary’ does not mean that the conclusion is an
1 See p. 138, n. 2.
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apodeictic proposition, but denotes a necessary connexion be­
tween the premisses of the syllogism and its assertoric conclusion. 
This is the so called ‘syllogistic necessity5. Aristotle sees very well 
that there is a difference between syllogistic necessity and an 
apodeictic conclusion when he says, discussing a syllogism with an 
assertoric conclusion, that this conclusion is not ‘simply5 (απλώς) 
necessary, i.e. necessary in itself, but is necessary ‘on condition5, 
i.e. with respect to its premisses (τούτω ν οντω ν) . 1 There are 
passages where he puts two marks of necessity into the conclusion 
saying, for instance, that from the premisses: ‘It is necessary that 
every b should be an a, and some c is a b\ there follows the con­
clusion : ‘It is necessary that some c should be necessarily an a.’2 
The first ‘necessary5 refers to the syllogistic connexion, the second 
denotes that the conclusion is an apodeictic proposition.

By the way, a curious mistake of Aristotle should be noted: he 
says that nothing follows necessarily from a single premiss, but only 
from at least two, as in the syllogism.3 In the Posterior Analytics he 
asserts that this has been proved,4 but not even an attempt of 
proof is given anywhere. On the contrary, Aristotle himself states 
that ‘If some b is an a, it is necessary that some a should be a b\ 
drawing thus a necessary conclusion from only one premiss.5

I have shown that syllogistic necessity can be reduced to uni­
versal quantifiers.6 When we say that in a valid syllogism the 
conclusion necessarily follows from the premisses, we want to 
state that the syllogism is valid for any matter, i.e. for all values of 
the variables occurring in it. This explanation, as I have found 
afterwards, is corroborated by Alexander who asserts that: ‘syllo­
gistic combinations are those from which something necessarily 
follows, and such are those in which for all matter the same comes 
to be5.7 Syllogistic necessity reduced to universal quantifiers can

1 An. pr. i.  IO , 3 0 b 3 2  τ ό  συμπέρασμα ούκ έστιν αναγκαίου άπλώς, ά λ λ α  τούτων 
οντων άναγκαΐον.

2 I b i d .  9» 3°a37 τ ° Ρ*ν ^  παντι τω Β  ύπαρχέτω έ£ ανάγκης, τ ο  8f Β  τ ι νι τω Γ  
ύπαρχέτω μόνον' ανάγκη δη τ ο  Α  τ ι ν ι  τ ώ  Γ  ύπάρχ€ιν έζ άνάγκης.

3 I b i d .  1 5 ,  34& Ι7 °ν Ύ°·Ρ ^^ιν ούδέν έ£ άνάγκης ένός τίνος οντος, άλλα δυο ιν 
έλαχίστοιν ,οΐον δταν αί προτάσ€ΐς ούτως έχωσιν ώς έλέχθη κατά τον συλλογισμόν.

4 An. post. i. 3» 73a7 ν̂ός μ€ν ούν κ€ΐμένου δέδ€ΐκται ό τ ι  ούδέποτ’ άνάγκη τι eivai 
€Τepov (λέγω δ ’ ένός) ό τ ι  ούτ€ όρου ένός ούτ€ θέσ€ως μιας τ€0€ίσης), έκ δύο θέσεων 
πρώτων και έλαχίστων ένδέχ€ται.

5 An. pr. i.  2 ,  2 5 a2 0  el γάρ το A τινι τω B y και το Β  τινι τω Α άνάγκη ύπάρχειν.
6 S e e  § 5 .

7 A l e x a n d e r  2 0 8 . 1 6  συλλογιστικοί α ί  συζυγίαι αύται α ί  έ£ άνάγκης τι συνάγουσαι* 

τοιαϋται δέ, έν αις έπί πάσης ύλης γίν€ται το αυτό.
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be eliminated from syllogistic laws, as will appear from the fol­
lowing consideration.

The syllogism (g) correctly translated into symbols would have 
the form:

(A) LCKAbaAcbAca, 

which means in words:

(i) It is necessary that (i f  every b is an a, and every c is a A, then every 
c should be an a).

The sign of necessity in front of the syllogism shows that not 
the conclusion, but the connexion between the premisses and 
the conclusion is necessary. Aristotle would have asserted (A). 
Formula

(j) CKAbaAcbLAca,

which literally corresponds to the verbal expression (g), is wrong. 
Aristotle would have rejected it, as he rejects a formula with 
stronger premisses, viz.

(k) CKAbaLAcbLAca,

i.e. ‘I f  every b is an a and it is necessary that every c should be a b, it is 
necessary that every c should be an a.’ 1

By the reduction of necessity to universal quantifiers formula
(h) can be transformed into the expression:

(/) riallbllcCKAbaAcbAca,

i.e. ‘For all a, for all A, for all c (if every A is an a and every c is a A, 
then every c is an a).’ This last expression is equivalent to the 
mood Barbara without quantifiers:

(m) CKAbaAcbAca,

since a universal quantifier may be omitted when it stands at the 
head of an asserted formula.

Formulae (A) and (m) are not equivalent. It is obvious that (m) 
can be deduced from (A) by the principle CLpp, but the converse 
deduction is not possible without the reduction of necessity to 
universal quantifiers. This, however, cannot be done at all, if the 
above formulae are applied to concrete terms. Put, for instance,

1 An. pr. i. 9, 30a23 «  δέ TO μέν A B  μη cotlv άναγκαΐον, το δέ Β Γ  άναγκαΐον, ούκ 
€σταί το συμπέρασμα άναγκαΐον.
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in (A) ‘bird’ for A, ‘crow’ for λ, and ‘animal’ for c; we get the 
apodeictic proposition:

(n) It is necessary that {if every bird is a crow and every animal is 
a bird, then every animal should be a crow).

From [n) results the syllogism (<0):

(0) I f  every bird is a crow and every animal is a bird, then every 
animal is a crow,

but from (0) we cannot get {n) by the transformation of necessity 
into quantifiers, as (n) does not contain variables which could be 
quantified.

And here we meet the first difficulty. It is easy to understand 
the meaning of necessity when the functor L  is attached to the 
front of an asserted proposition containing free variables. In this 
case we have a general law, and we may say: this law we regard 
as necessary, because it is true of all objects of a certain kind, and 
does not allow of exception. But how should we interpret neces­
sity, when we have a necessary proposition without free variables, 
and in particular, when this proposition is an implication con­
sisting of false antecedents and of a false consequent, as in our 
example {ή) ? I see only one reasonable answer: we could say that 
whoever accepts the premisses of this syllogism is necessarily com­
pelled to accept its conclusion. But this would be a kind of psycho­
logical necessity which is quite alien from logic. Besides it is 
extremely doubtful that anybody would accept evidently false 
propositions as true.

I know no better remedy for removing this difficulty than to 
drop everywhere the i-functor standing in front of an asserted 
implication. This procedure was already adopted by Aristotle 
who sometimes omits the sign of necessity in valid syllogistical 
moods.1

§ 42. 'Material' or ‘strict’ implication?
According to Philo of Megara the implication ‘If />, then q\ 

i.e. Cpq, is true if and only if it does not begin with a true ante­
cedent and end with a false consequent.2 This is the so-called 
‘material’ implication now universally accepted in the classical 
calculus of propositions. ‘Strict’ implication: ‘It is necessary that

1 See p. 10, n. 5. 2 See p. 83, n. 1.
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if/>, then q\ i.e. LCpq, is a necessary material implication and was 
introduced into symbolic logic by C. I. Lewis. By means of this 
terminology the problem we are discussing may be stated thus: 
Should we interpret the antecedent of the Aristotelian laws of 
extensionality as material, or as strict implication ? In other words, 
should we accept the stronger formulae 18 and 19 (I call this the 
‘strong interpretation’), or should we reject them accepting the 
weaker formulae 43 and 44 (weak interpretation) ?

Aristotle was certainly not aware of the difference between 
these two interpretations and of their importance for modal logic. 
He could not know Philo’s definition of the material implication. 
But his commentator Alexander was very well acquainted with 
the logic of the Stoic-Megaric school and with the heated con­
troversies about the meaning of the implication amidst the fol­
lowers of this school. Let us then see his comments on our 
problem.

Commenting on the Aristotelian passage ‘I f  (if a is, β must 
be), then (if a is possible, β must be possible)’ Alexander em­
phasizes the necessary character of the premiss ‘If  a is, β must 
be’ . It seems therefore that he would accept the weaker inter­
pretation ΟΣΟοίβΟΜοίΜβ and the weaker Af-law of extensionality 
CLCpqCMpMq. But what he means by a necessary implication is 
different from strict implication in the sense of Lewis. He says 
that in a necessary implication the consequent should always, 
i.e. at any time, follow from the antecedent, so that the pro­
position ‘If Alexander is, he is so and so many years old’ is not a 
true implication, even if Alexander were in fact so many years 
old at the time when this proposition is uttered.1 We niay say that 
this proposition is not exactly expressed, and requires the addition 
of a temporal qualification in order to be always true. A  true 
material implication must be, of course, always true, and if it 
contains variables, must be true for all values of the variables. 
Alexander’s comment is not incompatible with the strong inter­
pretation ; it does not throw light on our problem.

Some more light is thrown on it, if we replace in Alexander’s 
proof of the Af-law of extensionality expounded in § 40 the

1 Alexander 176. 2 cart δέ αναγκαία ακολουθία ονχ η πρόσκαιρο?, άλλ* εν $  άει το 
είλημμένον έπεσθαι εστι τώ το είλημμένον ώς ηγούμενον είναι, ού γαρ αληθές συνημ- 
μενον το *εί Αλέξανδρος έστιν, Αλέξανδρος διαλέγεται , η *εί Αλέξανδρος can, τοσώνδε 
ετών εσ τι , κ α ι <€ΐ> εΐη, δτε λέγεται η πρότάσι?, τοσούτων ετών.
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material implication Cpq by the strict implication LCpq. Trans­
forming thus the formula

31. CMpCCpqNLNq, 

we g e t:

45. CMpCLCpqNLNq.

From 31 we can easily derive CMpNLNp by the substitution q/p 
getting CMpCCppNLNp, from which our proposition results by 
commutation and detachment, for Cpp is an asserted implication. 
The same procedure, however, cannot be applied to 45. We get 
CMpCLCppNLNp, but if we want to detach CMpNLNp we must 
assert the apodeictic implication LCpp. And here we encounter 
the same difficulty, as described in the foregoing section. What is 
the meaning of LCpp ? This expression may be interpreted as a 
general law concerning all propositions, if we transform it into 
npCpp; but such a transformation becomes impossible, if we 
apply LCpp to concrete terms, e.g. to the proposition ‘Twice two 
is five’. The assertoric implication ‘If twice two is five, then twice 
two is five’ is comprehensible and true being a consequence of the 
law of identity Cpp; but what is the meaning of the apodeictic 
implication ‘It is necessary that if twice two is five, then twice 
two should be five’ ? This queer expression is not a general law 
concerning all numbers; it may be at most a consequence of 
an apodeictic law, but it is not true that a consequence of an 
apodeictic proposition must be apodeictic too. Cpp is a conse­
quence of LCpp according to CLCppCpp, a substitution of CLpp, 
but is not apodeictic.

It follows from the above that it is certainly simpler to interpret 
Alexander’s proof by taking the word σνμβαίν€ΐ of his text in the 
sense of material rather than strict implication. Nevertheless our 
problem is not yet definitively solved. Let us therefore turn to the 
other kind of asserted apodeictic proposition accepted by Aris­
totle, that is to necessary connexions of terms.

§ 43. Analytic propositions
Aristotle asserts the proposition: ‘It is necessary that man 

should be an animal.’1 He states here a necessary connexion 
between the subject ‘man’ and the predicate ‘animal’, i.e. a

1 An. pr. i. 9, 30a30 ζωον μ€ν γάρ 6 άνθρωπος ςξ ανάγκης €στί.
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necessary connexion between terms. He apparently regards it as 
obvious that the proposition ‘Man is an animal’, or better ‘Every 
man is an animal’, must be an apodeictic one, because he defines 
‘man’ as an ‘animal’, so that the predicate ‘animal’ is contained 
in the subject ‘man’. Propositions in which the predicate is con­
tained in the subject are called ‘analytic’, and we shall probably 
be right in supposing that Aristotle would have regarded all 
analytic propositions based on definitions as apodeictic, since he 
says in the Posterior Analytics that essential predicates belong to 
things necessarily,1 and essential predicates result from definitions.

The most conspicuous examples of analytic propositions are 
those in which the subject is identical with the predicate. If it is 
necessary that every man should be an animal, it is, a fortiori, 
necessary that every man should be a man. The law of identity 
‘Every a is an a! is an analytic proposition, and consequently an 
apodeictic one. We get thus the formula:

(p) LAaa, i.e. It is necessary that every a should be an a.

Aristotle does not state the law of identity Aaa as a principle of 
his assertoric syllogistic; there is only one passage, found by Ivo 
Thomas, where in passing he uses this law in a demonstration.2 
We cannot expect, therefore, that he has known the modal thesis 
LAaa.

The Aristotelian law of identity Aaa, where A means ‘every-is’ 
and a is a variable universal term, is different from the principle 
of identity Jxx , where J  means ‘is identical with’ and x is a 
variable individual term. The latter principle belongs to the 
theory of identity which can be established on the following 
axioms:

(q) Jxx , i.e. x is identical with *,
(r) CJxyC<f>x<f>y, i.e. I f  x is identical withy, then i f  x satisfies φ, 

y  satisfies φ,

where φ is a variable proposition-forming functor of one indi­
vidual argument. Now, if all analytic propositions are necessary, 
so also is (q), and we get the apodeictic principle:

(s) LJxx, i.e. It is necessary that x should be identical with x.

§43

1 An. post. i. 6, 74b6 τά 8c καθ'αυτά υπάρχοντα αναγκαία το ΐς  πράγμασιν.
2 Ivo Thomas, Ο.Ρ., ‘Farrago Logica’ , Dominican Studies, vol. iv (1951), p. 71.  

The passage reads (An. pr. ii. 22, 68ai9) κατηγορςΐται το B  και αυτό αύτοΰ.



It has been observed by W. V. Quine that the principle (j), if 
asserted, leads to awkward consequences.1 For if LJxx is asserted, 
we can derive (t) from (r) by the substitution <f>jLJxy— LJx  works 
here like a proposition-forming functor of one argument:

(0 CJxyCLJxxLJxjy,

and by commutation

(«) CLJxxCJxyLJxy,

from which there follows the proposition:

M  CJxyLJxy.

That means, any two individuals are necessarily identical, if they 
are identical at all.

The relation of equality is usually treated by mathematicians 
as identity and is based on the same axioms (q) and (r). We may 
therefore interpret J  as equality, * and y  as individual numbers 
and say that equality holds necessarily if it holds at all.

Formula (y) is obviously false. Quine gives an example to show 
its falsity. Let x denote the number of planets, andy  the number 
9. It is a factual truth that the number of (major) planets is equal 
to 9, but it is not necessary that it should be equal to 9. Quine 
tries to meet this difficulty by raising objections to the substitution 
of such singular terms for the variables. In my opinion, however, 
his objections are without foundation.

There is another awkward consequence of the formula (v) not 
mentioned by Quine. From (v) we get by the definition of L  and 
the law of transposition the consequence:

(w) CMNJxyNJxy.

That means: T f  it is possible that x is not equal toy, then x is 
(actually) not equal toy .9 The falsity of this consequence may be 
seen in the following example: Let us suppose that a number x 
has been thrown with a die. It is possible that the numbery  next 
thrown with the die will be different from x. But if it is possible 
that x will be different fromy, i.e. not equal toy, then according 
to (w) x will actually be different from y. This consequence is 
obviously wrong, as it is possible to throw the same number twice.

1 W. V. Quine, ‘Three Grades of Modal Involvement*, Proceedings of the Xlth 
International Congress of Philosophy, vol. xiv, Brussels (1953). For the following 
argumentation I am alone responsible.
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There is, in my opinion, only one way to solve the above diffi­
culties : we must not allow that formula LJxx should be asserted, 
i.e. that the principle of identity Jxx  is necessary. As Jxx  is a 
typical analytic proposition, and as there is no reason to treat this 
principle in a different way from other analytic propositions, we 
are compelled to assume that no analytic proposition is necessary.

Before dealing with this important topic let us bring to an end 
our investigation of Aristotle’s concepts of modalities.

§ 44. An Aristotelian paradox
There is a principle of necessity set forth by Aristotle which is 

highly controversial. He says in the De Interpretatione that ‘any­
thing existent is necessary when it exists, and anything non­
existent is impossible when it does not exist’. This does not mean, 
he adds, that whatever exists is necessary, and whatever does not 
exist is impossible: for it is not the same to say that anything 
existent is necessary when it does exist, and to say that it is simply 
necessary.1 It should be noted that the temporal ‘when’ {όταν) is 
used in this passage instead of the conditional ‘if ’. A  similar thesis 
is set forth by Theophrastus. He says, when defining the kinds of 
things that are necessary, that the third kind (we do not know 
what the first two are) is ‘the existent, for when it exists, then it is 
impossible that it should not exist’.1 2 3 Here again we find the 
temporal particles ‘when’ (ore) and ‘then’ (rorc). No doubt an 
analogous principle occurs in medieval logic and scholars could 
find it there. There is a formulation quoted by Leibniz in his 
Theodicee running thus: Unumquodque, quando est, oportet esse? Note 
again in this sentence the temporal quando.

What does this principle mean? It is, in my opinion, ambigu­
ous. Its first meaning seems to be akin to syllogistic necessity, 
which is a necessary connexion not of terms, but of propositions. 
Alexander commenting on the Aristotelian distinction between 
simple and conditional necessity,4 says that Aristotle was himself

1 De int. 9. 19*23 το μεν οΰν είναι to όν, όταν καί το μη δν μη είναι, όταν μη jj, 
ανάγκη* ού μην ονtc τό δν άπαν ανάγκη είναι οντε το μη δν μη είναι. Ο ν γάρ ταντόν  
εστι τό δν άπαν είναι εξ ανάγκης ότ€ «στι, καί τό άπλώς είναι εξ άνάγκης.

2 Alexander 156. 29 ό γοΰν θεόφραστος εν τω πρώ τω  τω ν Προτερων αναλυτικών 
λεγων περί των νπό τον άναγκαίον σημαινομενων όντω ς γράφει· *τρίτον τό ύπαρχον· 
δτε γάρ ύπάρχει, τότε ούχ ο ιόν τε μη ύπαρχειν.*

3 Philosophische Schriften, ed. Gerhardt, vol. vi, p. 131.
* See p. 144, n. 1.



aware of this distinction, which was explicitly made by his 
friends (that is, by Theophrastus and Eudemus), and quotes as 
a further argument the passage of the De Interpretatione above 
referred to. He is aware that this passage is formulated by 
Aristotle in connexion with singular propositions about future 
events, and calls the necessity involved ‘hypothetical necessity’
(ά να γκα ΐον £ζ ύποθ€σ€ως) , 1

This hypothetical necessity does not differ from conditional 
necessity, except that it is applied not to syllogisms, but to singular 
propositions about events. Such propositions always contain a 
temporal qualification. But if we include this qualification in the 
content of the proposition, we can replace the temporal particle 
by the conditional. So, for instance, instead of saying indefinitely: 
‘It is necessary that a sea-fight should be, when it is’, we may say: 
‘It is necessary that a sea-fight should be tomorrow, if it will be 
tomorrow.’ Keeping in mind that hypothetical necessity is a 
necessary connexion of propositions, we may interpret this latter 
implication as equivalent to the proposition: ‘It is necessary that 
if a sea-fight will be tomorrow, it should be tomorrow’ which is 
a substitution of the formula LCpp.

The principle of necessity we are discussing would lead to no 
controversy, if it had only the meaning explained above. But it 
may have still another meaning: we may interpret the necessity 
involved in it as a necessary connexion not of propositions, but of 
terms. This other meaning seems to be what Aristotle himself has 
in mind, when he expounds the determinist argument that all 
future events are necessary. In this connexion a general statement 
given by him deserves our attention. We read in the De Inter­
pretatione : ‘If it is true to say that something is white or not white, 
it is necessary that it should be white or not white.’1 2 It seems that 
here a necessary connexion is stated between a ‘thing’ as subject 
and ‘white’ as predicate. Using a propositional variable instead 
of the sentence ‘Something is white’ we get the formula: ‘If it is

1 Alexander 141. I ά μα  δε καί τη ν το ν  α να γκαίου διαίρεσιν  ότι καί αυτός οίδεν, ήν 
οι ετα ίρ ο ι α ύτοΰ π ε π ο ίη ν τα ι, δεδ ή λω κ ε διά  τ ή ς  προσθήκης (sc il. ‘το ύ τω ν * οντω ν*), ήν 
φ θάσας ήδη κα ί εν τω  Π ε ρ ί ερμηνείας δεδειχεν, εν ο ίς  περ ί τή ς  εις τον μ έλ λο ντα  χρόνον  
λεγο μ ενη ς ά ντιφ ά σ εω ς περ ί τ ω ν  κ α θ ’ έκαστον ε ίρ η μενω ν λ ε γ ε ί’ ‘τό μ εν ονν είνα ι τό  ον, 
όταν ή , κ α ί τό  μ η  ον μ η  ε ίνα ι, όταν μ η  ή , α νά γκ η \  τό γάρ εξ ύπ οθεσεω ς ά να γκαΐον  
το ιο ΰτόν  εσ τι.

2 D e  int. g , l 8a39 €t* Ύ*Ρ ά ληθες ε ίπ ε ΐν  ότι λευκόν ή ότι ού λευκόν εσ τιν, ανάγκη  
ε ίνα ι λευκόν ή ού λ ε υ * 'ν.
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true that p , it is necessary that p\  I do not know whether Aristotle 
would have accepted this formula or not, but in any case it is 
interesting to draw some consequences from it.

In two-valued logic any proposition is either true or false. 
Hence the-expression ‘It is true that py is equivalent to ‘/>’. Apply­
ing this equivalence to our case we see that the formula ‘If it is 
true that />, it is necessary that p ’ would be equivalent to this 
simpler expression: ‘If />, it is necessary that />’ which reads in 
symbols: CpLp. We know, however, that this formula has been 
rejected by Alexander, and certainly by Aristotle himself. It must 
be rejected, for propositional modal logic would collapse, if it 
were asserted. Any assertoric proposition p  would be equivalent 
to its apodeictic correspondent Lp, as both formulae, CLpp and 
CpLp, would be valid, and it could be proved that any assertoric 
proposition/? was equivalent also to its problematic correspondent 
Mp. Under these conditions it would be useless to construct a 
propositional modal logic.

But it is possible to express in symbolic form the idea implied 
by the formula ‘If it is true that />, it is necessary that py: we need 
only replace the words ‘It is true that />’ by the expression ‘a is 
asserted’. These two expressions do not mean the same. We can 
put forward for consideration not only true, but also false pro­
positions without being in error. But it would be an error to assert 
a proposition which was not true. It is therefore not sufficient to 
say ‘/> is true’, if we want to impart the idea that p is really true; 
p may be false, and ‘/> is true’ is false with it. We must say ‘a is 
asserted’ changing ‘/f into V ,  as ‘/>’ being a substitution-variable 
cannot be asserted, whereas V  may be interpreted as a true 
proposition. We can now state, not indeed a theorem, but a rule:

(*) a —> Lot.
In words: ‘a, therefore it is necessary that a .  The arrow means 
‘therefore’, and the formula (*) is a rule of inference valid only 
when a is asserted. Such a rule restricted to ‘tautologous’ pro­
positions is accepted by some modern logicians.1

From rule (*) and the asserted principle of identity Jxx  there 
follows the asserted apodeictic formula LJxx which leads, as we 
have seen, to awkward consequences. The rule seems to be doubt­
ful, even if restricted to logical theorems or to analytic proposi-

1 See, e.g. G. H. von Wright, An Essay in Modal Logic, Amsterdam (1951), 
pp. 14-15.
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tions. Without this restriction rule (x) would yield, as appears 
from the example given by Aristotle, apodeictic assertions of 
merely factual truths, a result contrary to intuition. For this 
reason this Aristotelian principle fully deserves the name of a 
paradox.

§ 45. Contingency in Aristotle

I have already mentioned that the Aristotelian term όνδβχό- 

μ ζνον  is ambiguous. In the De Interpretatione, and sometimes in the 
Prior Analytics, it means the same as δυνατόν, but sometimes it has 
another more complicated meaning which following Sir David 
Ross I shall translate by ‘contingent’.1 The merit of having 
pointed out this ambiguity is due to A. Becker.2

Aristotle’s definition of contingency runs thus: ‘By “ con­
tingent” I mean that which is not necessary and the supposed 
existence of which implies nothing impossible.’3 We can see at 
once that Alexander’s definition of possibility results from Aris­
totle’s definition of contingency by omission of the words ‘which 
is not necessary’. If we add, therefore, the symbols of these words 
to our formula 28 and denote the new functor by ‘ Τ ’, we get the 
following definition:

46. QTpKNLpTIqCCpqNLNq.

This definition can be abbreviated, as TlqCCpqNLNq is equivalent 
to NLNp. The implication:

39. CNLNpTIqCCpqNLNq

has been already proved; the converse implication

47. CTIqCCpqNLNqNLNp

easily results from the thesis CTlqCCpqNLNqCCpqNLNq by the 
substitution q/p9 commutation, Cpp, and detachment. By putting 
in 46 the simpler expression NLNp for TlqCCpqNLNq we get:

48. QTpKNLpNLNp.

This means in words: ‘It is contingent that p— if and only if— it
1 W. D. Ross, loc. cit., p. 296.
2 See A. Becker, Die Aristotelische Theorie der Moglichkeitsschliisse, Berlin (1933).

I agree with Sir David Ross (loc. cit., Preface) that Becker’s book is ‘very acute’ , 
but I do not agree with Becker’s conclusions.

3 An. pr. i. 13, 32al8 λ ίγ ω  8 ’ €νδ(χ€σθαι καί το ένδςχόμ ίνο ν, οΰ μ η  δντος α να γκαίου , 
redevTos 8 ’ ϋ7τά/ϊχ€ΐν, ovSev Ισται διά το ΰ τ  αδύνατον.
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is not necessary that p and it is not necessary that not p.y As the 
phrase ‘not necessary that not p ’ means the same as ‘not impos­
sible that p\  we may say roughly speaking: ‘Something is con­
tingent if and only if it is not necessary and not impossible.’ 
Alexander shortly says: ‘The contingent is neither necessary nor 
impossible.’1

We get another definition of 7 />, if we transform NLNp ac­
cording to our definition 1 into Mp, and NLp into M N p :

49· QTpKMNpMp or 50. QTpKMpMNp.

Formula 50 reads: ‘It is contingent that p— if and only if— it is 
possible that p and it is possible that not />.’ This defines con­
tingency as ‘ambivalent possibility’, i.e. as a possibility which can 
indeed be the case, but can also not be the case. We shall see that 
the consequences of this definition, together with other of 
Aristotle’s assertions about contingency, raise a new major 
difficulty.

In a famous discussion about future contingent events Aristotle 
tries to defend the indeterministic point of view. He assumes that 
things which are not always in act have likewise the possibility of 
being or not being. For instance, this gown may be cut into 
pieces, and likewise it may not be cut.1 2 Similarly a sea-fight may 
happen tomorrow, and equally it may not happen. He says that 
O f  two contradictory propositions about such things one must 
be true and the other false, but not this one or that one, only 
whichever may chance (to be fulfilled), one of them may be 
more true than the other, but neither of them is as yet true, or as 
yet false.’3

These arguments, though not quite clearly expressed or fully 
thought out, contain an important and most fruitful idea. Let us 
take the example of the sea-fight, and suppose that nothing is 
decided today about this fight. I mean that there is nothing that 
is real today and that would cause there to be a sea-fight tomorrow, 
nor yet anything that would cause there not to be one. Hence, if

§45 CONTINGENCY IN ARISTOTLE 155

1 Alexander 158. 20 otη ε  γαρ άνα γκαΐον ούτε αδύνατον το ενδεχόμενον.
2 D e  int. g , I9 a9 *aTLV *v τ ο ΐς  μ η  άει ενεργοΰσι τό  δυνατόν είνα ι κα ί μ η  ο μ ο ίω ς . . . 

12 οΐον ό τι τ ο ν τ ι τό ίμ ά τιον  δυνατόν εσ τι δ ια τμ η θή να ι, . . . ο μ ο ίω ς δε>και τό  μ η  δ ια τμ η -  
θήναι δυνατόν.

3 Ibid. 19*36 τούτω ν γα ρ  (i.e. επ ι τ ο ΐς  μ η  act ούσιν η μ η  άει μ η  ούσιν) ανάγκη μ εν  
θάτερον μ όρ ω ν τη ς άντιφ ά σεω ς αληθές είνα ι η ψεύδος, ου μ εν το ι τόδε η τόδε  άλλ* όπ ότερ* 
ετυχε, και μάλλον μεν άληθή την ετεραν, ου μ εν το ι ηδη αληθή ή ψευδή.
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truth rests on conformity of thought with reality, the proposition 
‘The sea-fight will happen tomorrow’ is today neither true nor 
false. It is in this sense that I understand the words ‘not yet true 
or false’ in Aristotle. But this would lead to the conclusion that it 
is today neither necessary nor impossible that there will be a sea- 
fight tomorrow; in other words, that the propositions ‘It is 
possible that there will be a sea-fight tomorrow’ and ‘It is 
possible that there will not be a sea-fight tomorrow’ are today 
both true, and this future event is contingent.

It follows from the above that according to Aristotle there exist 
true contingent propositions, i.e. that the formula Tp and its 
equivalent KMpMNp are true for some value of p , say a. For ex­
ample, if a. means ‘There will be a sea-fight tomorrow’, both 
M ol and M N ol would be accepted by Aristotle as true, so that 
he would have asserted the conjunction:

(A) K M olM N ol.

There exists, however, in the classical calculus of propositions 
enlarged by the variable functor δ, the following thesis due to 
Lesniewski’s protothetic:

51. C8pC8Np8q.

In words: ‘If δ of/?, then if δ of not />, δ of q\ or roughly speaking: 
‘If  something is true of the proposition /?, and also true of the 
negation of /?, it is true of an arbitrary proposition q.’ Thesis 51 is 
equivalent to

52. CK8p8Np8q

on the ground of the laws of importation and exportation 
CCpCqrCKpqr and CCKpqrCpCqr. From (A) and 52 we get the 
consequence:

52. δΙΜ ,ρ/cc, q lp xC (A)-(B)

(B) Mp.

Thus, if there is any contingent proposition that we accept as 
true, we are bound to admit of any proposition whatever that 
it is possible. But this would cause a collapse of modal logic; 
M p  must be rejected, and consequently K M olM N ol cannot be 
asserted.

We are at the end of our analysis of Aristotle’s propositional



modal logic. This analysis has led us to two major difficulties: 
the first difficulty is connected with Aristotle’s acceptance of true 
apodeictic propositions, the second with his acceptance of true 
contingent propositions. Both difficulties will reappear in Aris­
totle’s modal syllogistic, the first in his theory of syllogisms with 
one assertoric and one apodeictic premiss, the second in his theory 
of contingent syllogisms. If we want to meet these difficulties and 
to explain as well as to appreciate his modal syllogistic, we must 
first establish a secure and consequent system of modal logic.
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THE SYSTEM OF MODAL LOGIC

§ 46. The matrix method

F o r  a full understanding of the system of modal logic expounded 
in this chapter it is necessary to be acquainted with the matrix 
method. This method can be applied to all logical systems in 
which truth-functions occur, i.e. functions whose truth-values 
depend only on the truth-values of their arguments. The classical 
calculus of propositions is a two-valued system, i.e. it assumes two 
truth-values, ‘truth’ denoted here by /, and ‘falsity’ denoted by 0. 
According to Philo of Megara an implication is true, unless, it 
begins with truth and ends with falsity. That means in symbols 
that C u  =  Coi =  Coo — /, and only Cio =  o. Obviously the 
negation of a true proposition is false, i.e. N i =  o, and the nega­
tion of a false proposition true, i.e. No =  /. It is usual to present 
these symbolic equalities by means of ‘truth-tables’ or ‘matrices’, 
as they are called. The two-valued matrix M i of C  and N  may 
be described as follows: the truth-values of C  are arranged in 
rows and columns forming a square, and are separated by a line 
from the left margin and the top. The truth-values of the first 
argument are put on the left, those of the second on the top, 
and the truth-values of C  can be found in the square, where 
the lines which we may imagine drawn from the truth-values 
on the margins of the square intersect one another. The matrix 
of N  is easily comprehensible.

q

c I 0 N

i :

I 0 0
I I I

M i

By means of this matrix any expression of the classical calculus 
of propositions, i.e. of the C-JV^-calculus, can be mechanically 
verified, i.e. proved when asserted and disproved when rejected. 
It suffices for this purpose to put the values / and o in all possible 
combinations for the variables, and if every combination reduced



according to equalities stated in the matrix gives 1 as final result, 
the expression is proved, but if not, it is disproved. For example, 
CCpqCNpNq is disproved by M i, since when p =  o and q =  /, 
we have: CC01CN0N1 =  C iC io =  Cio =  o. By contrast, CpCNpq, 
one of our axioms of our C-W-^-system,1 is proved by M i,  
because we have:

For p =  /, q =  1: C1CN11 =  C1C01 =  C u  =  /,
„ p =  /, q =  o: C1CN10 =  C1C00 =  C u  == /,
„ p =  o, q =  /: C0CN01 =  C0C11 =  Co/ =  /,
„ p =  o, q =  o: C0CJV00 =  C0C10 =  Coo =  /.

In the same way we can verify the other two axioms of the 
C-jV-/?-system, CCpqCCqrCpr and CCNppp. As M i is so constructed 
that the property of always yielding / is hereditary with respect 
to the rules of substitution and detachment for asserted expres­
sions, all asserted formulae of the C-N -p-system can be proved by 
the matrix M i. And as similarly the property of not always 
yielding 1 is hereditary with respect to the rules of inference for 
rejected expressions, all rejected formulae of the C-N -p ·system 
can be disproved by M i, if/? is axiomatically rejected. A  matrix 
which verifies all formulae of a system, i.e. proves the asserted 
and disproves the rejected ones, is called ‘adequate’ for the 
system. M i is an adequate matrix of the classical calculus of 
propositions.

M i is not the only adequate matrix of the C -N -p·system. We 
get another adequate matrix, M3, by ‘multiplying’ M i by itself. 
The process of getting M3 can be described as follows:

First, we form ordered pairs of the values 1 and o, v iz.: (/, /), 
(/, ο), (o, /), (ο, o) ; these are the elements of the new matrix. 
Secondly, we determine the truth-values of C and N  by the 
equalities:

(y) C(a> b) (r, d) =  (Cac,Cbd),
(Z) N(a, b) =  (JVa, Nb).

Then we build up the matrix M2 according to these equalities; 
and finally we transform M2 into M3 by the abbreviations: 
('> *) =  Λ o) =  2, (o, /) =  3, and (o, o) =  o.
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c (λ  ') (Λ °) (ο. 0 (ο, ο) JV

(', /) (Λ 0 (ι,ο ) ( ο , / ) (ο, ο) (ο, ο)
(λ  ο) (λ  ') (Λ 0 (ο,-0 {ο, ι) (ο, ι)
(ο, ι) (Λ ') (Λ ο) (λ  /) ('> °) (Λ ο)
(ο, ο) (λ  ') (', /) (Λ /) (Λ 0 (', /)

M 2

C / 2 3 Ο Ν

/ / 2 3 ο Ο

2 I I 3 3 3
3 I 2 I 2 2
0 I I I I I

μ 3

Symbol / in M3 again denotes truth, and o falsity. The new 
symbols 2 and 3 may be interpreted as further signs of truth and 
falsity. This may be seen by identifying one of them, it does not

C I I 0 ο Ν

I I I ο ο ο
I I I ο ο 0
ο I I I I I
ο I I I I I

μ 4

C I 0 I 0 Ν

I I 0 I 0 ο
ο I I I I I
I I 0 I ο I
0 I I I I I

μ 5

matter which, with /, and the other with o. Look at M4, where 
2 = 1 , and 3  =  0. The second row of M4 is identical with its first 
row, and the fourth row with its third; similarly the second 
column of M4 is identical with its first column, and the fourth 
column with its third. Cancelling the superfluous middle rows 
and columns we get M i. In the same way we get M i from M5 
where 2 = 0  and 3 =  1 .

M3 is a four-valued matrix. By multiplying M3 by M i we get 
an eight-valued matrix, by further multiplication by M i a sixteen­
valued matrix, and, in general, a 2/z-valued matrix. All these 
matrices are adequate to the C-N-p-system, and continue to be 
adequate, if we extend the system by the introduction of variable 
functors.

§ 47. The C-N-8-p-system

We have already met two theses with a variable functor δ : the 
principle of extensionality CQpqCSpSq, and the thesis C8pC8Np8q. 
As the latter thesis is an axiom of our system of modal logic, it is 
necessary to explain thoroughly the C-N-p-system extended by δ 
which I call, following C. A. Meredith, the C-N-8-p-system. 
This is the more necessary, as systems with δ are almost unknown 
even to logicians.



The introduction of variable functors into propositional logic 
is due to the Polish logician Lesniewski. By a modification of his 
rule of substitution for variable functors I was able to get simple 
and elegant proofs.1 First, this rule must be explained.

I denote by δ a variable functor of one propositional argument, 
and I accept that 8P is a significant expression provided P  is a 
significant expression. Let us see what is the meaning of the 
simplest significant expression with a variable functor, i.e. 8p.

A  variable is a single letter considered with respect to a range 
of values that may be substituted for it. To substitute means in 
practice to write instead of the variable one of its values, the same 
value for each occurrence of the same variable. In the C-N -p- 
system the range of values of propositional variables, such as p 
or q, consists of all propositional expressions significant in the 
system; besides these two constants may be introduced, i  and o, 
i.e. a constant true and a constant false proposition. What is the 
range of values of the functorial variable δ ?

It is obvious that for δ we may substitute any value which gives 
together with p a significant expression of our system. Such are 
not only constant functors of one propositional argument, as, e.g. 
N, but also complex expressions working like functors of one 
argument, as Cq or CCNpp. By the substitution 8/Cq we get from 
8p the expression Cqp, and by 8 j CCNpp the expression CCNppp. 
It is evident, however, that this kind of substitution does not 
cover all possible cases. We cannot get in this way either Cpq or 
CpCNpq from 8p, because by no substitution for δ can the p be 
removed from its final position. Nevertheless there is no doubt 
that the two last expressions are as good substitutions of 8p, as 
Cqp or CCNppp, since 8p, as I understand it, represents all sig­
nificant expressions which contain /?, including p and 8p itself.

I was able to overcome this difficulty by the following device 
which I shall first explain by examples. In order to get Cpq from 
8p by a substitution for δ I write 8/C’q, and I perform the substitu­
tion by dropping δ and filling up the blank marked by an 
apostr0phe by the argument of δ, i.e. by p. In the same way I get 
from 8p the expression CpCNpq by the substitution 8jC'CN'q. If  
more than one δ occurs in an expression, as in C8pC8Np8q, and I 
want to perform on this expression the substitution δ/CV, I must

1 See Jan Lukasiewicz, O n  Variable Functors of Propositional Arguments’, 
Proceedings of the Royal Irish Academy, Dublin (1951), 54 A  2.
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everywhere drop the δ’s and write in their stead C ’r filling up the 
blanks by the respective arguments of δ. I get thus from 8p— Cpr, 
from 8Np— CNpr, from 8q— Cqr, and from the whole expression—  
CCprCCNprCqr. From the same expression C8pC8Np8q there 
follows by the substitution δ/C” the formula CCppCCNpNpCqq. 
The substitution δ/’ means that δ should be omitted; by this 
substitution we get for instance from C8pC8Np8q the principle of 
Duns Scotus CpCNpq. The substitution δ/δ’ is the ‘identical’ 
substitution and does not produce any change. Speaking gener­
ally, we get from an expression containing δ’s a new expression by 
a substitution for δ, writing for δ a significant expression with at 
least one blank, and filling up the blanks by the respective argu­
ments of the δ’s. This is not a new rule of substitution, but merely 
a description how the substitution for a variable functor should be 
performed.

The C-N-8-p-system can be built up on the single asserted 
axiom known already to us:

51. C8pC8Np8q,
to which the axiomatically rejected expression p should be added 
to yield all rejected expressions. C. A. Meredith has shown (in an 
unpublished paper) that all asserted formulae of the C-N -p- 
system may be deduced from axiom 51.1 The rules of inference 
are the usual rule of detachment, and the rules of substitution for 
propositional and functorial variables. To give an example how 
these rules work I shall deduce from axiom 51 the law of identity 
Cpp. Compare this deduction with the proof of Cpp in the 
C-N-p-system.2

51. δ/’, qlfiX 53
53. CpCNpp

51. δ/CpCNp’ , q/Np X C53-54
54. CCpCNpNpCpCNpNp

51. δ/’, qjNp X 55

1 C. A. Meredith has proved in his paper O n  an Extended System of the Pro- 
positional Calculus*, Proceedings of the Royal Irish Academy, Dublin (1951), 54 A  3, 
that the C - 0 - 8-/>-calculus, i.e. the calculus with C and O as primitive terms and 
with functorial and propositional variables, may be completely built up from the 
axiom CbbObp. His method of proving completeness can be applied to the C-N -b-p- 
system with CbpCbNpbq as axiom. In my paper on modal logic quoted p. 133, n. 2, 
I deduce from axiom 51 the three asserted axioms of the C-N -p-system, i.e. 
CCpqCCqrCpr, CCNpppy CpCNpq, and some important theses in which δ occurs, 
among others the principle of extensionality. 2 See p. 81.
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55. CpCNpNp
55. pjCpCNpNp X C55-56

56. CNCpCNpNpNCpCNpNp
51. S/C” , pjCpCNpNp, q/p X C54-C56-57 
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I should like to emphasize that the system based on axiom 51 is 
much richer than the C-N-p-system. Among asserted conse­
quences containing δ there are such logical laws as CCpqCCqpC8p8q, 
C8CpqC8p8q, C8CpqCp8q, all very important, but unknown to 
almost all logicians. The first law, for instance, is the principle of 
extensionality, being equivalent to CQpqC8p8q, the secorid may 
be taken as the sole axiom of the so-called ‘implicational’ system, 
the third as an axiom of the so-called ‘positive’ logic. All these 
laws can be verified by the matrix method according to a rule 
given below.

In two-valued logic there exist four and only four different 
functors of one argument, denoted here by V, S, JV, and F  (see 
matrix M6).

P
I

0

For the verification of δ-expressions the following practical rule 
due in substance to Lesniewski is sufficient: Write for δ successively 
the functors V, S, JV, and F, then drop S, transform Va into Cpp, 
and Fa into NCpp. If you get in all cases a true C-JV-formula, the 
expression should be asserted, otherwise it should be rejected. 
Example: C8CpqC8p8q must be asserted, because we have:

CSCpqCSpSq =  CCpqCpq, CNCpqCNpNq,
CVCpqCVpVq =  ccppccppcpp, CFCpqCFpFq =  CMCppCNCppNCpp.

CCpqC8p8q must be rejected, for CCpqCNpNq is not a true C-JV*- 
formula. We see thus that all expressions of the C-N-8-p-system 
are easily proved or disproved by the matrix method.

§ 48. 8-Definitions

The functor δ may be successfully employed to express defini­
tions. The authors of the Principia Mathematica express definitions



by a special symbol consisting of the sign of equality ‘ = 5 that 
connects the definiens with the definiendum, and of the letters ‘DP  
put after the definition. According to this method the definition 
of alternation would run thus:

CNpq =  Hpq Df,

where CNpq (‘If  not/?, then q’) is the definiens, and Hpq (‘either/? 
or q’) the definiendum,1 The symbol ‘ . = .  D f’ is associated with a 
special rule of inference allowing the replacement of the definiens 
by the definiendum and vice versa. This is the merit of this kind of 
definition: the result is given immediately. But it has the defect of 
increasing the number of primitive symbols as well as of rules 
of inference which should be as small as possible.

Lesniewski would write the same definition as an equivalence 
thereby introducing into his system no new primitive term to 
express definitions, because for this very purpose he chose 
equivalence as the primitive term of his logic of propositions 
enlarged by functorial variables and quantifiers, and called by 
him ‘protothetic’. This is the merit of his standpoint. On the 
other hand he cannot immediately replace the definiens by the 
definiendum or conversely, because equivalence has its own rules 
which do permit such replacements.

In our C-N-8-p-system equivalence is not a primitive term; 
hence it must be defined, but cannot be defined by an equivalence 
without a vicious circle. We shall see, however, that it is possible 
to express definitions by C  and δ in a way which preserves the 
merits of both standpoints without having their defects.

The purpose of a definition is to introduce a new term which as 
a rule is an abbreviation of some complex expression consisting 
of terms already known to us. Both parts of the definition, the 
definiens as well as the definiendum must fulfil certain conditions in 
order to yield a well-formed definition. The following four con­
ditions are necessary and sufficient for definitions of new func­
tions introduced into our system: (a) The definiens as well as the 
definiendum should be propositional expressions. (b) The definiens 
should consist of primitive terms or of terms already defined by 
them. (c) The definiendum should contain the new term introduced 
by the definition, (d) Any free variable occurring in the definiens

1 I usually denote alternation by Λ, but this letter has already got another 
meaning in my syllogistic.
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should occur in the definiendum, and vice versa. It is easily seen 
that, e.g. CNpq as definiens and Hpq as definiendum comply with the 
four above conditions.

Let us now denote by P  and R two expressions that fulfil the 
conditions (a)-(d), so that one of them, it does not matter which, 
may be taken as the definiens, and the other as the definiendum. It is 
supposed that neither of them contains 8. I say that the asserted 
expression C8P8R represents a definition. For instance:

58. CSCNpqSHpq

represents the definition of alternation. According to 58 any 
expression containing CNpq may be immediately transformed 
into another expression in which CNpq is replaced by Hpq. As 
example we may take the principle of Duns Scotus:

59. CpCNpq,

from which we can get the law CpHpq, i.e. in words: ‘I f p, then 
either p or q\ by the following deduction:

58. 8/Cp’ X C59-60
60. CpHpq.

If we want to apply our definition to the principle of Clavius:

61. CCNppp,

we must first put p for q in 58 getting thus:

58. qjp X 62
62. CSCNppSHpp

62. 8/C’/?x C 6 i -6 3
63. CHppp.

(Formula 63 states: ‘If either p or p, then p\  and is one of the 
‘primitive propositions’ or axioms accepted by the authors of the 
Principia Mathematica. They rightly call this axiom the ‘principle 
of tautology’, as it states that to say the same (τ α ύ τ ο  λ έ γ ε ιν )  twice, 
‘p or p\ is to say simply fi\  The principle of Duns Scotus, for 
instance, is not a tautology in any reasonable sense.)

The converse implication of 58 CSHpqSCNpq, which enables us 
to replace Hpq by CNpq is given together with the first. We can 
prove, indeed, using only the rules of substitution and detachment 
the following general theorem:



(C) If P  and R  are any significant expressions not containing 
δ, and C8P8R is asserted, then C8R8P must be asserted too.

The proof:

(D) C8P8R
(D) 8/C8’8 P x { E)

(E) CC8P8PC8R8P
(D) 8/CC8P8’C8R8Px (F)

(F) CCC8P8PC8R8PCC8P8RC8R8P
(F) X C(E)-C(D)-(G)

(G) C8R8P.

If therefore P  and R do not contain δ, and one of them may be 
interpreted as definiens and the other as definiendum, then it is clear 
that any asserted expression of the form C8P8R represents a 
definition, as P  may everywhere be replaced by R, and R by P, 
and this is just the characteristic property of a definition.

§ 49. The four-valued system of modal logic
Every system of modal logic ought to include as a proper part 

basic modal logic, i.e. ought to have among its theses both the 
Af-axioms CpMp, *CMpp> and and the Ζ,-axioms CLpp,
*CpLp, and *NLp. It is easily seen that both M  and L  are dif­
ferent from any of the four functors V, S, jV, and F  of the two­
valued calculus. M  cannot be F, for Mp is rejected— whereas 
Vp =  Cpp is asserted, it cannot be S, for CMpp is rejected—  
whereas CSpp =  Cpp is asserted, it cannot be either N  or F, for 
CpMp is asserted— whereas CpNp and CpFp =  CpNCpp are re­
jected. The same is true for L. The functors M  and L  have no 
interpretation in two-valued logic. Hence any system of modal 
logic must be many-valued.

There is yet another idea that leads to the same consequence. 
If we accept with Aristotle that some future events, e.g. a sea- 
fight, are contingent, then a proposition about such events 
enounced today can be neither true nor false, and therefore must 
have a third truth-value different from / and o. On the basis of 
this idea and by help of the matrix method with which I became 
acquainted through Peirce and Schroder I constructed in 1920 
a three-valued system of modal logic developed later in a paper 
of 193ο.1 I see today that this system does not satisfy all our

1 Jan Lukasiewicz, ‘ O  logice trojwartosciowej’, Ruch Filozoficzny, vol. v, Lwow
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intuitions concerning modalities and should be replaced by the 
system described below.

I am of the opinion that in any modal logic the classical calculus 
of propositions should be preserved. This calculus has hitherto 
manifested solidity and usefulness, and should not be set aside 
without weighty reasons. Fortunately enough the classical calculus 
of propositions has not only a two-valued matrix, but also many­
valued adequate matrices. I tried to apply to modal logic the 
simplest many-valued matrix adequate to the C-N-h-p-system, 
i.e. the four-valued matrix, and succeeded in obtaining the 
desired result.

As we have seen in § 46, the matrix M2 whose elements are 
pairs of values 1 and o follows for N  from the equality:

(z) N(a, b) =  (jVii, Jib).

The expression ‘ (jVfl, Nb)’ is a particular case of the general form 
(€0, ζέ) where € and ζ have as values the functors F, S, jV, and F  
of the two-valued calculus. As each of the four values of € can be 
combined with each of the four values of £, we get 16 combina­
tions, which define 16 functors of one argument of the four­
valued calculus. I found among them two functors, either of 
which may represent M . Here I shall define one of them, the 
other I shall discuss later.

( cl) M (a, b) =  (Sa, Vb) =  (0, Cbb).

On the basis of (oc) I got the matrix M 7 for M  which I transformed 
into the matrix M8 by the same abbreviations as in § 46, v iz .: 
(1, ') =  I, (λ  o) =  2, (o, /) =  3, and (o, o) =  o.
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P Μ

(λ  0 (Λ ' )
(λ  ο) (Λ ' )
(0, 0 (ο, / )
(ο, ο) (° . ' )

Μ 7

±_ M

I I

2 I

3 3
0 3

M8

Having thus got the matrix of Μ  I chose C, and M  as

(1920). Jan Lukasiewicz, ‘Philosophische Bemerkungen zu mehrwertigen Systemen 
des Aussagenkalkiils’, Comptes Rendus des Stances de la Soci/tt des Sciences et des Lettres 
de Varsovie, vol. xxiii, cl. 3 (1930).



primitive terms, and based my system of modal logic on the 
following four axioms:

51. C8pC8Np8q 4. CpMp *5. CMpp *7. Mp.

The rules of inference are the rules of substitution and detach­
ment for asserted and rejected expressions.

Lp is introduced by a δ-definition:

64. C8NMNp8Lp.

That means: ‘NMNfi* may be everywhere replaced by ‘Lp\ and 
conversely ‘Lp’ by ‘NM Np\

The same system of modal logic can be established using C, 
jV*, and L  as primitive terms with the axioms:

51. C8pC8Np8q 3. CLpp *6. CpLp *8. JVLp, 

and the δ-definition of M :

65. C8NLNp8Mp.

M9 represents the full adequate matrix of the system: I
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c I 2 3 0 JV, M L

I I 2 3 0 0 1 2
2 I I 3 3 3 1 2
3 I 2 I 2 2 3 0
0 I I I I 1 3 0

m 9

I hope that after the explanations given above every reader will 
be able to verify by this matrix any formula belonging to the 
system, i.e. to prove asserted formulae, and to disprove rejected 
ones.

It can be proved that the system is complete in the sense that 
every significant expression belonging to it is decidable, being 
either asserted or rejected. It is also consistent, i.e. non-contra­
dictory, in the sense that no significant expression is both 
asserted and rejected. The set of axioms is independent.

I should like to emphasize that the axioms of the system are 
perfectly evident. The axiom with δ must be acknowledged by all 
logicians who accept the classical calculus of propositions; the 
axioms with M  must also be accepted as true; the rules of in­
ference are evident too. All correctly derived consequences of the



system must be admitted by anyone who accepts the axioms and 
the rules of inference. No serious objection can be maintained 
against this system. We shall see that this system refutes all false 
inferences drawn in connexion with modal logic, explains the 
difficulties of the Aristotelian modal syllogistic, and reveals some 
unexpected logical facts which are of the greatest importance for 
philosophy.

§ 50. Necessity and the four-valued system of modal logic
Two major difficulties were stated at the end of Chapter V I : 

the first was connected with Aristotle’s acceptance of asserted 
apodeictic propositions, the second with his acceptance of asserted 
contingent propositions. Let us solve the first difficulty.

If all analytic propositions are regarded as necessarily true, 
then the most typical analytic proposition, the principle of 
identity Jxx , must also be regarded as necessarily true. This leads, 
as we have seen, to the false consequence that any two individuals 
are necessarily identical, if they are identical at all.

This consequence cannot be derived from our system of modal 
logic, because it can be proved that in this system no apodeictic 
proposition is true. As this proof is based on the law of exten- 
sionality CCpqCLpLq, we must first show that this law results from 
our system.

A consequence of axiom 51 runs thus:

66. C&CpqChphq.

From 66 there follows by the substitution δ/Λ/’ the formula:

67. CMCpqCMpMq,

and from 67 we get by CCpqMCpq, a substitution of axiom 4, and 
by the hypothetical syllogism the stronger M-law of exten- 
sionality:

19. CCpqCMpMq.

The stronger L-law of extensionality CCpqCLpLq is deducible 
from 19 by transposition. The problem left undecided in § 42, 
which interpretation of the Aristotelian laws of extensionality, 
the stronger or the weaker one, should be admitted, is thus solved 
in favour of the stronger interpretation. The proof that no 
apodeictic proposition is true will now be given with full pre­
cision.
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The premisses:

*6. CpLp 
18. CCpqCLpLq 
33. CCpCqrCqCpr
68. CCCpqrCqr.

The deduction:

68. r/CLpLqxCi8-6g
69. CqCLpLq

33· Pl<l> <llLP> rlL q xC 6g -jo
70. CLpCqLq

70. pl<x, q /p xC *y i-*6  
*71. La.

§ 5 0

The Greek variable a requires an explanation. The consequent of 
70, CqLq, which means the same as the rejected expression CpLp, 
permits according tO Our rules the rejection of the antecedent Lp, 
and any substitution of!,/?. This, however, cannot be expressed by 
*Lp, because from a rejected expression nothing can be got by 
substitution; so, for instance, Mp is rejected, but MCpp— a 
substitution of M p— is asserted. In order to express that the 
antecedent of 70 is rejected for any argument of L, I employ Greek 
letters calling them ‘interpretation-variables’ in opposition to 
the ‘substitution-variables’ denoted by Latin letters. As the pro­
position ot may be given any interpretation, *Lot represents a 
general law and means that any expression beginning with L , 
i.e. any apodeictic proposition, should be rejected.

This result, *Z,a, is confirmed by the matrix for L  which is 
constructed from the matrices for N  and M  according to the 
definition of L . Anyone can recognize from a glance at Mg that 
L  has only 2 and o as its truth-values, but never /.

The problem of false consequences resulting from the applica­
tion of modal logic to the theory of identity is now easily solved. 
As LJxx cannot be asserted, being an apodeictic proposition, it is 
not possible to derive by detachment from the premiss:

(0 CJxyCLJxxLJxy or CLJxxCJxyLJxy

the consequence: (v) CJxyLJxy. It can be matrically proved 
indeed that (t) must be asserted, giving always /, but (v) should be 
rejected. Since the principle of identity Jxx  is true, i.e.' Jxx  =  /,
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we get LJxx — 2, and CJxyCLJxxLJxy =  CJxyC2LJxy. Jxy 
may have one of the four values, /, p ,5, or o :

If Jxy — /, then CJxyC2LJxy — C1C2L1 — C1C22 =  C u  — /,
„ Jxy = 2 ,  „ CJxyC2LJxy =  C2C2L2 — C2C22 =  C21 =  /,
» Jxy =  „ CJxyC2LJxy =  C3C2L3 =  C3C20 =  C33 =  /,
,, Jxy =  o, „ CJxyC2LJxy =  C0C2L0 =  C0C20 =  C03 =  /.

Hence (/) is proved since the final result of its matrical reduction 
is always /. On the contrary, (0) is disproved, because we have 
for Jxy =  1 : CJxyLJxy — C1L1 =  C12 — 2.

A pleasing and instructive example of the above difficulty has 
been given by W. V. Quine who asks what is wrong with the 
following inference:1

(a) The Morning Star is necessarily identical with the 
Morning Star;

(b) But the Evening Star is not necessarily identical with the 
Morning Star (being merely identical with it in fact);

(c) But one and the same object cannot have contradictory 
properties (cannot both be A and not be A ) ;

(1d) Therefore the Morning Star and the Evening Star are 
different objects.

Given my system the solution of this difficulty is very simple. 
The inference is wrong, because the premisses (a) and (b) are not 
true and cannot be asserted, so that the conclusion (d) cannot be 
inferred from (a) and (b) in spite of the fact that the implication 
C(a)C(b)(d) is correct (the third premiss may be omitted being 
true). The aforesaid implication can be proved in the follow­
ing w ay:

Let x denote the Morning Star, andjy the Evening Star; then 
(a) is LJxx, (b) is NLJyx which is equivalent to NLJxy, as 
identity is a symmetrical relation, and (d) is NJxy. We get thus 
the formula CLJxxCNLJxyNJxy which is a correct transforma­
tion of the true thesis (t).

The example given by Quine can now be verified by our four­
valued matrix thus: if V  and y  have the same meaning as 
before, then Jxx =  Jxy =  /; hence LJxx =  LJxy — L i = 2 ,

1 I found this example in the mimeographed Logic Notes, § 160, edited by the 
Department of Philosophy of the Canterbury University College (Christchurch, 
N.Z.), and sent to me by Professor A. N. Prior.



NLJxy == N2 =  3, and NJxy =  N i — 0, so that we have 
according to CLJxxCNLJxyNJxy: C2C30 =  C22 =  /. The impli­
cation is true, but as not both its antecedents are true, the con­
clusion may be false.

We shall see in the next chapter that a similar difficulty was at 
the bottom of a controversy between Aristotle and his friends, 
Theophrastus and Eudemus. The philosophical implications of 
the important discovery that No apodeictic proposition is true will be 
set forth in § 62.

§5 1. Twin possibilities

I mentioned in § 49 that there are two functors either of which 
may represent possibility. One of them I denoted by M  and 
defined by the equality:

(a) Af(e, b) =  (,Sa, Vb) =  (a, Cbb), 

the other I define by the equality:

03) W(a,b) =  (Va,Sb) =  (Caa,b),

denoting it by W  which looks like an inverted M . According to 
this definition the matrix of W  is M io, and can be abbreviated 
to M u . Though W  is different from M  it verifies axioms of the 
same structure as M, because CpWp is proved by M u ,  like 
CpMp by M8, and *CWpp and *Wp are disproved by M u , as 
*CMpp and *Mp are by M8. I could have denoted the matrix of 
W  by M.
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P W P w

(λ  Ό ('> Ό I I
(Λ 0) ( ' . « ) 2 2

(°. ' ) (Λ *) 3 I
(0, 0) M ) 0 2

M io  M ii

It can further be shown that the difference between M  and W  
is not a real one, but merely results from a different notation. It 
will be remembered that I got M3 from M2 by denoting the pair 
of values (/, 0) by 2, and (0, /) by 3. As this notation was quite 
arbitrary, I could with equal justice denote (/, 0) by 3 , and 
(0,1) by 2, or choose any other figures or signs. Let us then 
exchange the values 2 and 3 in Mg, writing everywhere 3  for 2,
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and 2  for 3 .  We get from Mg the matrix M i2, and by rearrange­
ment of the middle rows and columns of M i2, ‘the matrix M i3.

c 1 2 3 0 N M L

I 1 2 3 0 0 1 2
2 1 1 3 3 3 1 2

3 1 2  1 2 2 3 0

0 I  I  I  I 1 3 0

M9

c 1 3 2 0 N - - c 1 2 3 0 N - -

I 1 3 2 0 0 I 3 I 1 2 3 0 0 I 3
3 1 1 2 2 2 I 3 = 2 1 1 3 3 3 2 0
2 1 3 1 3 3 2 0 3 1 2  1 2 2 I 3
0 I  I  I  I I 2 0 0 I  I  I  I 1 2 0

M 1 2 M I 3

If we compare M9 with M i 3, we see that the matrices for C  and 
jV* remain unchanged, but the matrices corresponding to M  and 
L  become different, so that I cannot denote them by M  and L. 
The matrix in M13 corresponding to. M  in M g is just the matrix 
of W. Nevertheless M13 is the same matrix as Mg, merely written 
in another notation. W  represents the same functor as M , and 
must have the same properties as M . If M  denotes possibility, then 
W  does so too, and there can be no difference between these two 
possibilities.

In spite of their identity M  and W  behave differently when they 
both occur in the same formula. They are like identical twins 
who cannot be distinguished when met separately, but are 
instantly recognized as two when seen together. To perceive this 
let us consider the expressions MWp, WMp, M M p, and WWp. 
If M  is identical with W, then those four expressions should be 
identical with each other too. But they are not identical. It can 
be proved by means of our matrices that the following formulae 
are asserted:

72. MWp and 73. WMp,

for Wp has as its truth-values only / or 2, and M i  as well as 
M2 =  1 ; similarly Mp has as its truth-values only 1 or 3, and 
both W 1 =  1 and W3 =  /. On the other hand it can be proved 
that the formulae:
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74. CMMpMp and 75. CWWpWp

are asserted, and as both Mp and Wp are rejected, MMp and 
WWp must be rejected too, so that we have:

*76. MM p  and *77. WWp.

We cannot therefore, in 72 or 73, replace M  by W  or W  by Af, 
because we should get a rejected formula from an asserted one.

The curious logical fact of twin possibilities (and of twin 
necessities connected with them), which hitherto has not been 
observed by anybody, is another important discovery I owe to my 
four-valued modal system. It is too subtle and requires too great 
a development of formal logic to have been known to ancient 
logicians. The existence of these twins will both account for 
Aristotle’s mistakes and difficulties in the theory of problematic 
syllogisms, and justify his intuitive notions about contingency.

§ 52. Contingency and the four-valued system of modal logic
We know already that the second major difficulty of Aristotle’s 

modal logic is connected with his supposing that some contingent 
propositions were true. On the ground of the thesis:

52. CKSpSJVpSq,

which is a transformation of our axiom 51, we get the following 
consequences:

52. 8/M, p/oc, q/px 78 
78. CKMoiMNoiMp 

78. C* 79-* 7 
* 7 9 ·  KMocMNol.

This means that 79 is rejected for any proposition a, as a is here 
an interpretation-variable. Consequently there exists no a that 
would verify both of the propositions: ‘It is possible that a’ and 
‘It is possible that not a’, i.e. there exists no true contingent pro­
position 7 a, if Tp is defined, with Aristotle, by the conjunction 
of Mp and MNp, i.e. b y :

80. CSKMpMNpS Tp.

This result is confirmed by the matrix method. Accepting the 
usual definition of Kpq:

81. CBNCpNqBKpq
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we get for K  the matrix M i4, and we have:

K 1 2 3 0 For p =  1 : KMpMNp =  KM1MN1 =  K1M0 =  K13 =  3

I 1 2 3 0 » P =  2: „ =  KM2MN2 =  K1M3 =  K13 =  3
2 2 2 0 0 » P =  3 - =  KM3MN3 =  K3M2 =  K31 =  3
3 3  0 3  0 „ P =  0: =  ΚΜ0ΜΝ0 =  K3M1 =  K31 =  3.
0 0 0 0 0

M 14

We see that the conjunction KMpMNp has the constant value 3, 
and is therefore never true. Hence Tp — 3, i.e. there exists no 
true contingent proposition in the sense given by definition 80.

Aristotle, however, thinks that the propositions ‘It is possible 
that there will be a sea-fight tomorrow’ and ‘It is possible that 
there will not be a sea-fight tomorrow’ may both be true today. 
Thus, according to his idea of contingency, there may be true 
contingent propositions.

There are two ways of avoiding this contradiction between 
Aristotle’s view and our system of modal logic: we must either 
deny that any propositions are both contingent and true, or 
modify the Aristotelian definition of contingency. I choose the 
second way, making use of the twin types of possibility discovered 
above.

Tossing a coin we may throw either a head or a tail; in other 
words, it is possible to throw a head, and it is possible not to throw 
a head. We are inclined to regard both propositions as true. But 
they cannot be both true, if the first ‘possible’ is denoted by the 
same functor as the second. The first possibility is just the same 
as the second, but it does not follow that it should be denoted 
in the same way. The possibility of throwing a head is different 
from the possibility of not throwing a head. We may denote the 
one by M, and the other by W. The proposition with the affirma­
tive argument ‘It is possible that p ’ may be translated by Mp, the 
proposition with the negative argument ‘It is possible that not p ’ 
by WNp; or the first by Wp, and the second by MNp. We get thus 
two functors of contingency, say X  and T, defined as follows:

82. CSKMpWNpSXp and 83. CSKWpMNpSTp.

It is impossible to translate these definitions into words, as we 
have no names for the two kinds of possibility and contingency. 
Let us call them ‘M-possible’ and ‘ IT-possible’, ‘X-contingent’ 
and ‘ T-contingent’. We may then roughly say that ‘p is X-con-



tingent’ means ‘p is M -possible and Np is IF-possible’, and cp is 
^-contingent’ means ‘p is IF-possible and Np is Ai-possible’.

From definitions 82 and 83 We can derive the matrices ο ΐΧ  
and Y. We get:
For p =  /:

X i =  K M 1W N 1  =  K1W 0  =  K12 =  2; Ti =  KW 1M N 1 =  K1M0  =  K13 =  3. 
For p = 2  :

X2 =  KM2WN2 =  K1W 3 =  K u  =  1; T2 =  KW2MN2  =  K2M3 =  K23 =  o. 
For p =  3:

X3 =  KM3W N3 =  K3W2 =  K32 =  o; T3 =  KW 3MN3  =  K1M 2  =  K i i  =  1. 
For p =  o:

Xo =  KM0WN0 =  K3W1 =  K31 =  3; To =  KW0MN0 =  K2M1 =  K21 =  2.
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P X r
I 2 3
2 I 0
3 0 1
0 3 2

M 15

Matrix M i5 shows that Xp as well as Yp turns out to be true for 
some value of p : Xp for p =  2, Yp for p =  3. Now it has been 
proved that KMpMNp has the constant value 3 ; similarly it can 
be shown that KWpWNp has the constant value 2. We get thus 
two asserted formulae:

84. XKWpWNp and 85. Y  KMpMNp.

This means that there exists in our system a true ^Y-contingent and 
a true T-contingent proposition. We can accommodate con­
tingency in Aristotle’s sense within our four-valued modal logic.

It also follows from M 15 that the ^-contingency and the Y- 
contingency are twins. If we replace in M 15 2 by 3, and 3 by 2, 
X  becomes T, and Y  becomes X. Nevertheless X  is different from 
T, and more different than M  is from W, because the propositions 
Xp and Yp are contradictory. It can be easily seen by M 15 that 
the following equalities hold:

(y) Xp -  YNp =  NYp and (δ) Yp -  XNp =  NXp.

The laws of contradiction and of the excluded middle are true for 
Xp and Yp, i.e. we have:

86. NKXpYp and 87. HXpYp.

This means: no proposition can be both ^-contingent and Y-con­
tingent, and any proposition is either ^-contingent or T-con-
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tingent. The negation of an ^-contingent proposition is a 
T-contingent proposition, and conversely the negation of a 
T-contingent proposition is an ^-contingent proposition. This 
sounds like a paradox, because we are accustomed to think that, 
what is not contingent is eitherdmpossible or necessary, relating 
the impossible and the necessary to the same kind of possibility. 
But it is not true to say that, what is not ^-contingent is either M- 
impossible or M-necessary; it should rather be said that, what is 
not ^-contingent is either M-impossible or fK-necessary, and 
that being either M-impossible or IT-necessary is equivalent to 
being T-contingent.

The same misunderstanding lies at the bottom of the contro­
versy about the thesis:

88. CKMpMqMKpq

which is asserted in our system. C. I. Lewis in some of his modal 
systems accepts the formula:

89. CMKpqKMpMq,

but rejects its converse, i.e. 88, by the following argument r1 ‘If it 
is possible that p and q are both true, then p is possible and q is 
possible. This implication is not reversible. For example: it is 
possible that the reader will see this at once. It is also possible 
that he will not see it at once. But it is not possible that he will 
both see it at once and not see it at once.5 The persuasiveness of 
this argument is illusory. What is meant by ‘the reader5 ? If an 
individual reader, say R , is meant, then R either will see this at 
once, or R will not see this at once. In the first case the first pre­
miss ‘It is possible that R will see this at once5 is true; but the 
second premiss is false, and how can a false proposition be 
possibly true? In the second case the second premiss is true, but 
the first is false, and a false proposition cannot be possibly true. 
The two premisses of the formula 88 are not both provable, and 
the formula cannot be refuted in this way.

If again by ‘the reader5 some reader is meant, then the pre­
misses ‘It is possible that some reader will see this at once5 and ‘It 
is possible that some reader will not see this at once5 may be both 
true, but in this case the conclusion ‘It is possible that some

1 C. L. Lewis and G. H. Langford, Symbolic Logic, New York and London (1932), 
p. 167.

5367 N



reader will see this at once and some reader will not see this at 
once’ is obviously also true. It is, of course, not the same reader 
who will see this and not see this at once. The example given by 
Lewis does not refute formula 88; on the contrary it supports its 
correctness.

It seems, however, that this example has not been properly 
chosen. By the addition of the words ‘at once’ the premisses have 
lost the character of contingency. Saying that the reader will see 
this, or not, ‘at once’, we refer to something which is decided at 
the moment of seeing. The true contingent refers to undecided 
events. Let us take the example with the coin which is of the same 
sort as Aristotle’s example with the sea-fight. Both examples con­
cern events that are undecided at present, but will be decided in 
the future. Hence the premisses ‘It is possible to throw a head’ 
and ‘It is possible not to throw a head’ may at present be both 
true, whereas the conclusion ‘It is possible to throw a head and 
not to throw a head’ is never true. We know, however, that con­
tingency cannot be defined by the conjunction of Mp and MNp, 
but either by Mp and WNp or by Wp and MNp> so that the 
example quoted above does not fall under the thesis 88. It cannot 
therefore disprove it. This was not known to Lewis and the other 
logicians, and on the basis of a wrong conception of contingency 
they have rejected the discussed thesis.

§ 53. Some further problems

Although the axioms and the rules of inference of our four­
valued system of modal logic are perfectly evident, some con­
sequences of the system may look paradoxical. We have already 
met the paradoxical thesis that the negation of a contingent 
proposition is also contingent; as another thesis of this kind I may 
quote the law of ‘double contingency’ according to which the 
following formulae are true:

90. QpXXp and 91. QpYYp.

The problem is to find some interpretation of these formulae 
which will be intuitively satisfactory and will explain away their 
apparent oddness. When the classical calculus of propositions 
was only recently known there was heated opposition to some of 
its principles too, chiefly to CpCqp and CpCNpq, which embody 
two logical laws known to medieval logicians and formulated by
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S O M E  F U R T H E R  P R O B L E M S 179§ 5 3

them in the words: Verum sequitur ad quodlibet and Ad falsum 
sequitur quodlibet. So far as I see, these principles are now uni­
versally acknowledged.

At any rate our modal system is not in a worse position in this 
respect than other systems of modal logic. Some of them contain 
such non-intuitive formulae, as:

*92. QAINMpNMp

where a problematic proposition ‘It is possible thatp is impossible’ 
is equivalent to an apodeictic proposition ‘It is impossible that p\ 
Instead of this odd formula which has to be rejected we have in 
our system the thesis:

Q2. QMNMpMNp which together with 
94. QMMpMp

enables us to reduce all combinations of modal functors consisting 
of M  and N  to four irreducible combinations known to Aristotle, 
viz. M  =  possible, N M  =  impossible, M N  =  non-necessary, 
and N M N  =  necessary.

The second problem concerns the extension of the four-valued 
modal logic into higher systems. The eight-valued system may 
serve as an example. We get the matrix M16 of this system by 
multiplying the matrix Mg by the matrix M i. As elements of the 
new matrix we form the pairs of values: (/, 1) =  /, (/, o) =  2, 
(2,1) =  (2, o) =  4,(3, 1) =  5, (3, O) =  6, (o, 1) =  7, (o, o) =  o,
and then we determine the truth-values of C, JV, and M  accord­
ing to the equalities (y), (z), and (a).

c 1 2 3 4 5 6 y 0 N M

I i  2 3 4 5 6 y 0 0 1
2 I 1 3 3 5 5 7 7 7 1
3 1 2 1 2 3 6 3 6 6 3
4 I I I I 5 5 5 5 5 3
5 1 2 3 4 1 2 3 4 4 5
6 I I 3 3 I I 3 3 3 5
7 I 2 I 2 I 2 I 2 2 7
0 I I I I I I I I 1 7

M16

Figure / denotes, as usually, truth; o falsity; and the other figures 
are intermediate values between truth and falsity. If we
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attentively consider the matrix Μ 16 we shall find that the second 
row of C is identical with the column of M . This row consequently 
represents the matrix of possibility. In the same way all the other 
rows of C, except the first and the last, represent some kinds of 
possibility. If we denote them by M 2 to Λ ί7, we can state that 
M i for 2 ^  i ^  7 satisfies all the axioms of possibility, viz.

95. CpMtp, *96. CMipp, *97. M (p.

Among these different kinds of possibility there are some 
‘stronger’ and ‘weaker’, because we have, for instance, CM 2pM Ap 
or CM zp M ep , but not conversely. We may say therefore that in 
eight-valued modal logic there exist possibilities of different 
degrees. I have always thought that only two modal systems are 
of possible philosophic and scientific importance: the simplest 
modal system, in which possibility is regarded as having no 
degrees at all, that is our four-valued modal system, and the Xc- 
valued system in which there exist infinitely many degrees of 
possibility. It would be interesting to investigate this problem 
further, as we may find here a link between modal logic and the 
theory of probability.



C H A P T E R  V I I I

ARISTOTLE'S MODAL SYLLOGISTIC
A r is t o t l e ’s modal syllogistic has, in my opinion, less importance 
in comparison with his assertoric syllogistic or his contributions 
to propositional modal logic. This system looks like a logical 
exercise which in spite of its seeming subtlety is full of careless 
mistakes and does not have any useful application to scientific 
problems. Nevertheless two controversial questions of this syllo­
gistic are worth studying, chiefly for historical reasons: the 
question of syllogisms with one assertoric and one apodeictic 
premiss, and the question of syllogisms with contingent premisses.

§ 54. Moods with two apodeictic premisses
Aristotle deals with modal syllogisms after the pattern of his 

assertoric syllogistic. The syllogisms are divided into figures and 
moods, some moods are accepted as perfect and these need no 
proof as being self-evident, the imperfect moods are proved by 
conversion, reductio ad absurdum, or by ‘ecthesis’, as it is called. 
The invalid moods are rejected by interpretation through con­
crete terms. It is strange that with one exception Aristotle makes 
no use of his theorems of propositional modal logic. We shall see 
that this would yield in several cases better and simpler proofs 
than those given by him.

The laws of conversion for apodeictic propositions are ana­
logous to those for assertoric ones. The following theses are 
accordingly true: ‘If it is necessary that no b should be an a, it is 
necessary that no a should be a b\ in symbols:

98. CLEbaLEab,

and ‘If it is necessary that every b or some b should be an a, it is 
necessary that some a should be a b\ in symbols:

99. CLAbaLIab and 100. CLIbaLIab.1

The proofs given by Aristotle are not satisfactory.2 He did not see

1 An. pr. i. 3, 25*29 el μ€ν γάρ ανάγκη το Α τω Β μιfievi ύπάρχ€ιν, ανάγκη καί το 
Β τω Α μη&€νί ύπάρχαν. — 3 2 *€ ανάγκης το Α παντί η τινϊ τω Β ύπάρχ€ΐ, και
το Β τινί τω Α ανάγκη υττάρχ€ΐν.

1 Cf. A. Becker, loc. cit., ρ. go.
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that the laws 98-100 may be immediately deduced from the 
analogous laws of the assertoric syllogistic by means of the 
theorem:

18. CCpqCLpLq.

For instance, from 18, by putting Eba for p and Eab for q, we get 
the assertoric law of conversion in the antecedent, hence we can 
detach the consequent, i.e. law 98.

Syllogisms with two apodeictic premisses are, according to 
Aristotle, identical with assertoric syllogisms, except that the sign 
of necessity must be added to the premisses as well as to the con­
clusion.1 The formula for the mood Barbara will accordingly run:

101. CKLAbaLAcbLAca.

Aristotle tacitly accepts that the moods of the first figure are per­
fect and need not be proved. The moods of the other figures, 
which are imperfect, should be proved according to the proofs 
of assertoric syllogisms except Baroco and Bocardo, which are 
proved in the assertoric syllogistic by reductio ad absurdum, and 
should here be proved by ecthesis.2 Once again, for all these 
proofs it would be easier to use theorem 18, as will appear from 
the following example.

By means of the laws of exportation and importation, CCKpqr- 
CpCqr and CCpCqrCKpqr, it can be shown that 15, the assertoric 
mood Barbara, is equivalent to the formula:

102. CAbaCAcbAca.

This purely implicational form is more convenient for deriving 
consequences than the conjunctional form. According to the 
thesis 3 CLpp we have:

103. CLAbaAba,

and from 103 and 102 we get by the hypothetical syllogism:

104. CLAbaCAcbAca.

On the other hand we have as substitution of 18:

1 An. pr. i. 8, 29b35 £πι μ€ν ουν τώ ν  ανα γκαίω ν σχ€0 ον ο μ οίω ς *χ€ΐ και eVl τω ν  
υπ α ρ χόντω ν* ω σ α ύ τω ς γάρ τ ιθ ϊμ ό ν ω ν  τώ ν  ορών ev τ€ τ ω  υπάρχωιν κα ι τω  όζ ανάγκης  
ύπάρχ€ΐν η μ η  υπάρχω ιν carat re κα ι ούκ  carat σ υ λλ ο γ ισ μ ό ς , πλη ν  Stotact τ ω  προσ- 
κ€ ΐσ θ α ι τ ο ΐς  δροις το  α νά γκης υπάρχω ιν η μ η  υπάρχω ιν.

2 Ibid. 3θ33~ ΐ4 ·



§ 5 4  M O O D S  W I T H  T W O  A P O D E I C T I C  P R E M I S S E S  183

105. CCAcbAcaCLAcbLAca,

and from 104 and 105 there follows the consequence:

106. CLAbaCLAcbLAca,

which is equivalent to 101. All the other syllogistic moods with 
two apodeictic premisses can be proved in the same way without 
new axioms, laws of conversion, reductio ad absurdum, or arguments 
by ecthesis.

§ 55. Moods with one apodeictic and one assertoric premiss1

Syllogistic moods of the first figure with one apodeictic and one 
assertoric premiss are treated by Aristotle differently according 
to which premiss, the major or the minor, is apodeictic. He says 
that when the major is apodeictic and the minor assertoric we 
get an apodeictic conclusion, but when the minor is apodeictic and 
the major assertoric we can have only an assertoric conclusion.1 2 
This difference will be made clear by the following examples of 
the mood Barbara. Aristotle asserts the syllogism: ‘If it is necessary 
that every b should be an a, then if every c is a b, it is necessary
that every c should be an a.’ He rejects, however, the syllogism:
‘If every b is an a, then if it is necessary that every c should be a b, 
it is necessary that every c should be an a.’ In symbols:

(e) CLAbaCAcbLAca is asserted,
(ζ) CAbaCLAcbLAca is rejected.

Aristotle considers the syllogism (e) as self-evident. He says: 
‘Since every b is necessarily an a or not an a, and c is one of the 
V s, it is evident (φαν€ρόν) that c too will be necessarily an a or 
not an a.’3 For reasons that will be explained later it is difficult 
to show this by examples. But the following picture will perhaps 
make the syllogism (e) more acceptable to intuition. Let us

1 Gf. J. Lukasiewicz, O n  a Controversial Problem of Aristotle’s Modal Syllo­
gistic’ , Dominican Studies, vol. vii (1954), pp. 114-28.

2 An. pr. i. 9, 30a 15-25 συμβαίνει 8e' ποτ€ και τής έτέρας προτάσ€ως αναγκαίας 
οΰσης άναγκαΐον γίν€σθαι τον σνλλογισμόν) πλήν ούχ όποτέρας €τυχεν, αλλά τής προς τό 
μ€Ϊζον άκρον, οΐον el το μέν Α  τω Β  ε’£ ανάγκης €ΐληπται ύπαρχον ή μή ύπαρχον, το δε 
Β τω Γ  ύπαρχον μόνον ούτως γάρ εΙλημμένων των προτάσεων έζ ανάγκης τό Α τω Γ  
ύπάρξ€ι ή ούχ ύπάρξα. (Here follows the sentence quoted in the next note.) el 8 e to 
μ€ν AB  μή ύστιν άναγκαΐον, το δε Β Γ  άναγκαΐον, ούκ εσται το συμπέρασμα άναγκαΐον.

3 Ibid. 30a2I ε’πει γάρ παντι τω Β  ε’£ άνάγκης ύπάρχ€ΐ ή ούχ ύπάρχ€ΐ το Α , το δε Γ  τι 
των Β  ε’στί, <f>avepov ότι και τω Γ  άνάγκης εσται θάτepov τούτων.



imagine that the expression LAba means: ‘Every b is connected 
by a wire with an a.’ Hence it is evident that also every c (since 
every c is a b) is connected by a wire with an 0, i.e. LAca. For 
whatever is true in some way of every έ, is also true in the same 
way of every r, if every c is a b. The evidence of the last proposition 
is beyond any doubt.

We know, however, from Alexander that the evidence of the 
syllogism (c) which Aristotle asserted, was not convincing enough 
for his friends who were pupils of Theophrastus and Eudemus.1 
As opposed to Aristotle, they held the doctrine that if either pre­
miss is assertoric the conclusion must be so, just as if either pre­
miss is negative the conclusion must be so and if either premiss is 
particular the conclusion must be so, according to a general rule 
formulated later by the scholastics: Peiorem sequitur semper con- 
clusio partem.

This argument can be easily refuted. The syllogism (c) is 
deductively equivalent to the problematic mood Bocardo of the 
third figure: ‘If it is possible that some c should not be an a, then 
if every c is a i, it is possible that some b should not be an a.’ In 
symbols:

(η) CMOcaCAcbMOba.

Syllogism (η) is as evident as (c). Its evidence can be illustrated 
by examples. Let us suppose that a box contains ballots numbered 
from 1 to 90, and let c mean ‘number drawn from the box’, b 
‘even number drawn from the box’, and a ‘number divisible by 
3’. We assume that in a certain case five even numbers have been 
drawn from the box, so that the premiss: ‘Every number drawn 
from the box is an even number drawn from the box’, i.e. Acb, is 
factually true. From this we can safely infer that, if it is possible 
in our case that some number drawn from the box should not be 
divisible by 3, i.e. MOca, it is also possible in our case that some 
even number drawn from the box should not be divisible by 3, 
i.e. MOba.

Aristotle accepts the syllogism (η) and proves it by a reductio

1 Commenting on the passage quoted in n. 2, p. 183, Alexander says 124. 8 ούτος 
μέν όντως Xeyei. ol 8 e ye έταΐροι αύτοΰ ol nepl Εύδημόν re καί Θ€οφραστον ούχ ούτως 
λέγουσι, αλλά φασιν ev πάσαις ταΐς έξ αναγκαίας τ€ καί ύπαρχονσης συζυγίαις, eav 
ωσι συγκ€ΐμ€ναι σνλλογιστικώς, ύπαρχον γίν€σθαι το συμπέρασμα . . .  I 7 τώ  έλαττον 
eivai το ύπαρχον του αναγκαίου.

i84 A R IS TOTLE’S MODAL SYLLOGISTIC §55
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adabsurdum from the syllogism ( e ) . 1 He does not, however, deduce 
(c) from ( 7 7 ) ,  though he certainly knew that this could be done. 
Alexander saw this point and explicitly proves (c) from (77)  by a 
reductio ad absurdum saying that this argument should be held as 
the soundest proof in favour of Aristotle’s doctrine.1 2 As according 
to him Aristotle’s friends accept the syllogism (77)  which fulfils 
peiorem rule, and ( e )  is deducible from ( 7 7 ) ,  they cannot reject (c) 
on the ground of this rule, which becomes false when applied to 
modalities.

We shall see in the next Section that there was yet another 
argument raised by Theophrastus and Eudemus against syllogism 
(e) which could not be refuted by Alexander, as it stands or falls 
with an Aristotelian argument. In spite of Alexander’s talk about 
the ‘soundest proof’ one feels that some doubt is left in his mind, 
for he finally remarks after having presented several arguments 
in support of Aristotle’s opinion, of which the argument quoted 
above is the last, that he has shown with greater rigour in other 
works which of those arguments are sound and which are not.3 
Alexander is referring here to his work O n  the Disagreement 
concerning Mixed Moods between Aristotle and his Friends’, 
and to his ‘Logical Scholia’.4 Unfortunately both works are lost.

Our times have seen a revival of this controversy. Sir David 
Ross, commenting on syllogism (c) and its proof from syllogism 
( 7 7 ) ,  states decidedly:5 ‘Yet Aristotle’s doctrine is plainly wrong. 
For what he is seeking to show is that the premisses prove not only 
that all C is A, but also that it is necessarily A, just as all B is

1 An. pr. i. 21, 39b33~39 ύπαρχέτω γάρ το μέν Β παντι τώ Γ , το δε Α ένδ€χέσθω τινι 
τώ Γ  μη ύπάρχ€ΐν ανάγκη δη το Α ένδέχ€σθαι τινι τώ Β μη ύπάρχ€ΐν. el γάρ παντι τω  
Β το Α νπάρχ€ΐ έξ ανάγκης, το δε Β παντι τώ Γ  Κ€ΐται ύπάρχ€ΐν, το Α παντι τώ Γ  έξ 
ανάγκης ύπάρξα· τούτο γάρ δε'δεικται πρότ€ρον. άλλ* ύπέκ€ΐτο τινι ένδέχ€σθαι μη 
ύπάρχ€ΐν.

2 Alexander says, commenting on syllogism (ε), 127. 3 έστι δε πιστώσασθαι, ότι 
το λ€γόμ€νόν νΐτό Άριστοτέλους υγιές έστι, μάλιστα διά τής €ΐς άδννατον άπαγωγής τής 
γινομένης έν τρίτια σχήματι . . .  12 eV γάρ τή τοιαυτη συζυγίη. τή ev τρίτια σχήματι καί 
Αριστοτέλη δοκ€Ϊ και τοΐς έταίροις αντοΰ έπι μέρος ένδ€χόμενον άποφατικον γίν(σθαι 
το συμπέρασμα.

3 Alexander 127· 14 τοσουτοις και τοιουτοις άν τις χρήσαιτο παριστάμ€νος τή 
π€ρι τούτων Άριστοτέλους δόξη. τί  δέ τούτων ύγιώς ή μη ύγιώς λέγ€σθαι δοκ€Γ, έν 
άλλοις ήμΐν, ώς έφην) μετά άκριβ€ΐας €ΐρηται.

4 The title of the first work reads (Alexander 125. 30): Tlepi τής κατά τάς μίξας 
διαφοράς Άριστοτέλους τε και τών έταίρων αύτοΰ. Cf. Alexander 249· 3^_25°· 2> where 
διαφωνίας is used instead of διαφοράς, and the other work is cited as Σχόλια λογικά.

5 W. D. Ross, loc. cit., p. 43.



necessarily A, i.e. by a permanent necessity of its own nature; 
while what they do show is only that so long as all C is B, it is A, 
not by a permanent necessity of its own nature, but by a tempo­
rary necessity arising from its temporary sharing in the nature 
of B.’

This argument is a metaphysical one, as the terms ‘nature of 
a thing’ and ‘permanent necessity of its nature’ belong to meta­
physics. But behind this metaphysical terminology a logical 
problem is hidden which can be solved by our four-valued modal 
logic. Let us now turn to the syllogism rejected by Aristotle.

§ 56. Rejected moods with one apodeictic and one assertoric premiss

Syllogism (ζ) is as evident as syllogism (e). It is strange that 
Aristotle rejects the syllogism

(ζ) CAbaCLAcbLAca,

though it is clear that this syllogism is on the same footing as the 
asserted syllogism (e). In order to show its evidence let us employ 
the same picture as before. If LAcb means that every c is connected 
by a wire with a έ, and every b is an a, i.e. Aba, it is evident that 
every c is connected by a wire with an a, i.e. LAca, Speaking 
generally, if every b is an a, then if every c is connected with a b 
in any way whatever, it must be connected with an a in just the 
same way. This seems to be obvious.

The most convincing argument that syllogism (ζ) is sound 
results from its deductive equivalence with the problematic 
mood Baroco of the second figure :

(Θ) CAbaCMOcaMOcb, in words:

‘If every b is an a, then if it is possible that some c should not be 
an a, it is possible that some c should not be a £.’ This can be 
illustrated by an example. Let us turn to our box from which five 
numbers have been drawn, and let us suppose that every even 
number drawn from the box (b) is divisible by 3 (a), i.e. Aba. 
From this factual truth we can safely infer that, if it is possible 
that some number drawn from the box (r) should not be divisible 
by 3, i.e. MOca, it is also possible that some number drawn from 
the box should not be an even number, i.e. MOcb. This syllogism 
seems to be perfectly evident. In spite of its seeming so Aristotle

186 A R IS TOTLE’S MODAL SYLLOGISTIC §55
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disproves syllogism (ζ), first by a purely logical argument which 
will be considered later, and then by the following example: 
Let c mean ‘man’, b ‘animal’, and a ‘being in movement’. He 
accepts that the proposition ‘Every man is an animal’ is neces­
sarily true, i.e. LAcb; but it is not necessary that every animal 
should be in movement, this may be only accepted as a factual 
truth, i.e. Aba, and so it is not necessary that every man should 
be in movement, i.e. LAca is not true.1

Aristotle’s example is not convincing enough, as we cannot 
admit as a factual truth that every animal is in movement. A  
better example is provided by our box. Let c mean ‘number 
drawn from the box and divisible by 4’, b ‘even number drawn 
from the box’, and a ‘divisible by 3’. Aristotle would agree that 
the proposition ‘Every number drawn from the box and divisible 
by 4 is an even number drawn from the box’ is a necessary truth, 
i.e. LAcb, while the premiss ‘Every even number drawn from the 
box is divisible by 3’ can be only accepted as a factual truth, i.e. 
Aba, and the conclusion ‘Every number drawn from the box and 
divisible by 4 is divisible by 3’ is also only a factual truth, i.e. 
Aca, and not LAca. The ‘nature’ of a number drawn from the box 
and divisible by 4 does not involve any ‘permanent necessity’ for 
it to be divisible by 3.

It would seem, therefore, that Aristotle is right in rejecting 
syllogism (ζ). The matter, however, becomes complicated, for it 
can be shown that just the same argument can be raised against 
syllogism

(e) CLAbaCAcbLAca.

This was seen by Theophrastus and Eudemus who refute (t) 
using in another order the same terms which were applied by 
Aristotle for disproving (ζ). Let b mean ‘man’, a— ‘animal’, and 
c— ‘being in movement’. They agree with Aristotle that the pro­
position ‘Every man is an animal’ is necessarily true, i.e. LAba, 
and they accept as factually true that ‘Everything in movement 
is a man’, i.e. Acb. The premisses of (e) are thus verified, but it is 
obvious that the conclusion ‘Everything in movement is an 
animal’, i.e. Aca, is not necessarily true.2 This example is as

1 An. pr. i. 9, 30a28 eri και έκ των ορών φανερόν ότι ουκ <εσται το συμπέρασμα 
άναγκαΐον, οίον ei το μ€ν Α €ΐη κίνησις, το δέ Β ζωον, έφ'ω δέ το Γ  άνθρωπος· ζωον 
μ€ν γάρ 6 άνθρωπος έξ ανάγκης έστί, κιν€ΐται he το ζωον ούκ e£ ανάγκης, ουδ’ ό άνθρωπος.

2 A lex a n d er  124*2 I αλλά και έπ ι τή ς ΰλης heiKvvovai τούτο  έχον ούτω ς . . . 24  το γάρ



unconvincing as the corresponding one in Aristotle, for we can­
not admit that the premiss Acb is factually true.

We can give a better example from our box. Let b mean ‘num­
ber divisible by 6’, a— ‘number divisible by 3’, and c— ‘even 
number drawn from the box’. Aristotle would accept that the 
proposition ‘Every number divisible by 6 is divisible by 3’ is 
necessarily true, i.e. LAba, but it can be only factually true that 
‘Every even number drawn from the box is divisible by 6’, i.e. 
Acb, and so it is only factually true that ‘Every even number 
drawn from the box is divisible by 3’, i.e. Aca. The propositions 
Acb and Aca are clearly equivalent to each other, and if one of 
them is only factually true, then the other cannot be necessarily 
true.

The controversy between Aristotle and Theophrastus about 
moods with one apodeictic and one assertoric premiss has led us 
to a paradoxical situation: there are apparently equally strong 
arguments for and against the syllogisms (e) and (ζ ). The con­
troversy shown by the example of the mood Barbara can be 
extended to all other moods of this kind. This points to an error 
that lurks in the very foundations of modal logic, and has its 
source in a false conception of necessity.

§57. Solution of the controversy

The paradoxical situation expounded above is quite analogous 
to the difficulties we have met in the application of modal logic 
to the theory of identity. On the one hand, the syllogisms in 
question are not only self-evident, but can be demonstrated in 
our system of modal logic. I give here a full proof of the syllogisms 
(e) and (ζ) based among others on the stronger L-law of exten- 
sionality known to Aristotle.

The premisses:

3· CLpp 
18. CCpqCLpLq 
24. CCpqCCqrCpr 
33. CCpCqrCqCpr 

102. CAbaCAcbAca.

188 ARISTOTLE’S MODAL SYLLOGISTIC §56

ζώον παντϊ άνθρώπω ανάγκης, ο άνθρωπος παντϊ κινουμένω ύπαρχίτω* ονκίτι. τ ο  
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The deduction:

18. p/Aba, q/AcaX 107
107. CCAbaAcaCLAbaLAca

33. p/Aba, qlAcb, r/AcaxC  102-108
108. CAcbCAbaAca

24. p/Acb, q/CAbaAca, r/CLAbaLAcaxCio8-Cioy-iog
109. CAcbCLAbaLAca

33. p/Acb, q/LAba, r/LAcaxC  109-110 
no. CLAbaCAcbLAca (e)

18. p/Acb, q/AcaX h i  
h i . CCAcbAcaCLAcbLAca

24. p/Aba, q/CAcbAca, r/CLAcbLAcaxC\o2-Ci 11-112
112. CAbaCLAcbLAca (ζ).

We see that the syllogisms (e) and (ζ) denoted here by n o  and 
112, are asserted expressions of our modal logic.

On the other hand, we get the thesis 113 from n o  by the sub­
stitution b/a, and the thesis 114 from 112 by the substitution b/c 
and commutation of the antecedents:

113. CLAaaCAcaLAca 114. CLAccCAcaLAca.

Both theses have in the consequent the expression CAcaLAca, i.e. 
the proposition ‘If every c is an a, then it is necessary that every c 
should be an a\ If this proposition were asserted, all true uni- 
versally-affirmative propositions would be necessarily true which 
is contrary to intuition. Moreover, as CAcaLAca is equivalent to 
CNLAcaNAca, and Aca means the same as NOca, we should have 
CNLNOcaNNOca or CMOcaOca. This last proposition which 
means ‘If it is possible that some c should not be an a, then some 
c is not an a is not true, for it is certainly possible that a number 
drawn from the box should not be even; so that, if the proposition 
is true, every set of drawings would contain an odd number—  
a result plainly contrary to the facts.

The expression CAcaLAca must be therefore rejected, and 
we get:

*115. CAcaLAca,

from which there follows according to our rules for rejected 
expressions the consequence:
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1 13. x C * i i 6 - * i i 5 
* 1 1 6 .  LAaa.

The apodeictic Aristotelian law of identity must be rejected 
like the apodeictic principle of identity LJxx. This is conformable 
to our general view according to which no apodeictic proposition 
is true. The consequent of 113, i.e. CAcaLAca, cannot be detached, 
and the incompatibility between the acceptance of true apodeictic 
propositions and the assertion of the stronger L-law of exten- 
sionality is solved in favour of the law of extensionality. I do not 
believe that any other system of modal logic could satisfactorily 
solve this ancient controversy.

I mentioned earlier that Aristotle tries to refute the syllogism 
(ζ) not only by examples, but also by a purely logical argument. 
Asserting that the premisses Aba and LAcb do not give an apo­
deictic conclusion he says: ‘If the conclusion were necessary, 
there would follow from it by a syllogism of the first or the third 
figure that some b is necessarily an a; but this is false, because 
b may be such that possibly no b is an a '1 Aristotle refers here to 
the apodeictic moods Darii and Darapti, since from (ζ) combined 
with either of these moods we can derive the consequence 
CAbaCLAcbLIba. The proof from Darapti runs:

117. CCpCqrCCrCqsCpCqs
112.  CAbaCLAcbLAca (ζ)
118. CLAcaCLAcbLIba (Darapti)

117. p/Aba, qjLAcb, r/LAca, s/LIbax Ci 12-C 118—119
119. CAbaCLAcbLIba.

The proof from Darii gives the same consequence, but is more 
complicated. Aristotle seems to disregard the premiss LAcby and 
interprets this consequence as a simple implication:

*120. CAbaLIba,

which is obviously false and must be rejected. Or perhaps he 
thought that LAcb could be made true by a suitable substitution 
for c and dropped. If so he was wrong and his proof is a failure. 
We see besides by this example how difficult it is to confirm the 
validity of such theses, as 119, 112, or 110, through terms yielding

1 An. pr. i. 9, 30a25 (continuation of n. 2, p. 183) el γάρ ear ι, συμβήσ^ται το A  
τινί τω B ύπάρχ€ΐν ανάγκης διά re του πρώτου καί διά του τρίτου σχήματος, τούτο δ« 
φ€ΰδος’ €νδ€χ€ται γάρ τοιοΰτον etvat το Β ω €γχωρ€Ϊ το Α μηδενί υπάρχων.
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some would-be true apodeictic premisses. As m any logicians 

believe that such propositions are really true, it is impossible to 

convince them o f the validity o f those syllogisms by examples.
Concluding this discussion we m ay say that Aristotle is right 

in asserting ( ε ) ,  but wrong in rejecting (ζ). Theophrastus and  

Eudemus are wrong in both ways.

§ 58. Moods with possible premisses
The Aristotelian theory of problematic syllogisms displays a 

very strange gap: moods with possible premisses are entirely 
neglected in favour of moods with contingent premisses. Accord­
ing to Sir David Ross, ‘Aristotle always takes ε ν δ έ χ ε τ α ι  in a premiss 
as meaning “ is neither impossible nor necessary” ; where the only 
valid conclusion is one in which ε ν δ έ χ ε τ α ι  means “ is not impossible” , 
he is as a rule careful to point this out’.1 Aristotle, indeed, seems 
to be careful to distinguish the two meanings of έ ν δ έ χ ε σ θ ai  when 
he says, expounding for instance the moods with two problematic 
premisses of the first figure, that έ ν δ έ χ ε σ θ α ι  in these moods should 
be understood according to the definition he has given, i.e. as 
‘contingent’, and not in the sense o f ‘possible’. He adds, however, 
that this is sometimes overlooked.2 Who may have overlooked 
this? Aristotle himself, of course, or some of his pupils just because 
of the ambiguity of the term έ ν δ έ χ ε σ θ α ι.  In the De Interpretatione 
έ ν δ ε χ ό μ ε ν ο ν  means the same as δ υ ν α τ ό ν ,3 while in the Prior Ana­
lytics it has two meanings. It is always dangerous to use the same 
word in two meanings which may be unconsciously confused; as 
also to use two different words with the same meaning. Aristotle 
sometimes says έ γ χ ω ρ ε ΐ  instead of έ ν δ έ χ ε τ α ι ,  and also uses the 
latter in two meanings.4 We cannot be always sure what he 
means by ε ν δ έ χ ε τ α ι .  The ambiguity of this term probably con­
tributed to the controversies between himself and his friends 
Theophrastus and Eudemus. It is therefore a pity that he did not 
treat moods with possible premisses separately before introducing 
contingency. We shall supply this deficiency which has hitherto 
escaped the notice of scholars.

1 W. D. Ross, loc. cit., p. 44; see also the table of the valid moods, facing 
p. 286.

2 An. pr. i. 14, 33 b 2 I Γ δ β  T O  όνδίχεσθαι λαμβάν€ΐν μη iv  τ ο ΐς Αναγκαίοις,  άλλα 
κατά τον €ΐρημ€νον διορισμόν, όνίοτε δέ λανθάνει το τοιοΰτον. 3 See η. ι, ρ. Ι34·

4 Cf. for instance An. pr. i. 3, 25bio (n. 1, p. 192) and i. 9, 30a27 (n. 1, p. 190) 
with i. 13, 32^0 (n. 1, p. 193).



Let us first consider the laws of conversion. Aristotle begins the 
exposition of these laws in Book I, chapter 3 of the Prior Ana­
lytics with the statement that the term €ν84χ€σθαι has several 
meanings. He then says, without explaining the various meanings 
of this term, that the laws of conversion of affirmative propositions 
are the same for all kinds of ivSexeaOcu, but those of negative 
propositions differ. He states explicitly that the problematic 
propositions ‘Every b may be an a’ and ‘Some b may be an α’ (I 
use the word ‘may’ to cover both kinds of the problematic pro­
position) are convertible into the proposition ‘Some a may be a b’ 
which gives for possibility the formulae:

121. CMAbaMIab and 122. CMIbaMIab.
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The law of conversion for universally-negative propositions is 
explained only by examples from which we may infer the formula:

123. CMEbaMEab.

It is tacitly assumed that particularly-negative possible proposi­
tions are not convertible.1 We see from this that the laws of con­
version of possible propositions are somewhat negligently treated 
by Aristotle. He apparently does not attach any great importance 
to the concept of possibility.

Formulae 121-3 are correct and are easily deducible from the 
analogous laws of conversion for assertoric propositions by means 
of the theorem:

19. CCpqCMpMq.

The same theorem, i.e. the stronger M -law of extensionality, 
enables us to establish the whole theory of syllogisms with pos­
sible premisses. By means of the classical calculus of propositions 
we get from 19 the formulae:

124. CCpCqrCMpCMqMr and 125. CCpCqrCpCMqMr.

Formula 124 yields moods with two possible premisses and a 
possible conclusion: we merely have to add the mark of possi­
bility to the premisses and to the conclusion of valid assertoric

1 An. pr. i. 3 , 2 5 a3 7 ~ b l 4  επειδή πολλαχώς λεγεται το  ενδεχεσθαι, . . . εν μεν τοις 
καταφατικοΐς ομοίως εξει κατά την αντιστροφήν εν άπασιν. εί γάρ το Α παντι η τινι 
τω Β ενδεχεται, και το Β τινι τω Α ενδεχοιτο αν. . . . (b3) εν δε τοϊς άποφατικοις ούχ 
ωσαύτως, ά λ λ ’ οσα μεν ενδεχεσθαι λ4γ€ται η τω έξ ανάγκης ύπάρχαν η τω μη (ξ 
ανάγκης μη ύπάρχαν, ομοίως, οΐον . . . (b9 ) «  · · · €νδέχ€ται μηδενί άνθρώπω ΐππόν, και 
άνθρωπον €γχωρ€Ϊ μηδενι ΐππω, . . . (b l3 )  ομοίως δε και επι της εν μερει άποφατικης.
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moods. So, for instance, we get according to 124 from the asser- 
toric mood Barbara by the substitution pjAba, q/Acb, r/Aca the 
syllogism:

126. CMAbaCMAcbMAca.

Formula 125 yields moods with one assertoric and one possible 
premiss, it does not matter which, e.g.

127. CAbaCMAcbMAca 128. CMAbaCAcbMAca.

The system is extremely rich. Any premiss may be strengthened 
by replacing the assertoric or problematic proposition by the 
corresponding apodeictic proposition. Besides, there are .moods 
with one problematic and one apodeictic premiss which yield 
apodeictic conclusions according to the formula:

129. CCpCqrCMpCLqLr.

Thus we have, for instance, the mood:

130. CMAbaCLAcbLAca

which is contrary to the peiorem rule accepted by Theophrastus 
and Eudemus.

I think that Aristotle would have accepted— not, of course, 
the last syllogistic mood— but the moods with possible premisses, 
in particular 126 and 128. There is, indeed, in the Prior Analytics 
an interesting introductory remark to the theory of problematic 
syllogisms which, in my opinion, may be applied to possibility as 
well as to contingency. Aristotle says that the expression O f  any­
thing, of which b is predicated, a may be predicated’ has two 
meanings the best translation of which seems to be this: Tor all c, 
if every c is a b, then every c may be an a\ and Tor all c, if every c 
may be a b, then every c may be an a . Then he adds that the 
expression O f  anything, of which b is predicated, a may be 
predicated’ means the same as ‘Every b may be an a\l We have 
thus two equivalences: ‘Every b may be an a’ means either Tor  
all c, if every c is a b> then every c may be an a\ or T or all c> if 
every c may be a £, then every c may be an a\ If we interpret 
‘may’ in the sense of possibility, we get the formulae:

1 A n. pr. i. 13, 32b27 to yap, ‘καθ’ οΰ το B> το A  ενδεχεσθαι* τούτων σημαίνω  
θάτ€ρον, η ‘ καθ' ον λέγβται το Β ’ η ‘καθ’ ον ένδέχεται λεγεσθαι*. τό δε, ‘ /ca0’ ον το Β , τδ 
Α  ενδέχεσθαι* η ‘παντί τω Β  τδ Α  έγχωρεΐν* ονδέν διαφέρει.

5367 Ο
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131. QMAballcCAcbMAca and 132. QMAballcCMAcbMAca

which are true in our system of modal logic, and from which the 
moods 128 and 126 are easily deducible. If, however, ‘may’ is 
interpreted in the sense of contingency which seems to be the 
intention of Aristotle, then the formulae given above become 
false.

§ 59. Laws of conversion of contingent propositions

Continuing his exposition of the laws of conversion of modal 
propositions Aristotle says at the beginning of the Prior Analytics 
that universally-negative contingent propositions are not con­
vertible, whereas particularly-negative ones are.1

This curious statement demands careful examination. I shall 
first discuss it critically not from the point of view of my modal 
system, but from that of the basic modal logic accepted by 
Aristotle and all logicians.

According to Aristotle, contingency is that which is neither 
necessary nor impossible. This meaning of the contingent is 
clearly implicit in the somewhat clumsy definition of Aristotle, 
and is expressly corroborated by Alexander.2 Let us repeat in 
order to ensure complete clearness: \p is contingent— means the 
same as— p  is not necessary andp is not impossible’, or in symbols:

48. QTpKNLpNLNp.

This formula is obviously equivalent to the expression:

50. QTpKMpMNp,

i.e. the contingent is both capable of being and capable of not 
being.

Formulae 48 and 50 are quite general and applicable to any 
proposition p. Let us apply them to the universally-negative pro­
position Eba. We get from 50:

133. QTEbaKMEbaMNEba.

As NEba is equivalent to Iba, we also have:

1 An. pr. i. 3, 25bi4 (continuation of the text quoted in n. 1, p. 192) όσα τω ώς
€7τι τ ό  πολύ καί τω πςφυκόναι λόγ€ται όνδόχίσθαι, . . . ούχ ομοίως cv ταίς στ€ρη-

τικαΐς άντιστ ροφαΐς, ά λ λ ' η μ£ν καθόλου στ€ρητικη πρότασις ούκ άντιστρόφα, η δό όν 
μόρα άντιστρόφίΐ.

2 See above, § 45> in particular ηη. 3, Ρ· 154 L  Ρ·
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134. QTEbaKMEbaMIba.

Now we can derive from the laws of conversion:

123. CMEbaMEab and 122. CMIbaMIab

that MEba is equivalent to MEab, and MIba to M lab ; hence we 
have:

135. QKMEbaMlbaKMEabMIab.

The first part of this formula KMEbaMIba is equivalent to TEba> 
the second KMEabMIab to TEab; so we get the result:

136. QTEbaTEab.

This means that contingent universally-negative propositions are 
convertible.

How was it possible for Aristotle not to see this simple proof, 
when he had all its premisses at his disposal? Here we touch on 
another infected portion of his modal logic, even more difficult to 
cure than the wound which his ideas about necessity inflicted on 
it. Let us see how he tries to disprove formula 136.

Aristotle states quite generally that contingent propositions 
with opposite arguments are convertible with one another in 
respect of their arguments. The following examples will explain 
this not very clear formulation. ‘It is contingent that b should be 
an a! is convertible with ‘It is contingent that b should not be an a’ ; 
‘It is contingent that every b should be an tf’ is convertible with 
Tt is contingent that not every b should be an c? ; and ‘It is con­
tingent that some b should be an a’ is convertible with Tt is contin­
gent that some b should not be an a\l This kind of conversion I 
shall call, following Sir David Ross, ‘complementary conversion’.2

Aristotle would assert accordingly that the proposition Tt is 
contingent that every b should be an a’ is convertible with the 
proposition Tt is contingent that no b should be an o\ in symbols:

(l) QTAbaTEba (asserted by Aristotle).

This is the starting-point of his proof, which is performed by

1 Art. pr. i. 13, 32*29 συμβαίνει δ€ πάσας τάς κατά τό €νδ€χ€σθαι προτάσ€ΐς αντι­
στροφήν άΧΧήΧαις. ΧΟγω 8c ον τάς καταφατικάς τα ΐς  άποφατικαΐς, άλλ’ όσαι καταφατικόν 
Οχονσι τό σχήμα κατά την avrideaiv, οΐον τό ΟνδΟχβσθαι ύπάρχαν τω  όνόέχςσθαι μη  
ύπάρχίΐν, και τό παντί €νδ€χ€σθαι τω Ινδέχ^σθαι μηδ€νι και μη π αντί, και τό τινι τω  
μη τινί.

2 W. D. Ross, loc. cit., ρ. 44·



reductio ad absurdum. He argues in substance thus: If TEba were 
convertible with TEaby then TAba would be convertible with 
TEaby and as TEab is convertible with TAab, we should get the 
false consequence:

(κ) QTAbaTAab (rejected by Aristotle).1

What should we say to this argument? It is quite obvious that 
the definition of contingency adopted by Aristotle entails the 
convertibility of contingent universally-negative propositions. 
Consequently the disproof of this convertibility must be wrong. 
Since it is formally correct, the error must lie in the premisses, 
and as there are two premisses on which the disproof is based, the 
asserted formula (1), and the rejected (*), then either it is wrong 
to assert (1) or it is wrong to reject (κ). This, however, cannot be 
decided within basic modal logic.

Within those limits we can merely say that the truth of the 
asserted formula (1) is not justified by the accepted definition of 
contingency. From the definition:

50. QTpKMpMNp
we get by the substitutionpfNp the formula QTNpKMNpMNNpy 
and as MNNp  is equivalent to Mp according to thesis 9 of basic 
modal logic, we have:

137. QTNpKMpMNp.

From 50 and 137 there results the consequence:

138. QJpTNpy

and applying this consequence to the premiss Eba we get:

139. QTEbaTNEba or 140. QTEbaTIbay

as NEba means the same as Iba. We see that QTEbaTIba is 
justified by the definition of contingency, but that QTEbaTAba is 
not. This last formula has been accepted by Aristotle by a mistake. 

We shall understand this error better if we examine Aristotle’s
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1 An. pr. i. 1 7 ,  3 6 b3 5  πρώτον οΰν δακτΟον ότι ούκ αντίστροφα το Ον τώ 0νδ0χ€σθαΐ 
στίρητικόν, olov ci το Α ΟνδΟχπαι μηδ€νι τώ Β, ούκ ανάγκη καί τό Β 0νδ0χ€σθαι 
μηδίνι τώ Α. κάσθω γάρ τ ο ύ τ ο , καί ΟνδίχΟσθω τό Β μηδίνϊ τώ Α ύπάρχαν. ονκοΰν 
inti άντιστρΟφουσιν αί Ον τώ ΟνδΟχεσθαι καταφάσας ταΐς άποφάσίσι, και αι Οναντίαι και 
αί άντικ€ΐμ€ναι, τό δΟ Β τώ Α ΟνδΟχςται μηδίνι ύπάρχαν, φανερόν ότι και παντι αν 
ΟνδΟχοιτο τώ Α ύπάρχ€ΐν. τούτο δΟ φίΰδος- ού γαρ ci τόδε τώδ( παντι 0νδ0χ€τ α ι, κα ι 

τόδ€ τώδ€ άναγκαΐον* ώστ* ούκ άντιστρΟφα τό στ€ρητικόν.



refutation of an attempt to prove the law of conversion for TEba 
by reductio ad absurdum. This attempt reads: if we suppose that it is 
contingent that no b should be an a, then it is contingent that no a 
should be a b. For if the latter proposition were false, then it would 
be necessary that some a should be a i, and hence it would be 
necessary that some b should be an a which is contrary to our sup­
position.1 In symbols: If TEba is supposed to be true, then TEab 
also must be true. For from NTEab would result Llab, and con­
sequently LIba> which is incompatible with the supposition TEba.

Refuting this argument Aristotle rightly points out that Llab 
does not follow from NTEab.2 We have, indeed, according to 48 
the equivalence:

141. QTEabKNLEabNLNEab or
142. QTEabKNLEabNLIab.

Thus for NTEab, applying QNKNpNqHpq, i.e. one of the so-called 
‘De Morgan’s laws’,3 we have the formula:

143. QNTEabHLEabLIab.

It can be seen that by means of 143 and the thesis CCHpqrCqr we 
can derive NTEab from Llab, but the converse implication does 
not hold, since from NTEab we can derive only the alternation 
HLEabLIab from which, of course, Llab does not follow. The 
attempted proof is wrong, but it does not follow that the conclu­
sion which was to be proved is false.

One point in this reduction deserves our attention: it is 
apparent that instead of 143 Aristotle accepts the formula:

(A) QNTEabHLOabLIab

which is not justified by definition 48. Similarly for the case of 
NTAab he adopts the formula :4

1 An. pr. i. 1 7, 3 7 a9  άλλα μην ονδ* £κ τον αδυνάτου δίίχθήσΐται άντιστρ£φον, olov ei 
τις άξιώσ€ί€ν, enei φ(ΰδος το £νδ£χ€σθαι το Β  τω Α μηδ^νΐ ύπάρχίΐν, άληθίς το μη 
€νδ€χ€σθαι μηδενί (φάσις γάρ και άττόφασις), el 8e τουτ’, άληθίς £ξ άνάγκης τινι τω 4  
ύπάρχίΐν ωστ€ και το Α τινι τω Β * τούτο δ’ άδννατον.

2 Ibid. 3 7 a 14  (continuation of the foregoing note) ού γάρ el μη ένδέχΐται μηδ€νι το 
Β τω Α, άνάγκη τινι ύπάρχίΐν. το γάρ μη €νδίχ€σθαι μηδίνι δίχως Aeyercu, τδ μίν el e£ 
άνάγκης τινι ύπάρχ€ΐ, το δ* el άνάγκης τινι μη ύπάρχ€ΐ.

3 These should properly be called Ockham’s Laws, for so far as we know, 
Ockham was the first to state them. See Ph. Boehner, ‘BemerkungenzurGeschichte 
der De Morganschen Gesetze in der Scholastik’, Archiv fur Philosophie (September
195'). P· I>5 . n·

4 An. pr. i. 17, 3 7 a 2 4  Tt? £νδ£χ€σθαι παντι ύπάρχ€ιν τό τ ’ £ζ άνάγκης τινι ύπάρχ€ΐν 
άντίκ€ΐται και το £ξ άνάγκης τινι μη ύττάρχ€ΐν.

§ 5 9  L A W S  O F  C O N V E R S I O N  197
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(μ) QNTAabHLOabLIab

which, again, is not justified by 48, whereas the correct formula 
runs:

144. QNTAabHLOabLAab.

From (λ) and (μ) Aristotle may have deduced the equivalence 
QNTAabNTEab, and then (1), which is not justified by his 
definition of contingency.

§ 60. Rectification of Aristotle's mistakes

Aristotle’s theory of contingent syllogisms is full of grave mis­
takes. He does not draw the right consequences from his definition 
of contingency, and denies the convertibility of universally- 
negative contingent propositions, though it is obviously admissible. 
Nevertheless his authority is still so strong that very able logicians 
have in the past failed to see these mistakes. It is obvious that if 
somebody, Albrecht Becker for example, accepts the definition

48. QTpKNLpNLNp

with p as propositional variable, then he must also accept the 
formula:

141. QTEabKNLEabNLNEab

which is derived from 48 by the substitution pjEab. And 
since by valid logical transformations formula 141 yields the 
thesis

143. QNTEabHLEabLIab,

he must also accept 143. Yet Becker rejects this thesis in favour of 
‘structural formulae’— a product of his imagination.1

The remarks of the foregoing section were written from the 
standpoint of basic modal logic which is an incomplete system. 
Let us now discuss our problem from the point of view of four­
valued modal logic.

From the Aristotelian definition of contingency we obtained 
the consequence 138, QTpTNp> from which we may deduce 
the implication:

1 See A. Becker, loc. cit., p. 14, where formula T n  = 4 8  written in another 
symbolism, but with the propositional variable py is accepted, and p. 27 where 
formula 143 is rejected.



145. CTpTNp.

Now we get from the premisses:
51. C8pC8Np8q (axiom of the C-A^^-system )

146. CCpCqrCCpqCpr (principle of Frege)

the consequences:

51. δ/Τ ’ χ  147 
147· CTpCTNpTq

146. pITp, qjTNp, rjTq XC147-C145-148
148. CTpTq,

and as the converse implication CTqTp  is also true, as may be 
proved by the substitutions pjq and qjp in 148, we have the 
equivalence:

149. QTpTq.

From 149 we get by substitution first the law of conversion 136 
QTEbaTEab, then formula (1) QTAbaTEba which Aristotle 
asserts, and formula (*) QTAbaTAab which he rejects. We can 
now determine where the flaw in Aristotle’s disproof of the law of 
conversion is: Aristotle is wrong in rejecting (κ).

Formula QTpTq shows that the truth-value of the function Tp 
is independent of the argument />, which means that Tp is a con­
stant. We know, in fact, from § 52 that KMpMNp which is the 
definiens of Tp has the constant value and therefore Tp also has 
the constant value 3  and is never true. For this reason Tp is not 
suitable to denote a contingent proposition in Aristotle’s sense, 
since he believes that some contingent propositions are true. 
Tp must be replaced by Xp or Tp, i.e. by the function ‘p is ^-con­
tingent’ or its twin ‘p is ^-contingent’. I shall take into con­
sideration merely xY-contingency, as what is true of xY-contingency 
will also be true of ^-contingency.

First, I should like to state that the convertibility of universally- 
negative contingent propositions is independent of any definition 
of contingency. As Eba is equivalent to Eaby we must accept the 
formula

150. C8Eba8Eab

according to the principle of extensionality CQpqC8p8q, which 
results from our axiom 51. From 150 we get a true statement for 
any value of 8, hence also for 8/X9:

§ 6o R E C T I F I C A T I O N  O F  A R I S T O T L E ’ S M I S T A K E S  199



151. CXEbaXEab.

Alexander reports that Theophrastus and Eudemus, unlike 
Aristotle, accepted the convertibility of universally-negative con­
tingent propositions,1 but says in another passage that in proving 
this law they used reductio ad absurdum.2 This seems doubtful, for 
the only correct thing Aristotle had done in this matter was to 
refute the proof of convertibility by reductio, a refutation which 
cannot have been unknown to his pupils. Reductio can be used to 
prove, from CLIbaLIab, the convertibility of universally-nega­
tive propositions when they are possible (that is, to prove 
CMEbaMEab), but not when they are contingent. Another proof 
is given by Alexander, continuing the former passage, but he 
scarcely formulates it clearly enough. We know that Theo­
phrastus and Eudemus interpreted universally-negative premisses, 
Eba as well as Eab, as denoting a symmetric relation of discon­
nexion between b and a,3 and they may have argued accordingly 
that if it is contingent for b to be disconnected from a, it is also 
contingent for a to be disconnected from i.4 This proof would 
conform with the principle of extensionality. At any rate, Theo­
phrastus and Eudemus have corrected the gravest mistake in 
Aristotle’s theory of contingency.

Secondly, it follows from the definition of ^-contingency:

82. CSKMpWNphXp

that the so-called ‘complementary conversion’ cannot be ad­
mitted. QTpTNp  is true, but QXpXNp must be rejected, because 
its negation, i.e.:

152. NQXpXNp

is asserted in our system as can be verified by the matrix method. 
It is therefore not right in our system to convert the proposition

1 Alexander 220. 9 Θτόφραστος μόντοι και Ενδημος . . . αντιστρόφων φασϊ καί την 
καθόλου αποφατικήν (scil. όνδίχομόνην) αύτη, ωσπ€ρ άντόστρςφ€ και η ύπάρχουσα 
καθόλου αποφατική και η αναγκαία.

2 I b id .  2 2 3 · 3 τισί διά γ€ της €ΐς αδύνατον απαγωγής δύνασθαι δίίκνυσθαι η
καθόλου αποφατική όνδςχομόνη άντιστρόφουσα. τη αύτη δωζω και οι tταΐροι αυτόν 
κίχρηνται.

3 See ibid. 31 · 4_Ι°·
4 I b i d .  22 0 . 12  οτι δί αντιστρέφω, δ€ΐκνΰσιν ούτως’ €ΐ το  Α τω Β €νδόχ€ται 

μηδίνί, καί το  Β τω Α ίνδόχίται μηδενί. €π€ΐ γαρ ύνδόχίται το  Α τω Β μηδίνί, οτ€ 

€νδόχ€ται μηδενί, τότ€ ύνδόχίται άπίζίΰχθαι το  Α πάντων των του Β· ti δβ τοϋτ\ ίσται 
τότ€ και τ ο  Β του Α απτζςυγμόνον' ei δ( τούτο, και το  Β τω Α ύνδόχίται μηδίνί.
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‘It is contingent that every b should be an a’ into the proposition 
‘It is contingent that some b should not be an a\ or into the 
proposition ‘It is contingent that no b should be an a\ conver­
sions which Aristotle accepts without any justification.1 I think 
that Aristotle was led to a wrong conception of ‘complementary 
conversion’ by the ambiguity of the term ‘contingent’ (ένδβχό- 
μενον). He uses this term in the De Interpretatione as a synonym of 
the term ‘possible’ (δυνατόν),2 and continues to use it thus in the 
Prior Amlytics, although the phrase ‘It is contingent that p ’ has 
there got another meaning, viz. ‘It is possible that p and it is 
possible that not p\ If we replace in the last phrase the term 
‘possible’ by the term ‘contingent’, as Aristotle apparently does, 
we get the nonsense that ‘It is contingent that p ’ means the same 
as ‘It is contingent that p and it is contingent that not p\ So far 
as I know, this nonsense has hitherto not been observed by any­
body.

Thirdly, it follows from definition 82 that Xp is stronger than 
Mp, because we have the thesis:

153· CXpMp,

but not conversely. This thesis is important, because it enables us 
to retain, with a little correction, a large number of syllogisms 
with contingent premisses, in spite of the serious mistakes made by 
Aristotle.

§61.  Moods with contingent premisses

There is no need to enter into a detailed description of the 
syllogistic moods with contingent premisses, as Aristotle’s defini­
tion of contingency is wrong and his syllogistic should be rebuilt 
according to the correct definition. This, however, does not seem 
to be worth while, for it is very doubtful whether a syllogistic with 
contingent premisses will ever find a useful application. I think 
that the following general remarks will be sufficient.

First, it may be shown that all the Aristotelian moods with a 
contingent conclusion are wrong. Let us take as an example the 
mood Barbara with contingent premisses and conclusion, i.e. 
the mood

*154. CXAbaCXAcbXAca.

1 See n. 1, p. 195.
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2 See n. 1, p. 134.



This mood though accepted by Aristotle1 must be rejected. Take 
Aba and Acb as false, and Aca as true. These conditions fulfil the 
assertoric mood Barbara, but from 154, applying the matrices 
M g and M i 5, we get the following equations: CX0CX0X1 =  
C3C32 =  C32 =  2. Similarly mood

*155. CXAbaCAcbXAca

also accepted by Aristotle1 2 must be rejected, since, for Aba — 0, 
and Acb =  Aca =  /, we have: CX0C1X1 =  G$Ci2= C j2 =  2. It 
was just these two moods that I was referring to when I said at 
the end of § 58 that formulae 131 and 132, which Aristotle asserts, 
became false, if we interpreted ένδέχεσθαι, as ‘contingent’. It may 
be said too that formulae 154 and 155 become true, if for X  is put 
7 *, but Τ'-contingency is a useless concept.

Secondly, all the moods got by complementary conversion 
should be rejected. I shall show by an example how Aristotle 
deals with this sort of mood. He applies to 154 the formula

*156. dXAbaXEba

which should be rejected (take Aba =  /, and Eba =  0), and gets 
the following moods:

*157. CXAbaCXEcbXAca 
*158. CXEbaCXEcbXAca

which must be rejected too.3 To show this, it suffices to choose the 
terms ay by and c of 157 in such a way that Aba =  Ecb =  0, and 
Aca =  /, and those of 158 in such a way that Eba =  Ecb — 0, 
and Aca =  /. We then have in both cases: CX0CX0X1 =  
C3C32 =  C32 =  2.

It seems that Aristotle does not put much trust in these moods,
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1 An. pr. i. 14, 32b38 όταν οΰν το A παντι τώ Β ενδεχηται καί το Β παντί τώ Τ, 
συλλογισμός εσται τελειος ότι το Α παντί τώ Γ  ενδεχεται νπάρχειν. τούτο δε φανερόν 
εκ του ορισμού' το γάρ ενδεχεσθαι παντί ύπάρχειν ούτως ελεγομεν.

2 Ibid. 15, 33b25 δ’ ή μεν ύπάρχειν ή δ’ ενδεχεσθαι λαμβάνηται των προτάσεων, 
όταν μεν ή προς το μ€ΐζον άκρον ενδεχεσθαι σημαίν-η, τέλειοί τ’ εσονται πάντεί οι 
συλλογισμοί καί του ενδεχεσθαι κατά τον είρημένον διορισμόν.

3 Ibid. 14) 33a5 όταν δε το Α παντί τώ Β ενδεχηται, το δε Β ενδεχηται μηδενί τώ 
Γ, διά μεν των ειλημμένων προτάσεων οΰδείς γίνεται συλλογισμός, άντιστραφείσης δέ 
τής Β Γ  κατά το ένδέχεσθαι γίνεται ο αυτός οσπερ προτερον. — 33*12 ομοίως δέ καί ει 
προς άμφοτέρας τάς προτάσεις ή άπόφασις τεθείη μ*τά του ένδέχεσθαι. λέγω δ* οΐον 
εί το Α ενδέχεται μηδενί τω Β καί το Β μηδενί τω Γ · διά μεν γάρ των ειλημμένων 
προτάσεων ουδέ ίς γίνεται συλλογισμός, αντιστρεφόμενων δε πάλιν ο αυτοί εσται δσπερ 
καί προτερον.
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because he does not call them syllogisms at all. He merely says 
that they can be reduced to syllogisms by means of comple­
mentary conversion. But moods reduced by the ordinary con­
version are called by him syllogisms; why does he make a 
difference between ordinary and complementary conversion, if 
both kinds of conversion are equally valid ?

Light upon this question is thrown by Alexander who, com­
menting on this passage, refers to a very important remark of his 
master on two ontological meanings of contingency: Ίη one 
sense ‘ 'contingent” means “ usual (ini τό πολύ) but not necessary” 
or “ natural” , e.g. it is contingent that men should go grey; in 
another sense it is used of the indefinite, which is capable of being 
thus and of not being thus, or in general of that which is by chance. 
In either sense contingent propositions are convertible with 
respect to their contradictory arguments, but not for the same 
reason: “ natural” propositions because they do not express some­
thing necessary, “ indefinite” propositions because there is not, in 
their case, a greater tendency to be more thus than not thus. 
About the indefinite there is no science or syllogistic demonstra­
tion, because the middle term is only accidentally connected with 
the extremes; only about the “ natural” are there such things, and 
most arguments and inquiries are concerned with what is con­
tingent in this sense.’1

Alexander discusses this passage: his idea seems to be that, if 
we take any scientifically useful syllogism the premisses of which 
are contingent in the sense of ‘usual’ (ini το πολύ) or even ‘most 
usual’ (ini το πλ€Ϊστον), then we get premisses and a conclusion 
which are indeed contingent but are very seldom (in eAαττον) 
realized: such a syllogism is useless (άχρηστος). Perhaps this is 
why Aristotle refuses to call what is so obtained a syllogism.1 2

1 An. pr. i. 1 3 , 3 2 b4 ~ 2 1  τ ο  όνδόχ^σθαι κατά δ υ ο  Λόγ€ται τρόπους, iva μϊν τό ώς ini τό 
πολύ γίνεσθαι κ α ι  δ ια λ eineiv τό άναγκαΐον, οΐον τό πολιονσθαι άνθρωπον . . ., η όλως τό 
π^φυκός ύπάρχαν . . ά λ λ ο ν  δ( τό αόριστον, δ κ α ι όντως κ α ι μη όντως δυνατόν,. . .  η όλως 
τό από τύχης γινόμενον. — (b * 3 )  άντιστρ€φ€ΐ μϊν ούν και κατά τάς άντικ€ΐμ4νας 
προτάσεις €κάτ€ρον των όνδεχομόνων, ού μην τον αυτόν γ€ τρόπον, αλλά τό μϊν πίφυκός 
€ΐναι τω μη i£ ανάγκης ύπάρχ€ΐν . . ., τό δ* αόριστον τω μηδ€ν μάλλον όντως η (Κ€ίνως. 
i πιστημη δ( και συλλογισμός άποδ€ΐκτικός των μ€ν αορίστων ονκ c a n  δ ιά  τ ο  άτακτον 
€ΐναι τό μ όσον, των δ έ  π^φυκότων €στι, και σχ(δόν οι λόγοι και α ί  σκόφας γίνονται ntpi 
των όντως όνδίχομίνων.

2 A l e x a n d e r  1 6 9 .  1 τ ω  γάρ ώς ini τό πλίΐστον άποφατικω ΐνδΐχομόνω τό in* 
ΐλαττον καταφατικόν άντιστρίφτι. — 5  τούτου δβ κ^ιμίνου συλλογισμός μ(ν ΐσται, ού 
μην χρήσιμόν τι *χων, ώς αύτός προ€Ϊπ€. διό και όροΰμΐν ταύτας τάς συζυγίας . . .



This point, more than any other, reveals a capital error in 
Aristotle’s syllogistic, viz. his disregard of singular propositions. 
It is possible that an individual, Z> should be going grey while 
growing older, indeed this is probable, though not necessary, 
since it is the natural tendency to do so. It is also possible, though 
rather improbable, that Z  should not be going grey. What 
Alexander says about the different degrees of possibility is true 
when applied to singular propositions but becomes false when 
applied to universal or particular propositions. If there is no 
general law that every old man should go grey, because this is 
merely 'usual’ and some old men do not go grey, then, of course, 
the latter proposition is true and therefore possible, but the 
former is simply false, and from our point of view a false pro­
position is neither possibly nor contingently true.

Thirdly, from a valid mood with possible premisses we can get 
other valid moods by replacing a possible premiss by the corre­
sponding contingent one. This rule is based on formula 153 which 
states that Xp is stronger than Mp> and it is obvious that any 
implication will remain true, if one or more of its antecedents is 
replaced by a stronger antecedent. So we get, for instance, from

126. CMAbaCMAcbMAca the mood 159. CXAbaCXAcbMAca 

and from

128. CMAbaCAcbMAca the mood 160. CXAbaCAcbMAca.

Comparing the rejected moods 154 and 155 with the asserted 
moods 159 and 160, we see that they differ only by the substitu­
tion of M  for X  in the conclusion. If we examine the table of 
Aristotelian syllogistic moods with problematic premisses, given 
by Sir David Ross,1 we shall find it a useful rule that by this 
small correction, M  in the conclusion, instead of X , all those 
moods become valid. Only the moods obtained by comple­
mentary conversion cannot be corrected, and must be definitively 
rejected.
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άχρηστους tc και ασυλλόγιστους eivai. — ΙΟ ίσως 8c και αυτός τούτο ΰφορώμίνος tine  
τό ‘η ού γίνεται συλλογισμός*. Cf. W. D. Ross’s paraphrase of this passage, loc. cit., 
p. 326.

1 W. D. Ross, loc. cit., facing p. 286; in the conclusion the index c should every­
where be replaced by p.



§ 62. Philosophical implications of modal logic

It may seem that the Aristotelian modal syllogistic, even when 
corrected, has no useful application to scientific or philosophic 
problems. But in reality, Aristotle’s propositional modal logic is 
historically and systematically of the greatest importance for 
philosophy. All elements required for a complete system of modal 
logic are to be found in his works: basic modal logic and the 
theorems of extensionality. But Aristotle was not able to combine 
those elements in the right way. He did not know the logic of 
propositions which was created after him by the Stoics; he tacitly 
accepted the logical principle of bivalence, i.e. the principle that 
every proposition is either true or false, whereas modal logic can­
not be a two-valued system. Discussing the contingency of a 
future sea-fight he comes very near to the conception of a many­
valued logic, but he lays no stress on this great idea, and for many 
centuries his suggestion remained fruitless. Owing to Aristotle I 
was able to discover this idea in 1920 and to construct the first 
many-valued system of logic in opposition to the logic, hitherto 
known, which I called ‘two-valued logic’ thus introducing a 
term now commonly accepted by logicians.1

Under the influence of Plato’s theory of ideas Aristotle de­
veloped a logic of universal terms and set forth views on necessity 
which were, in my opinion, disastrous for philosophy. Proposi­
tions which ascribe essential properties to objects are according 
to him not only factually, but also necessarily true. This erroneous 
distinction was the beginning of a long evolution which led to the 
division of sciences into two groups: the a priori sciences consisting 
of apodeictic theorems, such as logic and mathematics, and the 
a posteriori or empirical sciences consisting chiefly of assertoric 
statements based on experience. This distinction is, in my opinion, 
false. There are no true apodeictic propositions, and from the 
standpoint of logic there is no difference between a mathematical 
and an empirical truth. Modal logic can be described as an 
extension of the customary logic by the introduction of a ‘stronger’

1 See J. Lukasiewicz, ‘Logika dwuwartosciowa* (Two-valued Logic), Przeglqd 
Filozoficzny, 23, Warszawa (1921). A  passage of this paper concerning the principle 
of bivalence was translated into French by W. Sierpihski, ‘Algebre des ensembles’ , 
Monografie Matematyczne, 23, p. 2, Warszawa-Wroclaw (1951). An appendix of my 
German paper quoted in n. 1, p. 166, is devoted to the history of this principle 
in antiquity.
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and a ‘weaker’ affirmation; the apodeictic affirmation Lp is 
stronger, and the problematic Mp weaker than the assertoric 
affirmation p. If  we use the non-committal expressions ‘stronger’ 
and ‘weaker’ instead of ‘necessary’ and ‘contingent’, we get rid 
of some dangerous associations connected with modal terms. 
Necessity implies compulsion, contingency implies chance. We 
assert the necessary, for we feel compelled to do so. But if La is 
merely a stronger affirmation than a, and a is true, why should 
we assert La? Truth is strong enough, there is no need to have 
a ‘supertruth’ stronger than truth.

The Aristotelian a priori is analytic, based on definitions, and 
definitions may occur in any science. Aristotle’s example ‘Man 
is necessarily an animal’, based on the definition of ‘man’ as a 
‘two-footed animal’, belongs to an empirical science. Every 
science, of course, must have at its disposal an exactly constructed 
language and for this purpose well-formed definitions are indis­
pensable, as they explain the meaning of words, but they cannot 
replace experience. The analytic statement T am an animal’ 
made by a man— analytic because ‘animal’ belongs to the essence 
of man— conveys no useful information, and can be seen to be 
silly by comparison with the empirical statement T was born the 
21st December 1878’. If we want to know what the ‘essence’ of 
man is— if there is such a thing as ‘essence’ at all— we cannot rely 
on the meanings of words but must investigate human individuals 
themselves, their anatomy, histology, physiology, psychology, 
and so on, and this is an endless task. It is not a paradox to say 
even today that man is an unknown being.

The same is true for the deductive sciences. No deductive 
system can be based on definitions as its ultimate fundamentals. 
Every definition supposes some primitive terms, by which other 
terms may be defined, but the meaning of primitive terms must 
be explained by examples, axioms or rules, based on experience. 
The true a priori is always synthetic. It does not arise, however, 
from some mysterious faculty of the mind, but from very simple 
experiments which can be repeated at any time. If I know by 
inspection that a certain ballot box contains only white balls, I 
can say a priori that only a white ball will be drawn from it. And 
if the box contains white and black balls, and two drawings are 
made, I can foretell a priori that only four combinations can pos­
sibly occur: white-white, white-black, black-white, and black-



black. On such experiments the axioms of logic and mathematics 
are based; there is no fundamental difference between a priori and 
a posteriori sciences.

While Aristotle’s treatment of necessity is in my opinion a 
failure, his concept of ambivalent possibility or contingency is an 
important and fruitful idea. I think that it may be successfully 
applied to refute determinism.

By determinism I understand a theory which states that if an 
event E  happens at the moment t, then it is true at any moment 
earlier than t that E  happens at the moment t. The strongest 
argument in defence of this theory is based on the law of causality 
which states that every event has a cause in some earlier event. 
If so, it seems to be evident that all future events have causes 
which exist today, and existed from eternity, and therefore all are 
predetermined.

The law of causality, however, understood in its full generality 
should be regarded as merely a hypothesis. It is true, of course, 
that astronomers, relying on some laws known to govern the 
universe, are able to predict for years in advance the positions 
and motions of heavenly bodies with considerable accuracy. Just 
at the moment I finished writing the previous sentence a bee flew 
humming past my ear. Am I to believe that this event too has 
been predetermined from all eternity and by some unknown laws 
governing the universe? To accept this would look more like 
indulging in whimsical speculation than relying on scientifically 
verifiable assertions.

But even if we accept the law of causality as generally true, the 
argument given above is not conclusive. We may assume that 
every event has a cause, and nothing happens by chance, yet the 
chain of causes producing a future event, though infinite, does 
not reach the present moment. This can be explained by a mathe­
matical analogy. Let us denote the present moment by o, the 
moment of the future event by 1, and the moments of its causes 
by fractions greater than As there exists no smallest fraction 
greater than J, every event has a cause in an earlier event, but 
the whole chain of these causes and effects has a limit at the 
moment later than o.

We may therefore assume that the Aristotelian sea-fight of 
tomorrow, though it will have a cause which itself will have cause 
and so on, does not have a cause today. Similarly we may assume
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that nothing exists today which would prevent there being a sea- 
fight tomorrow. If truth consists in the conformity of thought to 
reality, we may say that those propositions are true today which 
conform with today’s reality or with future reality in so far as that 
is predetermined by causes existing today. As the sea-fight of 
tomorrow is not real today, and its future existence or non­
existence has no real cause today, the proposition ‘There will be 
a sea-fight tomorrow’ is today neither true nor false. We can only 
say: ‘There may be a sea-fight tomorrow’ and ‘There may not 
be a sea-fight tomorrow’. Tomorrow’s sea-fight is a contingent 
event, and if there are such events, determinism is refuted.
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A, constant functor, means ‘all— is* or ‘ belongs to all’ , pp. 14, 77.
Aaa, axiom, p. 88; syllogistic law of identity independent of other theses, p. 45; 

compared with the propositional law of identity, p. 48; used by Aristotle in a 
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ab esse ad posse valet consequential known to Aristotle but not formulated explicitly, 

pp. 135-6, n. i.
ab oportere ad esse valet consequential known to Aristotle but not formulated explicitly, 
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12 -14 ; not infected by psychology, p. 13; not formalistic, p. 16; his formula­
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p. 44; does not state the dictum de omni et nullo as the principle of syllogistic, 
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p. 45, n. 2; this reduction means proof, p. 44; his theory of proof unsatis­
factory, p. 44; uses laws of propositional logic intuitively in proving the 
imperfect moods, p. 49; knows the law of transposition, p. 49, n. 3; and the 
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pp. 61-6 6; rejects invalid syllogistic forms by exemplification through con­
crete terms, p. 67, n. 2; employs a rule of rejection, p. 70, n. 2 ; his syllogistic 
misrepresented by some mathematical logicians, p. 130; why his modal logic
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little known, p. 133; his modal syllogistic has many faults, p. 133; it pre­
supposes a modal logic of propositions, p. 133; his four modal terms, p. 134; 
mistakenly asserts that possibility implies non-necessity, p. 134 n .; accepts that 
necessity implies possibility, p. 134; gives correctly the relation of possibility 
to necessity, p. 135, n. 3, and that of necessity to possibility, p. 135, n. 4; knows 
two scholastic principles of modal logic but does not formulate them, pp. 
135-6 ; presumes existence of asserted apodeictic propositions, pp. 136-7, 143 ; 
his laws of cxtensionality for modal functors, p. 138, nn. 1-3 ; his proof of the 
Af-law of extensionality, p. 140 n .; his definition of contingency, pp. 140, 154, 
n. 3; distinguishes between simple and conditional necessity, p. 144, n. 1 ; 
mistakenly says that nothing follows necessarily from a single premiss, p. 144, 
n. 3; omits the sign of necessity in valid moods, p. 146; his doctrine con­
cerning the necessary connexion between terms, pp. 148-9; his principle of 
necessity, pp. 151, n. 1, 152, n. 2 ; his defence of indeterministic view, p. 155, 
nn. 2-3; two major difficulties in his propositional modal logic, p. 157; the 
difficulties of his modal syllogistic can be explained on the basis of the four­
valued modal system, p. 169; his acceptance of asserted apodeictic proposi­
tions in the light of the four-valued system of modal logic, pp. 169-70; his 
acceptance of asserted contingent propositions in the light of the four-valued 
system of modal logic, pp. 174-7 i his modal syllogistic less important than his 
assertoric syllogistic, p. 181 ; states laws of conversion for apodeictic proposi­
tions, p. 181, n. 1 ; his syllogisms with two apodeictic premisses analogous to 
those with two assertoric ones, p. 182, n. 1 ; his doctrine concerning moods 
with one apodeictic and one assertoric premiss, pp. 183-8, and its criticism by 
Theophrastus and Eudemus, pp. 184-5, 187-8; his controversy with Theo­
phrastus in the light of the accepted modal system, pp. 188-91 ; neglects moods 
with possible premisses, p. 191 ; distinguishes two meanings of ενδέχεσθαι, 
p. 191, n. 2 ; treats laws of conversion for possible propositions with negligence, 
p. 192; his introductory remark to thfe theory of problematic syllogisms, 
p. 193 n .; denies convertibility of umversally-negative contingent propositions, 
p. 194, n. 1 ; his doctrine of ‘complementary conversion’ , p. 195, n. 1 ; his 
definition of contingency entails the convertibility of universally-negative 
contingent propositions, p. 196; his doctrine concerning the convertibility of 
contingent propositions criticized from the point of view of the basic modal 
logic, pp. 194-9; his moods with contingent premisses and conclusion are 
wrong, pp. 201-2; his moods by ‘complementary conversion’ should be re­
jected, pp. 202, 204; erroneously disregards singular propositions, p. 204; his 
propositional modal logic, in contradistinction to his modal syllogistic, im­
portant for philosophy, p. 205; tacitly accepts the principle of bivalence, 
p. 205 ; comes near to the conception of a many-valued logic, p. 205 ; his views 
on necessity disastrous for philosophy, p. 205; his definition of contingency 
wrong, p. 201, but his concept of contingency fruitful, p. 207. 

arithmetical interpretation of syllogistic, pp. 126-9. 
arithmetical laws, compared with syllogisms by the Stoics, p. 15. 
αρχή, basic truth, p. 44.
assertion, introduced by Frege, accepted in Principia Mathematica, p. 94.
assertoric propositions, defined, p. 134.
associative law of addition, without brackets, p. 78.
Averroes, on Galen’s fourth figure, p. 38.
axioms, of the theory of deduction, p. 8 0 ; of the syllogistic, p. 8 8 ; of basic modal 

logic, p. 137 ; of the theory of identity, p. 149 ; of the C-N-p^system, verified by a 
matrix, p. 159; of the C-jY-8-/>-system, p. 162; of the C-O-b-p-system, 
p. 162 n .; of the four-valued system of modal logic, pp. 167-8.
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αξίωμα, Stoic term for proposition, p. 82 n.

Barbara, axiom, p. 88; perfect syllogisrti, pp. 44-45; formulated by Aristotle, p. 3; 
with transposed premisses and without the sign of necessity, p. 10, n. 5; its 
weakness in the system, p. 94; equivalent to a purely implicational formula, 
p. 182.

Barbari, thesis, p. 92.
Baroco, thesis, p. 94; formulated by Aristotle with transposed premisses, p. 34, n. 7;  

its unsatisfactory proof by reductio ad impossibile, pp. 55-56; how Baroco should 
be proved by reductio ad impossibile, p. 56; correct proof given by Aristotle, 
p. 57* n· 3» with two apodeictic premisses, should be proved by ecthesis, 
p. 182.

basic modal logic, definition of, p. 137; axioms of, p. 137; is an incomplete 
modal system, p. 137.

basis, of syllogistic, p. 100; not sufficient without Slupecki’s rule of rejection, p. 101.
Becker, A., pp. 154, n. 2, 181, n. 2, 198 n.
Bekker, I., p. 24 n.
belong, νπάρχαν, p. 1 4 η .;  used by Aristotle in abstract syllogisms with variables 

instead of rival in concrete examples, p. 17; explanation of this fact by Alex­
ander, p. 17, n. 3.

bivalence, principle of, p. 82 ; tacitly accepted by Aristotle, p. 205; Lukasiewicz on 
its history in antiquity, p. 205 n.

Bocardo, thesis, p. 94; formulated by Aristotle with transposed premisses, pp. 34, 
64 n .; proved by him by ecthesis, p. 64; its proof by existential quantifiers, 
pp. 65-66; the latter proof in symbolic form, pp. 85-86; with two apodeictic 
premisses, should be proved by ecthesis, p. 182.

Bochenski, I. M ., his hypothesis on composition of the Prior Analytics, p. 27.
Boehner, Ph., p. 197, n. 3.
brackets, notation without, pp. 78-79.
Bramantip, thesis, p. 92; called by Aristotle avrcarραμμένος συλλογισμός, pp. 24 n., 

25; proved by him, p. 26 n.

C, sign of implication ‘if— then’, p. 78; its two-valued matrix, p. 158; its four­
valued matrix, pp. 160, 168; its eight-valued matrix, p. 179.

Camenes, thesis, p. 93; proved by Aristotle, p. 26 n.
Camenop, thesis, p. 93.
Camestres, thesis, p. 93; formulated by Aristotle with transposed premisses, p. 34, 

n. 6.
Carnestrop, thesis, p. 93.
Cartesian principle, ‘cogito, ergo sum*, not a principle but an inference, p. 21.
categorical system, p. 99.
Celarent, thesis, p. 92; perfect syllogism, p. 44.
Celaront, thesis, p. 93.
Cesare, thesis, p. 92.
Cesaro, thesis, p. 93.
chain, p. 124.
Chrysippus, p. 82 n.
Cicero, p. 82 n.
classical calculus of propositions, should be preserved in any modal logic, p. 167; 

some of its principles opposed at first then universally accepted, pp. 178-9; 
see also theory of deduction.

Clavius, commentator on Euclid, p. 80; law or principle of, pp. 80, 165.
C-N -h-p-system, explained, pp. 160-3; some of its important theses, p. 163 ; method



INDEX

of verifying its expressions, p. 163; its single axiom, p. 162; its rule of substitu­
tion, pp. 16 1-2; its rule of definitions, pp. 163-6.

C-N-p-system, how to verify its expressions by means of the matrix method, 
pp. 158-9; see also classical calculus of propositions.

C-O-h-p-system, its axiom, p. 162 n. 
commutation, law of, pp. 82, 89, 107.
commutative law of conjunction, p. 61 ; formulated in symbols, p. 84. 
compound law of transposition, known to Aristotle, pp. 5 5 -5 7; proved by the 

Stoics as rule of inference, p. 59, n. 1.
compound syllogisms of four terms, investigated by Galen, p. 39, n. 3; divided by 

him into four figures, p. 40 n.
conjunction, definition of, p. 81 ; its definition as truth-function, p. 83. 
consistency of the syllogistic, proof of, p. 89.
constant functors, Aristotelian: A, E, /, O, p. 77; propositional: C, A*, N y p. 78, 

Q,, pp. 108, 135, n. 5, //, p. 164; propositional of one argument: F, S, N, F , 
p. 163; modal: L, M y p. 134, T, p. 154, W, p. 172, X, T, pp. 175-6; of 
identity: J , p. 149.

contingency, defined by Aristotle, pp. 140, 154, n. 3, 194; defined by Alexander, 
p. 155, n. 1 ; Aristotle’s definition leads to difficulties, p. 174; JF-contingency 
and /"-contingency defined within the four-valued modal system, pp. 175-6 ;  
the law of ‘double contingency’, p. 178; two ontological meanings of, dis­
tinguished by Aristotle, p. 203, n. 1 ; Alexander’s discussion of this distinction, 
p. 203, n. 2; Aristotelian idea of, fruitful, p. 207. 

conversion, complementary, explained, p. 195; cannot be admitted, pp. 200-1. 
conversion of apodeictic propositions, analogous to that of assertoric ones, p. 

181, n. 1.
conversion of the i4-premiss, thesis, p. 91 ; mistakenly regarded as wrong, p. 130. 
conversion of the ^-premiss, thesis, p. 91 ; proved syllogistically by Alexander, p. 10. 
conversion of the /-premiss, thesis, p. 91 ; proved by Aristotle by ecthesis, p. 60, 

n. 1 ; proof by existential quantifiers, pp. 6 1-6 2 ; the latter proof in symbols, 
pp. 84-85.

conversion of the O-premiss, invalid, p. 11, n. 1. 
conversion of the syllogism, p. 57.
Gopleston, Fr., S.J., pp. 1, n. 1, 12.
Couturat, L., p. 126 n.
Cpp, propositional law of identity, different from Aaat p. 48; deduced within the 

C-jV-8-^-system, pp. 162-3.
Cpq, implication means ‘if p then q\ p. 78.

δ, variable functor of one propositional variable, its range of values explained, 
pp. 161-2.

Darapti, thesis, p. 92; proved by Aristotle by ecthesis, p. 63, n. 1; may be proved 
by existential quantifiers, pp. 63-64.

Darii, thesis, p. 91 ; perfect syllogism, p. 44; formulated by Aristotle with trans­
posed premisses, p. 34, n. 5.

Datisi, axiom, p. 88; formulated by Aristotle with transposed premisses, p. 34, n. 3. 
δ-definitions, explained, pp. 163-6; δ-definition of //, p. 164; δ-definitions of L  and 

M y p. 168; δ-definitions of X  and Yy p. 175. 
decision, the problem of, solved for the C-N -p-system of the theory of deduction, 

pp. 112-18 ; for the syllogistic, pp. 120-6. 
deduction of syllogistical laws, pp. 91-94.
deductive equivalence, relative to some theses, p. 107; defined, p. 110; different 

from ordinary equivalence, p. n o ;  requires rejection, pp. 109-10.

213
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definitions, two ways of defining functors, p. 81; in the Principia Mathematical pp. 
163-4; *n Lesniewski’s system, p. 164, in the C-N-h-p-system, 164-6; see also 
8-definitions.

De Morgan, A., p. 197, n. 3. 
derivational line, p. 81.
detachment, rule of, modus ponens of the Stoics, p. 16. 
determinism, refutation of, pp. 207-8. 
δ-expressions, the method of verifying, p. 163.
dictum de omni et nullo, not a principle of syllogistic, p. 46; not formulated by 

Aristotle, p. 47.
Dimaris, thesis, p. 92; proved by Aristotle, p. 26 n.
Disamis, thesis, p. 92; formulated by Aristotle with transposed premisses, p. 7 n .;

proved by him by conversion of the conclusion of Darii, pp. 52-53.
Duns Scotus, law or principle of, pp. 80, 137, 162, 165; his principle is not a 

tautology, p. 165. 
δυνατό»', possible, p. 134.

E y constant functor, means ‘no— is’ or ‘belongs to no’, pp. 14, 77.
Eaby means ‘no a is by or ‘δ belongs to no a’, p. 77.
ecthesis, explained by existential quantifiers, p. 6 1; proofs by ecthesis, pp. 59-67; 

perceptual character ascribed to them by Alexander, pp. 60, n. 3, 63, nn. 2-3, 
67, n. 1.

Encyclopaedia Britannicay 1 ith edition, on logic of the Stoics, p. 49. 
ίνδίχίσθαι, its ambiguous use in Aristotle, p. 191, nn. 2-4.
€νδίχόμ€νονί contingent, p. 134, see contingency.
equivalence, ofEab  and NIabt p. 88; different from deductive equivalence, p. n o .  
Euclid, employs the law of Glavius, p. 50.
Eudemus, pp. 38, n. 4, 133, 152, 172, 184 n., 185, 187, 191, 193, 200, n. 1. 
Eulerian diagrams, applied to a non-Aristotelian system of syllogistic, p. 99; to the 

problem of undecidable expressions, p. 101. 
existential quantifiers, explained, pp. 61, 84; rules of, p. 62; used in proofs by 

ecthesis, pp. 61-66.
ex mere negativis nihil sequiturt not generally true, p. 103; connected with Slupecki’s 

rule of rejection, p. 103. 
exportation, law of, pp. 86, 89, 182. 
exposition, see ecthesis.
expression, significant, p. 80; elementary, p. 103; simple, p. 103. 
extensionality, laws of, for modal functors, pp. 138, nn. 1-3, 139, 143, 147; general 

law of, p. 139; Af-law of, proved by Aristotle and by Alexander, pp. 140-3.

factor, principle of the, pp. 52-53.
Felapton, thesis, p. 93 ; formulated by Aristotle with transposed premisses, p. 9, n. 4. 
Ferison, thesis, p. 93.
Fesapo, thesis, p. 93; proved by Aristotle, p. 25, n. 2.
Festino, thesis, p. 93; proved by Aristotle, p. 51, n. 1.
figures of the syllogism, division into figures has a practical aim, p. 23; description 

of the three Aristotelian figures, p. 23, n. 1 ; position of the middle term in 
premisses principle of division into figures, p. 23, n. 2; Maier’s opinion criti­
cized, pp. 36-38.

form, of the Aristotelian syllogism, pp. 1-3 ; of thought, p. 12; of syllogism as 
opposed to its matter, p. 14; consists of number and disposition of variables 
and of logical constants, p. 14. 

formalism, pp. 15-16.
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fourth figure, omitted by Aristotle, p. 27; its moods accepted by Aristotle, p. 27; 
not invented by Galen, p. 41 ; opinions of Prantl and Maier criticized, pp. 35, 

37-
four-valued system of modal logic, its primitive terms, pp. 167-8; its axioms, 

p. 168; its rules of inference, p. 168; its adequate matrix, p. 168; some of its 
odd consequences, p. 178; a method of extending it into higher systems, pp. 

I7^~8°·
Frege, G., founder of modern propositional logic, p. 48; introduced assertion into 

logic, p. 94.
Fresison, thesis, p. 93; proved by Aristotle, p. 25, n. 2. 
functorial propositions, have no subject or predicates, p. 132. 
functors, of syllogistic, 77; modal, 134; variable, introduced into propositional 

logic by Lesniewski, p. 161 ; the meaning of the simplest expression with a 
variable functor of one propositional argument, pp. 161-2.

Galen, divided compound syllogisms of four terms into four figures, pp. 38-40. 
Gerhardt, p. 151, n. 3.
Gohlke, P., his hypothesis concerning the composition of the Prior Analytics, p. 

*33.  n - i-

//, sign of alternation, ‘either— or', its definition, p. 164; its δ-definition, p. 165. 
Herminus, modifies the Aristotelian definition of the major term, p. 31, n. 3; mis­

understands rejection, p. 70, n. 1. 
homogeneous terms, required by the syllogistic, p. 7. 
νλη, matter of the syllogism as opposed to its form, p. 14. 
ύποβάλλειν, term used by Philoponus for substitution, p. 8.
hypothetical syllogism, law of, known to Aristotle, p. 49, n. 4; formulated, p. 5 1;  

in symbols, p. 79.

/, constant functor, means ‘some— is’ or ‘belongs to some’, pp. 14, 77.
laa, law of identity, axiom, p. 88.
lab, means ‘some a is b’ or ‘δ belongs to some a\ p. 77.
identity, laws of, syllogistic Aaa and laa, p. 88; propositional, p. 48; principle of, 

p. 149; apodeictic principle of, 149; axioms of the theory of, p. 149; the law of, 
analytic, p. 149; the law of, used by Aristotle in a demonstration, p. 149, n. 2. 

immediate premiss, άμεσος πρότασις, without a middle term between its subject 
and predicate, p. 44.

imperfect syllogisms, moods of the second and third figure, p. 43. 
implication, ‘if p, then q\ p. 78; defined as truth function by Philo of Megara, 

pp. 83, 146, 158; its relation to the corresponding rule of inference, p. 22. 
importation, law of, pp. 86, 182.
indefinite premiss, pp. 4 -5 ; treated as particular, p. 5, nn. 1-2. 
indemonstrable propositions, αναπόδεικτοι, p. 43.
indemonstrable syllogisms of the Stoics, first, p. 19; second and third, p. 58.
independence, proofs of independence of the axioms of syllogistic, pp. 89-90.
inexactness, of Aristotelian formulations, p. 18, n. 1.
inference, not a proposition, p. 21.
infinitely many-valued modal system, p. 180.
interpretation variables, p. 170.

Joannes Italus, p. 39, n. 1.

K , sign of conjunction ‘and’, p. 78; its four-valued matrix, 175.
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Kalbfleisch, K ., p. 38.
Kant, I., p. 132.
K app, E., p. 1, n. 1; criticizes Prantl, p. 3, n. 6.
Keynes, J. N., on singular propositions, p. 5, n. 3; on the major and minor term, 

p. 30 n .; on reduction of syllogisms to the first figure, p. 44; on dictum de omni 
et nullo, p. 47.

Kochalsky, p. 59, n. 1.
Kpq, conjunction, means ‘/> and q\ p. 78; its definition by C  and N, p. 81 ; defined 

as truth function, p. 83.

L, constant functor, means ‘it is necessary that’, p. 134; its matrix in the four­
valued modal system, p. 168.

Laws, of the theory of deduction: of commutation, p. 82; commutative law of 
conjunction, p. 6 1; compound law of transposition, p. 56; of exportation, pp. 
86, 89, 182 ; of importation, 86, 182 ; of hypothetical syllogism, p. 51 ; of iden­
tity, p. 48; of Clavius, pp. 80, 165; of Duns Scotus, pp. 80, 137, 162, 165; of 
De Morgan or of Ockham, p. 197, n. 3; of the syllogistic: pp. 91-94; of 
extensionality for modal functors: in a wider sense, pp. 139-40; strict, 
pp. 139-40; with strong interpretation, pp. 139, 147; with weak inter­
pretation, pp. 143, 147; for L  and M , with strong interpretation, deduc- 
ible in the four-valued system of modal logic, p. 169; of identity: used by 
Aristotle but not stated explicitly, p. 149, n. 2 ; its analytic character, p. 149; 
of ‘double contingency’ , p. 178; of contradiction and excluded middle for 
ΛΤ-contingency’ and ^-contingency, p. 176.

Leibniz, G. W., his arithmetical interpretation of the syllogistic, pp. 126-9 > quotes 
a formulation of the principle of necessity, p. 151.

Lesniewski, S., a thesis of his protothetic, p. 156; introduces variable functors into 
propositional logic, p. 161 ; his rule for verifying expressions with variable 
functors of propositional arguments, p. 163 ; his method of writing definitions,

P· 164·
Lewis, C. I., introduces ‘strict implication’ into symbolic logic, p. 147; his strict 

implication differs from Alexander’s necessary implication, p. 147; a detail 
in his modal systems criticized, pp. 177-8.

logic, its relation to psychology, pp. 12 -13 ; to philosophy, p. 13; Aristotelian logic 
a theory of the functors A, E, /, 0 , p. 14.

logic of propositions, different from the logic of terms, p. 48; invented by the Stoics, 
p. 48; in its modern form founded by Frege, p. 48.

Lukasiewicz, J., on axioms of the syllogistic, pp. 46, n. 3, 91 n .; on logic of the 
Stoics, p. 48 n .; his system of modal logic, p. 133, n. 2; on variable functors, 
p. 161 n .; on a three-valued system of modal logic, p. 166 n .; on a problem of 
Aristotle’s modal syllogistic, p. 183, n. 1 ; on the principle of bivalence, 
p. 205 n.

Af, constant functor, means ‘it is possible that*, p. 134; its matrix in the four­
valued modal system, p. 167; its ‘ twin’ functor, pp. 172-4.

Maier, H., misunderstands syllogistic necessity, pp. 11, n. 2, 12, n. 1; his philo­
sophic speculations on this subject refuted, pp. 1 1 -1 2 ; does not distinguish 
the Aristotelian syllogism from the traditional, p. 22 n .; accepts the mistaken 
definition of Aristotle of the major, minor, and middle term, p. 28, n. 3; re­
gards the order of premisses as fixed, p. 33, n. 2 ; accepts extensional relations 
of terms as principle of division of syllogisms into figures, pp. 36-38; accepts a 
fourth figure with only two moods, p. 37; believes in existence of one prin­
ciple of syllogistic, p. 47; does not understand the logic of the Stoics, p. 49;
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does not understand the implication ‘if not-/>, then p \  p. 50; accepts Alex­
ander’s interpretation of proofs by ecthesis, p. 60, n. 4; does not understand 
proofs of rejection, p. 68.

major term, predicate of the conclusion, p. 32 ; wrongly defined by Aristotle, p. 28, 
n. 2; Aristotle’s definition modified by Herminus, p. 31, n. 3; Alexander’s 
opinion on this subject untenable, pp. 3 1-3 2 ; classical definition given by 
Philoponus, p. 32, n. 2.

material implication, defined by Philo of Megara, pp. 146-7. 
matrix, two-valued, for C-N -p-system, p. 158; four-valued, for same, p. 160; two­

valued, for the four functors of one argument, p. 163; four-valued, adequate, 
for C, JV, Μ , Z,, p. 168; four-valued, for W, p. 172; four-valued, for /Γ, p. 175; 
four-valued, for X  and T , p. 176; eight-valued, for C, JV, M , p. 179. 

matrix method, explained, pp. 158-60; known to Lukasiewicz through Peirce and 
Schroder, p. 166; method o f ‘multiplying’ matrices explained, pp. J59-60. 

Meredith, C. A., on number of figures and moods for n terms, p. 42 ; on extended 
systems of the propositional calculus, pp. 160, 162 n. 

middle term, wrongly defined by Aristotle for the first figure, p. 28, n. 1 ; rightly 
defined for all figures, p. 29 n.

minor term, subject of the conclusion, p. 32; wrongly defined by Aristotle, p. 28, 
n. 2; classical definition given by Philoponus, p. 32, n. 2.

M -law of extensionality, stronger, enables us to establish the theory of syllogisms 
with possible premisses, p. 192. 

modal functions, p. 134.
modal functors, p. 134; different from any of the four functors of the two-valued 

calculus, p. 166; all combinations of, reducible to four irreducible combina­
tions, p. 179.

modal logic, of propositions, presupposed by any modal logic of terms, p. 133; its 
fundamental formulae, pp. 134-5; two scholastic principles of, pp. 135-6; 
basic, p. 137; four-valued system of, developed, pp. 166-9; three-valued 
system of, unsatisfactory, pp. 166 n., 167; eight-valued system of, outlined, 
p. 179; infinitely many-valued system of, p. 180. 

modal syllogistic, less important than assertoric syllogistic, p. 181 ; contains mis­
takes, p. 133; should be rebuilt, p. 201.

modus ponens, first indemonstrable of the Stoics, p. 19; rule of detachment, pp. 16,81. 
moods, with two apodeictic *premisses, pp. 18 1-3 ; with one apodeictic and one 

assertoric premiss, pp. 183-6; with possible premisses, neglected in favour of 
moods with contingent premisses, p. 191 ; with one problematic and one 
apodeictic premiss, yielding apodeictic conclusions, p. 193; with contingent 
premisses, not likely to find a useful application, p. 201 ; with problematic 
premisses, a method of correcting them, p. 204; obtained by complementary 
conversion, must be rejected.

Mutschmann, p. 59, n. 1.

JV, sign of negation ‘it is not true that’ or ‘not’ , p. 78. 
necessary connexions, of propositions, pp. 143-6; of terms, 148-9. 
necessity, its relation to possibility expressed symbolically, p. 135; simple and 

conditional, pp. 144, n. 1, 151-2 ; hypothetical, p. 152 ; Aristotle’s principle of, 
pp. 15 1-4 ; principle of, interpreted as rule, pp. 152-3; Aristotle’s views on, 
disastrous for philosophy, p. 205; see syllogistic necessity, 

negation, propositional, denoted by ούχί by the Stoics, p. 78, n. 1. 
negative terms, excluded by Aristotle from syllogistic, p. 72. 
number of syllogistic forms and valid moods, p. 96.
number of undecidable expressions, infinite without Slupecki’s rule, p. 103.
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number of valid moods and figures for n terms, p. 42.

0, constant functor, means ‘some— is not’ or ‘does not belong to some*, pp. 14, 77.
Oab, means ‘some a is not b’ or *b does not belong to some a\ p. 77.
Ockham, his laws, p. 197, n. 3.
order of premisses, pp. 32-34; not fixed by Aristotle, pp. 32-34.
ονχί, propositional negation of the Stoics, p. 78, n. 1.
Oxford Translation of Aristotle’s works, p. vii.

particular, premiss, p. 4; quantifier, see quantifiers.
Peano, G., p. 52.
peiorem sequitur semper conclusio partem, pp. 184, 193.
Peirce, G. S., invented a method of verifying theses of the theory of deduction, 

pp. 82, 166.
perfect syllogisms, moods of the first figure, pp. 43-45.
Peripatetics, a syllogism used by them, p. 1 ; on relation of logic to philosophy, 

p. 1 3 η .; not formalists, p. 16.
Philo of Megara, defined implication as truth function, pp. 83 n., 146-7, 158.
Philoponus, John, on importance of variables, p. 8, n. 3 ; uses ύποβάλλίΐν  to denote 

substitution, p. 8; his definition of the major and the minor term, p. 32, n. 2 ; 
the second figure has a major and minor term by convention, p. 32, n. 3.

Plato, his supposed influence on Aristotle’s logic, pp. 6, 205; examples of compound 
syllogisms, p. 40.

Platonists, on relation of logic to philosophy, p. 13.
possibility, its relation to necessity expressed symbolically, p. 135; in the four­

valued system of modal logic, represented by ‘ twin’ functors, pp. 167, 172; 
their four-valued matrices, p. 172; their use for defining contingency, pp.

•75- 6·
Prantl, C., criticized by Kapp, p. 3, n. 6; does not distinguish the Aristotelian 

syllogism from the traditional, pp. 22, 35; his mistaken opinion on the fourth 
figure, p. 35, nn. 1,3  ; his ignorance of logic, pp. 35-36; quotes Averroes, p. 38.

predicate, together with subject matter of the syllogism, p. 14; put by Aristotle in 
the first place in abstract syllogisms, p. 3; predicate of conclusion =  major 
term, p. 32; prejudice that every proposition has a subject and a predicate, 

p · I31‘
premiss, defined by Aristotle, p. 3; divided by him into universal, particular, and 

indefinite, p. 4.
primitive terms, of the syllogistic, p. 45.
Principia Mathematical by A. N. Whitehead and B. Russell, pp. 48, 50, n. 2, 51, n. 2, 

52, n. 1, 56, n. 2, 61 n., 163, 165.
principle, of division of syllogisms into figures, p. 23; of identity, apodeictic, must 

be rejected, p. 190; of tautology, p. 165.
Prior, A. N., p. 171 n.
proof, Aristotle’s theory of proof unsatisfactory, p. 44; proofs of syllogistic moods 

by conversion, pp. 5 1-5 4 ; by reductio ad impossible, pp. 54-59; by ecthesis, pp. 
59-67; how proofs should be performed by reductio ad impossible, p. 56; proof 
of decision for the theory of deduction, pp. 112 -18 ; for the syllogistic, pp. 120- 
6; of L-law of extensionality, p. 139; proof of CNLNpMp, pp. 141-2 ; proof of 
Cpp in the C-N -h-p-system, pp. 162-3; proof that no apodeictic proposi­
tion is true, pp. 169-70; proof of moods with one apodeictic and one assertoric 
premiss, pp. 188-9.

proposition, πρότασις of the Peripatetics, p. 3; αξίωμα of the Stoics, p. 82 n .; 
Alexander on the difference of categorical and hypothetical propositions,
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p. 132 n .; functorial propositions have no subjects or predicates, p. 132; 
apodeictic, p. 134; problematic, p. 134; assertoric, p. 134; analytic, definition 
and examples of, p. 149. 

propositional function, pp. 94-95.

Q,,sign of equivalence, p. 108; means ‘if and only if ’, is employed instead of the 
usual *£’, p. 135, n. 5. 

quantified expressions, explained, p. 84.
quantifiers, universal denoted by 77, existential or particular denoted by Σ , p. 84; 

rules of existential quantifiers, p. 62; rules of universal quantifiers, p. 86; 
universal quantifiers correspond to the syllogistic necessity, pp. n ,  87; 
existential quantifiers may explain proofs by ecthesis, pp. 61-6 6 ; universal 
quantifiers may be omitted at the head of an asserted formula, p. 145.

Quine, W. V., on consequences of the apodeictic principle of identity, p. 150 n., 
his example of the difficulty resulting from the application of modal logic to 
the theory of identity, p. 171 ; solution of the difficulty, pp. 171—2.

RE, rule allowing to replace MI by E  and conversely, p. 88. 
reductio ad absurdum, see reductio ad impossibile.
reductio ad impossibile, characterized by Aristotle, p. 55 n .; proofs by, pp. 54-59;

unsatisfactory for Baroco and Bocardo, pp. 54-55, 182. 
reduction of axioms to a minimum, has a predecessor in Aristotle, p. 45. 
reduction of syllogistical moods to the first figure, means proof, p. 44; Keynes’s 

opinion criticized, p. 44.
reduction to elementary expressions, in the theory of deduction, pp. 111 — 15; in the 

syllogistic, pp. 118-20.
rejected expressions, denoted by an asterisk, pp. 96, 136.
rejection, used by Aristotle by exemplification through concrete terms, p. 67, n. 2 ; 

a rule of rejection stated by him, p. 70, n. 2 ; its meaning explained, p. 96; its 
rules, pp. 71-72, 96; how these rules work, pp. 96-97; reasons for its intro­
duction into the theory of deduction, p. 109.

RO, rule allowing to replace NA  by 0  and conversely, p. 88.
Ross, Sir David, pp. vii, viii, 8, n. 1, 24 n., 46, n. 1, 47, n. 2, 154, nn. 1-2, 185, 

n. 5, 191, n. 1, 195, n. 2, 203, n. 2, 204 n.
RS, Slupecki’s rule of rejection, p. 104.
rule, ‘a, therefore it is necessary that a’ , accepted by some modern logicians, p. 153. 
rule for the verification of δ-expressions, p. 163. 
rule of detachment— modus ponens of the Stoics, pp. 16, 19, 81. 
rule of Slupecki, formulated, pp. 75, 103; explained, p. 104; employed, pp. 105-6. 
rule of substitution for variable functors, explained, pp. 161-2. 
rules of inference, different from propositions, p. 21 ; for asserted expressions: by 

substitution, pp. 80, 88; by detachment, pp. 81, 88; for rejected expressions: 
by substitution, pp. 72, 96; by detachment, pp. 71, 96.

Russell, B., p. 1, n. 1 ; wrongly criticizes Aristotle, p. 1, n. 3; see also Principia 
Mathematica.

Scholz, H., p. ix; on Galen’s authorship of the fourth figure, p. 39.
Schroder, E., p. 166.
sea-fight, pp. 152, 155, 175, 178, 207-8.
Sextus Empiricus, quotes a Peripatetic syllogism, p. 1, n. 2 ; gives the Stoic proof of 

the compound law of transposition, p. 59, n. 1 ; quotes Philo’s definition of 
implication, p. 83 n.

Sierpinski, W., p. 205.
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significant expression, defined inductively, p. 80. 
simple expressions of the syllogistic, rejected, pp. 120-1. 
simplification, law of, p. 89.
singular terms, defined by Aristotle, p. 4, n. 2; why omitted in his syllogistic, 

PP· 5- 7·
Slupecki, J., proves that the number of undecidable expressions of the syllogistic is 

infinite, p. 101 ; states a new rule of rejection, p. 103; shows that the Leibniz- 
ian arithmetical interpretation of the syllogistic verifies his rule, p. 128 n .; his 
paper quoted, p. 76 n.

Solmsen, Fr., his view on conversion of the conclusion refuted, p. 25, n. 1. 
square of opposition, not mentioned in the Analytics, pp. 20, 45.
Stoics, on exchange of equivalent terms in syllogisms, pp. 18, 19 n.; their logic 

formalistic, p. 19; their logic a logic of propositions, pp. 48, 205; a system of 
rules of inference, p. 48; misunderstood by modern commentators, p. 49; 
denote variables by ordinal numbers, p. 58, n. 4; use ούχί as propositional 
negation, p. 78, n. 1; adopt Philo’s definition of implication, p. 83; state the 
principle of bivalence, p. 82 n .; modus ponens, the first indemonstrable syllo­
gism of the Stoics, p. 19; the second and third indemonstrable syllogisms, 
p. 58; their proof of the compound law of transposition; the logic of the 
Stoic-M egaric school well known to Alexander, p. 147. 

στοιχίΐα, letters, variables, p. 8. 
strict implication, p. 147.
subject, together with predicate matter of the syllogism, p. 14; put by Aristotle in 

the second place in abstract syllogisms, p. 3; subject of the conclusion =  
minor term, p. 32; propositions without subject or predicate, pp. 44, 131. 

substitution, an ancient argument by substitution, p. 10; term used for substitution 
by Philoponus, p. 8, n. 3 ; rule of substitution for asserted expressions, p. 80; 
for rejected expressions, pp. 72, 96; for δ-expressions, pp. 161-2. 

substitution-variables, distinct from interpretation-variables, p. 170. 
syllogism, a Peripatetic, p. 1; in concrete terms given by Aristotle, p. 2 ; form of the 

Aristotelian syllogism, pp. 1 -3 ; different from the traditional logically and in 
style, p. 3; differently formulated in variables and in concrete terms, p. 17; 
compared by the Stoics with an arithmetical law, p. 15; in purely implica- 
tional form, pp. 22, 182 ; in symbolic form, p. 78; modal syllogisms dealt with 
by Aristotle after the pattern of his assertoric syllogisms, p. 181. 

syllogistic necessity, its sign sometimes omitted by Aristotle, p. 10, n. 5; its meaning 
explained on occasion of the invalid conversion of the O-premiss, p. 11;  
wrongly explained by Maier, pp. 1 1 -1 2 ; corresponds to a universal quanti­
fier, p. 11 ; proof of this correspondence in symbolic form, pp. 86-87; can be 
eliminated from syllogistic laws, pp. 144-5. 

symbolic notation, without brackets, pp. 78-79.
synthetic theorem, ascribed by Alexander to Aristotle, p. 65 n .; in symbolic 

form, p. 85.

T t constant functor, means ‘it is contingent that*, p. 154; not suitable for the pur­
pose of interpreting contingency in Aristotle’s sense, p. 199.

Tarski, A., pp. 78, n. 2, 107 n. 
tautology, principle of, p. 165.
term, part of a premiss, p. 3; universal, singular, empty, p. 4; different from 

Begriff, p. 3, n. 6; a division of terms, pp. 5 -6 ; syllogistic requires homogeneous 
terms, p. 7 ; major, minor, and middle term, pp. 28-30.

Theodicee, by Leibniz, p. 151.
Theophrastus, adds the moods of the fourth figure to the first, pp. 27, n. 2, 38, n. 4;
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probably defined the first figure differently from Aristotle, p. 27; makes 
corrections to Aristotle’s modal syllogistic, p. 133 ; on the meaning of necessity, 
p, 151, n. 2; makes explicit the distinction between simple and conditional 
necessity, pp. 15 1-2 ; his doctrine concerning moods with mixed premisses, 
pp. 184 n., 185, 187-8, 191 ; his peiorem rule violated by a modal mood, p. 193; 
accepts the convertibility of universally-negative contingent propositions, p. 200, 
nn. 1-4.

theorem of reduction, proved for the theory of deduction, pp. m - 1 5 ;  for syllo­
gistic, pp. 118-20.

theory of deduction, the most elementary part of the logic of propositions, pp. 49, 
79-83 ; invented by the Stoics as a system of rules of inference, p. 48; founded 
in modern times by Frege, p. 48; placed at the head of mathematics in Prin- 
cipia Mathematical p. 48 ; reasons for introducing rejection into this theory, p. 109. 

theory of identity, axioms of, p. 149; difficulties resulting from the application of 
modal logic to the theory of identity explained, pp. 170-1. 

theory of probability, may have a link with modal logics, p. 180. 
therefore, sign of inference, pp. 2, 21.
0cW , order of terms adopted by Aristotle for the three figures, p. 33, nn. 3-5. 
thesis, true proposition of a deductive system, p. 20; different from a rule of in­

ference, p. 21 ; relation of an implicational thesis to the corresponding rule of 
inference, p. 22.

Thomas, Ivo, O.P., p. 149, n. 2.
traditional syllogism, a rule of inference, pp. 21-23 ; different from the Aristotelian, 

p. 21 ; neither true nor false, only valid or invalid, p. 21 ; weaker than the 
Aristotelian syllogism, pp. 22-23.

transposition, law of, known to Aristotle, p. 49, n. 3; its symbolic form, p. 89;
compound law of transposition, proved by the Stoics, p. 59, n. 1. 

Trendelenburg, F. A., does not distinguish the Aristotelian syllogism from the 
traditional, p. 22; on the order of premisses, p. 33, n. 2; on the principle of 
division of syllogisms into figures, p. 36. 

twin contingencies, p. 176. 
twin necessities, p. 174. 
twin possibilities, explained, pp. 172-4.

Ueberweg, Fr., pp. 36, 39.
undecidable expressions, p. 100; infinite in number, p. 103. 
universal premiss, p. 4. 
universal term, p. 4.
unumquodque, quando est, oportet esse, a principle of necessity, p. 151. 
utraque si praemissa neget nil inde sequetur, connected with Slupecki’s rule of rejection, 

p. 103.

Vailati, G., p. 50, n. 4.
validity, property of inferences and rules of inference, p. 21. 
variables, introduced into logic by Aristotle, pp. 7 -8 ; truth of syllogisms does not 

depend on shape of variables, p. 9, n. 2 ; identification of variables not known 
to Aristotle, p. 9; their extensional relations cannot be determined, p. 29. 

verification of δ-expressions, explained, p. 163. 
verum sequitur ad quodlibet, p. 179. 
von Wright, G. H., p. 153 n.

W, constant functor, its four-valued matrix, p. 172; its relation to its twin functor 
M , pp. 172-4; its role in defining contingency, pp. 175-6.
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Waitz, Th., p. v ii; does not distinguish the Aristotelian syllogism from the tradi­
tional, p. 22 ; a textual criticism, p. 24 n .; censures Apuleius for changing the 
order of premisses, p. 33, n. 1.

Wallies, M ., p. 39.
Whitehead, A . N., see Principia Mathematica.

X , constant functor, its four-valued matrix, p. 176; its δ-definition, p. 175; its 
relation to its twin functor T  explained, pp. 175-7.

Ty constant functor, its four-valued matrix, p. 176; its δ-definition, p. 175, its 
relation to its twin functor X  explained, pp. 175-7.

Zeller, E., p. 49.
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