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Preface

The discovery of generalizations concerning the content and structure of
phonological inventories has been a significant objective of recent work in
linguistics. Such generalizations have been taken into account, explicitly
or implicitly, in the formulation of phonological theories, in evaluating
competing historical reconstructions, in constructing models of language
change and language acquisition, and they have stimulated important
linguistically-oriented phonetic research. This book reports on the work
done at UCLA using a computer-accessible database containing the
phonological segment inventories of a representative sample of the world’'s
languages which 1is designed to provide a reliable basis for such
generalizations. The project has come to be referred to by the acronym
UPSID - the UCLA Phonological Segment Inventory Database.

There seem to be three types of sources for observations on
phonological ianventories. The type with the longest tradition is an
essentially impressionistic account based on a linguist’s experience of a
number of languages. Statements by Trubetskoy (1939), Jakobson and Halle
(1956), and Ladefoged (1971) as well as incidental remarks in the papers of
numerous authors are examples of this category. Although they may be based
on familiarity with a very large number of languages, there is some doubt
about the scope and validity of the conclusions reached, since the list of
languages represented in this experience is not given and there 1is no
quantification attached to the statements made.

The second type consists of explicit samples of languages compiled for
the purpose of a single study, such as Ferguson (1963), Greenberg (1970)
and Hyman (1977) on nasals, glottalic consonants and stress respectively.
In these cases the quality of the sample (cf. Bell 1978) and the
significance of the conclusions reached (cf. Hurford 1977) can be

independently assessed by the reader.
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The third kind of data source is a standardized multi-purpose survey,
epitomized by the Stanford Phonology Archive (SPA), compiled at Stanford
University as part of the broad Language Universals Project under the
direction of J. H. Greenberg and C. A. Ferguson. A large proportion of
recent work on phonological universals is either directly based on the SPA
or owes an indirect debt to it. The UCLA Phonological Segment Inventory
Database (UPSID) is a source of this third kind.

There are several reasons for the superiority of this third kind of
data source which arise from the nature of the field of enquiry involved.
The data source serves, first, to generate observations, e.g. observations
concerning the frequency of segments of different types and of the phonetic
attributes of segments, as well as their co—occurrence in phonological
inventories, and secondly, to subject hypotheses concerning such matters as
segment frequency to the test of comparison with empirical observations.
The hypotheses may range from simple ones claiming that there are
significant differences in the frequency of segments of different types to
more elaborate ones positing contingent relationships  between the
occurrence of (sets of) different segments, or limitations on the
distribution of phonetic attributes within inventories. The third, and
perhaps most significant, purpose behind compilation of such data sources
is as a stimulus to the generation of hypotheses which relate to other
fields of the study of language but for which such matters as segment
frequencies, inventory size, and so on, may be the point of departure. Such
hypotheses can be directed at issues of production, perception,
acquisition, 1linguistic change or language contact, but establish
connections between other data and observations concerning segments and
inventories.

Most of these observations and hypotheses about phonological universals
necessarily concern relative rather than absolute matters. Experience has
shown that few interesting things are to be said about phonological
inventories that are truly wuniversal, i.e. exceptionless. Apart from
observations such as "all languages have a contrast between consonants and
vowels" most of the substantive generalizations concerning segments and
inventories are or can be expected to be of the form "a situation x occurs
more (or less) frequently than chance leads us to predict." That 1is, in
layman’s terms, they are statistical observations. They can therefore only
be meaningful if they are drawn from, or tested with respect to, a body of

data appropriately designed for statistical analysis. In other words, one
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which is representative, extensive and uniform in analysis as far as

possible. This requires establishment of a large and appropriately selected
sample of languages and a standardized procedure for interpreting their
phonologies, Once such a database has been established, numerous
commensurate studies on the same data can be made.

This book contains nine chapters presenting analyses of aspects of the
UPSID inventories, Chapter 9 is contributed by Sandra F. Disner, the rest
are written by me. Each of these chapters is designed to be largely
self-contained so that readers may consult a single chapter if, for
example, they are interested in some particular segment type. Chapter 10
presents a relatively full account of the design of the database, including
the principles governing the selection of languages, the criteria used in
interpretation of the descriptive sources consulted and the set of phonetic
features used to characterize segments. A full documentation of the data
itself is also contained in the appendices at the end of the book,
including phonemic charts of each language and full 1ists of the types of
segments that occur. Each language is assigned an identification number
which is cited whenever the language is mentioned in the text, enabling the
corresponding phoneme chart to be easily found. The principles on which the
identification numbers are assigned is explained in Appendix A,

Many people have assisted in making this book possible. The principal
work of establishing the computer database was done by Sandra F, Disner,
Vivian Flores, J. Forrest Fordyce, Jonas N. A. Nartey, Diane G. Ridley,
Vincent van Heuven and myself. Help in collecting data was provided by
Stephen R, Anderson, Peter Austin, Steve Franks, Bonnie Glover, Peter
Ladefoged, Mona Lindau-Webb, Robert Thurman, Alan Timberlake, Anne Wingate,
Andreas Wittenstein and Eric Zee. Additional assistance has come from other
linguists at UCLA and elsewhere. Mel Widawsky provided valuable services in
persuading the computer to accept the indigestible bulk of our input. A
library of the sources from which data was drawn was compiled with
assistance from Hector Javkin and Diane G. Ridley. John Crothers provided
an early copy of the final report of the Stanford Phonology Archive,
enabling the UCLA project to benefit from the experience accrued at
Stanford. Geoffrey Lindsey and Karen Weiss did the tedious work of typing
the phoneme charts and Karen Emmorey, Karen Weiss, Alice Anderton, and
Kristin Precoda assisted with the preparation of the camera-ready copy of
the remainder of the book. To all of these people I owe an enormous debt,

which I can only pay in the coin of gratitude.
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I also owe thanks to those who have shown faith in the UPSID project as
it developed by making use of it, including Louis Goldstein, Pat Keating,
Peter Ladefoged, BjBrn Lindblom and the students in Linguistics 103 at
UCLA.

A considerable portion of the work reported in this book has been
funded by the National Science Foundation through grants BNS 78-07680 and
BNS 80-23110 (Peter Ladefoged, principal investigator). Neither the NSF nor
any of the individuals named above are responsible for the errors that

undoubtedly remain. If you the reader find one, please write and tell me

about it.
Ian Maddieson
University of California
Los Angeles
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The size and structure of phonological inventories

1.1 Introduction

A database designed to give more reliable and wmore readily available
answers to Qquestions concerning the distribution of phonological segments
in the world’s languages has been created as part of the research program
of the UCLA Phonetics Laboratory. The database is known formally as the
UCLA Phonological Segment Inventory Database, and for convenience 1is
referred to by the acronym UPSID. UPSID has been used to investigate a
number of hypothesized phonological universals and "universal tendencies".
Principal among these have been certain ideas concerning the overall size
and structure of the phonological inventories. The design of the database
is briefly described 1in this chapter. A full description is given in
chapter 10, and the various appendices at the end of the book report on the
data contained in UPSID files. The remainder of the present chapter
discusses the issues 1involving the overall structure and size of

phonological inventories which have been examined with its use.

1.2 Design of the database

The languages included in UPSID have been chosen to approximate a properly
constructed quota sample on a genetic basis of the world’s extant
languages. The quota rule is that only one language may be included from
each small family grouping, for example, among the Germanic languages, one
is included from West Germanic and one from North Germanic (East Germanic,
being extinct and insufficiently documented for a reliable phonological
analysis to be made, is not included). Each such small family grouping
should be represented by the inclusion of one language. Availability and

quality of phonological descriptions are factors in determining which
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language to include from within a group, but such factors as the number of
speakers and the phonological peculiarity of the language are not
considered. The database includes the inventories of 317 languages. In this
and subsequent chapters, every language mentioned in the text is identified
by a number that cross-refers to the list of these languages and the data
charts at the end of the book. These numbers are assigned on the basis of
the genetic affiliation of the language.

In the database each segment which 1is considered phonemic is
represented by its most characteristic allophone, specified in terms of a
set of 58 phonetic attributes. These are treated as variables which take
the value 1 if the segment has the attribute and O if the segment lacks it.
The 1list of attributes with the wvalue 1 thus provides a phonetic
description of the segment concerned.

For 192 of the 317 languages included, UPSID has profited from the work
of the Stanford Phonology Archive (SPA). Our decisions on phonemic status
and phonetic description do not always coincide with the decisions reached
by the compilers of the SPA, and we have sometimes examined additional
or alternative sources, but a great deal of effort was saved by the
availability of this source of standardized analyses. It should be noted
that UPSID, unlike the SPA, makes no attempt to include information on
allophonic variation, syllable structure, or phonological rules.

In determining the segment inventories, there are two especially
problematical areas. The first involves choosing between a unit or sequence
interpretation of, for example, affricates, prenasalized stops, long
(geminate) consonants and vowels, diphthongs, labialized consonants, etc.
The available evidence which bears on the choice in each language
individually has been examined but with some prejudice in favor of treating
complex phonetic events as sequences (i.e. as combinations of more
elementary units). The second problem area involves the choice between a
segmental and a suprasegmental analysis of certain properties. Stress and
tone have always been treated as suprasegmental; that is, tonal and stress
contrasts do not by themselves add to the number of distinct segments in
the inventory of a language, but if differences in segments are found which
accompany stress or tone differences, these may be regarded as segmental
contrasts if the association does not seem a particularly natural one. For
example, 1if there is an unstressed vowel which is a little shorter or more
centralized than what can be seen as its stressed counterpart, these vowels

will be treated as variants of the same segment. However, larger
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qualitative differences between the set of stressed and unstressed vowels
will lead us to enter such sets of vowels as separate segments. In all
cases, sets of vowels which are divided into vowel harmony series are all
entered separately; the factor which distinguishes the vowel harmony series

is not extracted as a suprasegmental.

1.3 Variations in inventory size

The number of segments in a language may vary widely. The smallest
inventories included in the survey have only 11 segments (Rotokas, 625;
Mura, 802) and the largest has 141 (!Xd, 918). However, it is clear that
the typical size of an inventory lies between 20 and 37 segments - 70% of
the languages in the survey fall within these limits. The mean number of
segments per language is a little over 31; the median falls between 28 and
29. These values are very close to the number 27 + 7 which Hockett (1955)
estimated as the most likely number of segments in a language.

The variability in segment totals can be reflected in a number of
statistical measures. These show that the curve formed by plotting the
number of languages against the segment totals is not normally distributed.
It is both positively skewed and platykurtic, that is, there is a longer
tail to the distribution at the high end of the scale, and the shape of the
curve 1is one with a low peak and heavy tails. This implies that the mean
number of segments is not a good way to sum up the distribution. For this
reason more attention should be paid to the range 20-37 than the mean of
31.

Whether the tendency to have from 20 to 37 segments means that this is
an optimum range is an open question. It seems likely that there is an
upper limit on the number of segments which can be efficiently
distinguished in speech, and a lower limit set by the minimum number of
segments required to build an adequate vocabulary of distinct morphemes.
But these limits would appear to lie above and below the numbers 37 and 20
respectively.

Consider the following: the Khoisan language !X@ (918) with 141
segments is related to languages which also have unusually large
inventories. Comparative study of these languages (Baucom 1974; Traill
1978) indicates that large inventories have been a stable feature which has
persisted for a long time in the Khoisan family. If the number of
efficiently distinguished segments was substantially smaller, there would
be constant pressure to reduce the number of segments. There does not seem

to be any evidence of such pressure.!
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Similarly, the facts do not seem to show that languages with small
inventories (under 20 segments) suffer from problems due to lack of
contrastive possibilities at the morphemic level. The symptoms of such
difficulties would include wunacceptably high incidence of homophony or
unmanageably long morphemes. Dictionaries and vocabularies of several
languages with small inventories, such as Rotokas (625, Firchow, Firchow
and Akoitai 1973), Hawaiian (424, Pukui and Elbert 1965) and Asmat (601,
Voorhoeve 1965: 293-361), do not provide evidence that there are symptoms
of stress of these kinds in languages with small phoneme inventories.
Hawaiian, for example, with 13 segments has been calculated to have an
average of just 3.5 phonemes per morpheme (Pukui and Elbert 1965: xix),
clearly not wunacceptably 1long. And again, comparative evidence indicates
that small inventory size may be a phenomenon which persists over time, as,
for example, in the Polynesian language family, which includes Hawaiian
(Grace 1959).

The restrictions on inventory size may therefore not be theoretical
ones relating to message density and channel capacity in language
processing. Although such considerations have been the most widely
discussed, they are far from the only ones likely to influence the typical
language inventory. Linguistic messages do have to be sufficiently varied
to be able to deal with myriad situations and they do need to be
successfully conveyed via a noisy channel, but the design of language is
also subject to many pressures of a "non-functional” kind. Most languages
exist in a multi-lingual social context. Limits may be placed on the size
of a typical inventory through language contact, especially situations
where a language 1is gaining speakers who are learning the language after
early childhood. The mechanism may be one which approximates the following:
speakers acquiring a new language make substitutions for any segment that
is not matched by a closely similar segment in their own language, or 1is
not capable of being generated by a simple process of adding familiar
features (e.g. acquiring /g/ is easy if you already have /p, b, t, d / and
/k/ in the first language). The resulting inventory in the acquired
language contains only the segments common to both input languages, plus a
few segments 'generated" by the process outlined above. The smaller the
inventory of the first language, the greater the probability that some
segments will be generated in the fashion outlined. The greater the
inventory, the smaller the probability that similar segments will coincide
in the two languages and thus the greater the probability of inventory

simplification.
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This proposal predicts not only that upper and lower limits on
inventory size will tend to be rather flexible, as is the case, but also
that areal-genetic deviations from the central tendency should be expected.
Thus, greater than average size inventories in Khoisan or Caucasian
languages, and smaller than average in Polynesian are understandable
results: local deviations are perpetuated because primary contact is with
other languages tending in the same direction. This proposal also avoids a
difficulty; if human processing limitations are postulated as the cause of
limitations on the size of inventories, then they ought invariably to exert

pressure to conform on the deviant cases. The evidence for this is lacking.

1.4 Relationship between size and structure

The data in UPSID have been used to address the question of the
relationship between the size of an inventory and its membership. The total
number of consonants in an inventory varies between 6 and 95 with a mean of
22.8. The total number of vowels varies between 3 and 46 with a mean of
8.7. The balance between consonants and vowels within an inventory was
calculated by dividing the number of vowels by the number of consonants.
The resulting ratio varies between 0,065 and 1.308 with a mean of 0.402,
The median value of this vowel ratio is about 0.36; in other words, the
typical language has less than half as many vowels as it has consonants.
There are two important trends to observe; larger inventories tend to be
more consonant-dominated, but there is also a tendency for the absolute
number of vowels to be larger in the languages with larger inventories. The
first is shown by the fact that the vowel ratio is inversely correlated
with the number of consonants in an inventory (r = -.40, p = .0001) and the
second by the fact that the total of vowels is positively correlated with
the consonant total (r = .38, p = .000l). However, a large consonant
inventory with a small vowel inventory 1is certainly possible, as, for
example, in Haida (700: 46C, 3V), Jaqaru (820: 38C, 3V) or Burushaski (915:
38C, 5V). Small consonant inventories with a large number of vowels seem
the least likely to occur (cf. the findings of Hockett 1955), although
there is something of an areal/genetic tendency in this direction in New
Guinea languages such as Pawaian (612: 10C, 12V), Daribi (616: 13C, 10V)
and Fasu (617: 11C, 10V). In these cases a small number of consonants is
combined with a contrast of vowel nasality. Despite some aberrant cases,
however, there is a general though weak association between overall
inventory size and consonant/vowel balance: larger inventories tend to have

a greater proportion of consonants.
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Such an association suggests that inventory size and structure may be
related in other ways as well. A simple form of such a hypothesis would
propose that segment inventories are structured so that the smallest
inventories contain the most frequent segments, and as the size of the
inventory increases, segments are added in descending order of their
overall frequency of occurrence. If this were so, all segments could be
arranged in a single hierarchy. Such an extreme formulation is not correct,
since no single segment is found in all languages. But if we add a
corollary, that larger inventories tend to exclude some of the most common
segments, then there is an interesting set of predictions to investigate.
We may formulate these more cautiously in the following way: a smaller
inventory has a greater probability of including a given common segment
than a larger one, and a larger inventory has a greater probability of
including an unusual segment type than a smaller one.

The extent to which languages conform to the predictions can be tested
in two straightforward ways. One is to examine inventories of some given
size and see what segments they contain; the other is to examine given
segment types and see how they are distributed across inventories by size.
Using the second approach, the distribution of 13 of the most frequent
consonants was investigated in a set of UPSID languages with relatively
small inventories and in a set of languages with relatively large
inventories. For the small inventory set, languages with 20-24 segments
were chosen. Below 20 segments a language wusually has fewer than 13
consonants, so that exclusions would occur simply because of the small
numbers involved. For the large inventory set, all UPSID languages with
over 40 segments were selected. These choices resulted in subsamples
containing 57 and 54 languages respectively.

The set of consonants investigated and their distribution is shown in
Table 1.1 below, together with three percentages. The first is the
percentage of the 57 small inventory languages with the given segment, the
second is the percentage of all UPSID languages which have the segment and
the third is the percentage of the large inventory languages which have the
segment. Note that consonants in the dental/alveolar region have not been
considered here because of the frequent uncertainty as to whether they are
dental or alveolar.

The consonants investigated fall into three groups. Using the overall
frequency of the segment as the expected value, the first and third groups

of these consonants show significant deviations (p < .005), while the

10
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central group shows no significant difference from the expected value
(using a X2 test). There is a set (especially plain voiceless plosives)
which are more common in the smaller inventories, for example, /p/ and /k/
occur in 90% or more of these languages but in less than 80% of the
languages with larger inventories. There is also a set of these frequent
consonants that are much more likely to occur in languages with larger
inventories, these being notably the voiced stops /b/ and /g/ and the
fricatives /f/ and /J/. There is a tendency for smaller inventories to have
no voicing contrast in stops and to lack fricatives apart from some kind of
/s/. Note that the common nasals in the table are divided one to each
group; /n/ is more common in smaller inventories, /m/ is equally common in

small and large, and /p/ 1is more common in the larger inventories.

Table 1.1 1Inventory size and frequency of selected segments

“Small" 7“otal  "Large"
percent percent percent

More likely in
small inventories

/p/ 89.5% 82.6% 77.8%
/K/ 93.0% 89.3% 79.3%
/o/ 59.6% 52.7% 51.9%

Equally likely in large
or small inventories

/m/ 94.7% 94.,3% 92.6%
fw/ 75.4% 75.1% 77.8%

More likely in
large inventories

/b/ 45.6% 62.8% 77.8%
/9/ 42.1% 55.2% 75.9%
/?/ 33.3% 30.3% 55.6%
JtI/ 22.8%  44.5%  64.8%
[t/ 15.8% 42.6% 51.8%
1]/ 17.5%  46.1%  70.4%
13/ 78.9% 85.5% 94 .4%
/n/ 22.8% 33.8% 37.0%

From this examination, we must conclude that the relationship between
the size and the content of an inventory 1is a matter that concerns
individual types of segments, rather than being amenable to broad

generalizations.

11
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A second test of aspects of the relationship of inventory size and
structure was conducted by considering what kind of consonant inventory
would be formed if only the most frequent segments were included. In this
case, only the number of consonants in an inventory was considered. Recall
that the modal number of consonants in an inventory is 21. The most
frequently occurring individual consonant segment types in the UPSID data

file would form a "modal" inventory containing the 20 consonants below plus

one other:
p, b xt, *d tf K, g ?
f *s
m *n n n
W *| kr J h

A certain amount of "pooling" of similar segments is assumed to be valid
for this exercise, e.g. dental or alveolar segments have been pooled, and
are represented by /*t, *d, *n/ etc. The twenty-first consonant in the
inventory might be one of several with rather similar frequencies,
especially /z/ or /ts/ which are both about as frequent. A little less
probable would be /x/, /v/ or /d3/ as these are a little less common. The
aspirated stops /p"/, /th/ and /kh/ are about as frequent as this last
group but they almost always occur as part of a series of aspirated stops
and so one of them alone as the twenty-first consonant is not plausible.
Because of the several possible candidates, distribution of only twenty
consonants was examined.

Languages are most likely to have between 5 and 11 stops (including
affricates but excluding clicks in this class for these purposes); 63% of
the languages fall within the range given but the scatter is quite wide
(minimum 3, maximum 36, mean 10.5). For fricatives, 1 to 4 is the most
likely (58% of languages), and from 2 to 4 is most likely for nasals (91%
of languages). Languages are most likely to have 2 liquids and 2 vocoid
approximants (41% and 72% respectively). About 63% of the languages have
the consonant /h/ which is not included in any of the categories already
named.

The inventory made up from the most frequent consonant segments does
conform to the predominant patterns concerning the numbers of stops,
fricatives, and so on reported above. For example there are 8 (or, with
/d3/, 9) stops, and 3 (or, with /z/, /x/ or /v/, 4) fricatives. By simply
considering frequency we obtain an inventory which is typologically most

plausible in its structure. This is encouraging. However, none of the 29
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languages with 21 consonants contain all 20 of the segments outlined above.
Bambara (105) is very close with 19 of them, having /z/ and /d3/ but
lacking /?/. Fur (203) only deviates by having /y/ instead of /?/ and
having /d3/ rather than /tJ/ and is thus also very close to the
idealization generated. But at the other extreme, Wichita (755) has only 7
of the 20 segments (although two other segments are phonemically long
counterparts of /s/ and /n/). Other languages with relatively few of the
most common consonants include the Australian language Kariera-Ngarluma
(363) with 10 and Arabana-Wanganura (366) and Mongolian (066) with 11. The
majority of the languages examined have between 14 and 16 of the most
frequent segments.

Leaving aside the consonants in the dental/alveolar region because of
difficul ties in arriving at exact counts, a calculation was done comparing
the expected frequency of these consonants in any random subsample of 29
languages, and the observed frequency in the 29 languages examined. The
expected frequency is simply derived from the overall frequency in the
UPSID languages. For the 14 segments compared, there is only one case in
which the expected and observed frequencies differ by more than 3. The
difference between these frequencies is not significant (X2 = 1.505 for 13
d.f.). In general, the conclusion suggested is that at the modal inventory
size for consonants there is no greater tendency for more frequent segments

to occur than in the UPSID data file as a whole.

1.5 Phonetic salience and the structure of inventories

Al though the idea of a single hierarchy cannot be sustained, there are many
strong implicational hierarchies between particular types of segments
(although very few are exceptionless). Some examples of these, validated by
the data in UPSID and discussed in more detail in the later chapters, are
given below:
(i) /k/ does not occur without /*t/. (One exception in UPSID, Hawaiian,
424 ,)
(ii) /p/ does not occur without /k/. (Four exceptions in UPSID,
Kirghiz, 062, with /p, "t", g/, Beembe, 123, Tzeltal, 712, and
Zuni, 748. These last two languages have an aspirated velar
plosive /kh/ beside unaspirated /p/ and /t/. There are
24 languages with /k/ but no /p/; 18 of these have /b, d, g/.)
(iii) Nasal consonants do not occur unless stops (including affricates)

occur at (broadly speaking) the same place of articulation. (There
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are 5 exceptions in UPSID. Ewe, 114, Efik, 119, and Auca, 818,
have /n/ but no palatal or palato-alveolar stops. Hupa, 705, has
/m/ but no bilabial stops. Igbo, 116, has /65/ but no labial-
velar stops; it does have labialized velars. There are numerous
examples of languages with stops at particular places of
articulation with no corresponding nasal consonant.)

(iv) Voiceless nasals and approximants do not occur unless the language
has the voiced counterparts. (No exceptions in UPSID.)

(v) Mid vowels do not occur unless high and low vowels occur.

(Two exceptions in UPSID; all languages have at least one high
vowel but Cheremis, 051, and Tagalog, 414, are reported to lack
low vowels.)

(vi) Rounded front vowels do not occur unless unrounded front vowels
of the same basic height occur. (Two exceptions in UPSID, Bashkir,
063, and Khalaj, 064.)

(vii) /¢/ and /® do not occur (separately or together) unless
[yl also occurs. (Hopi, 738, is a clear exception. Wolof, 107,
has one front rounded vowel, /¢/, but this has allophones as high
as [yl. Akan, 115, has marginal phonemes /¢g:/ and /e:/ but
no /y/-)

Yet, as briefly illustrated in section 1.4, such observations cannot be
compiled into a single composite hierarchy. At the very least, alternate
choices must be built in at certain points. This is because equally valid
general prohibitions on the co-occurrence of segments within an inventory
can also be found. Some of these are given below:

(i) A language does not contain both (voiced) implosives and
laryngealized plosives at the same place of articulation. (No
counterexamples in UPSID.)

(ii) A language does not contain a voiceless lateral fricative and a
voiceless lateral approximant. (No counterexamples in UPSID.)

(iii) A language does not contain both /®/ and /f/ or both /B/ and
/v/. (2 counterexamples in UPSID, Tarascan, 747, and Ewe, 114.)

(iv) A language does not include a dental stop, fricative, nasal or
lateral and an alveolar stop, fricative, nasal or lateral of the
same type. (There are 22 exceptions to this observation but this
number is significantly fewer than would be anticipated if the
co-occurrence were unrestricted; 43 co-occurrences of /1/ and

/t/ alone would be expected otherwise on the basis of a calculation
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which partitions those stops which are unspecified as being dental

or alveolar into dental and alveolar plosives according to the

frequency with which the plosives with known place occur.)
These statements could be subsumed under a general observation that
segments do not (usually) function contrastively wunless they are
sufficiently phonetically distinct. The mutual exclusions cited here are
all between phonetically similar segments; without defining what
"phonetically similar"” means with any greater precision, note that the
segments referred to could be collapsed under more inclusive labels, e.g.
/p/ and /[v/ are both voiced labial fricatives. The distinctions between
these pairs of segments verge on being noncontrastive phonetic differences
of the type that have been discussed by Ladefoged (1978; 1980: 498-501).

The hypothesis referred to here is that there are measurable phonetic
differences between segments which are generally similar but which occur in "’
different languages. These differences are assumed to be found along
parameters that do not serve as the basis for phonemic contrast in any
language, or are of smaller magnitude than the differences which form
phonemic contrasts. In this light, the difference between, say, dental and
alveolar stops approaches membership in this class of distinctions which
are generally unavailable for meaningful contrast in a language. (A more
typical member of this class would be, say, a difference in relative timing
of the release of the oral and glottal closures in the production of
ejectives, cf. Lindau 1982.)

This 1interpretation of prohibitions on co-occurrence introduces a
concept of phonetic distance or phonetic salience as an explanatory factor
in the design of phonological inventories. If we can explain why certain
kinds of segments never (or rarely) occur together in an inventory on the
grounds that the distinctions between them are not salient enough, perhaps
the favoring of certain segments can be explained on the grounds that they
are the most salient, and an appropriate selection of such sounds maintains
generous phonetic distance between the segments of the language involved.
While such 1ideas have principally been discussed in relation to vowel
inventories (e.g. Liljencrants and Lindblom 1972; Crothers 1978; Disner
1982), they can be extended to the whole inventory. From this perspective,
implicational hierarchies can be interpreted as involving steps down in
phonetic salience, with the most salient segments at the top of any
hierarchical arrangement, and segments which are 1less distinct (distant)

from each other lower down. Note that this leaves open the possibility that
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the mean phonetic distance between the members of an inventory is
approximately constant, as an expanded inventory means the inclusion of
additional members whose distance from their closest neighbor is less, even
though the total phonetic space used by the language is being expanded.

It is far from a straightforward matter to determine appropriate
measures of salience and phonetic distance. Nevertheless, there are
probably some questions which can be answered with only an informal
characterization of these notions. For example, to the question, "is
maximization of distinctiveness the principle on which inventories are
constructed?" the answer is obviously no. Clicks are highly salient yet few
languages (about 1%) use them. Moreover, those that do, have multiple
series of clicks rather than exploiting this feature to make a highly
salient contrast between, say, a dental click and a velar plosive in a
limited series of stops. The most frequent vowel inventory is /i, e, a, o,
u/, not /i, &, 2, 0, u?/ where each vowel not only differs in quality but
is distinctively plain, nasalized, breathy, laryngealized and
pharyngealized. Yet this second set of vowels surely provides for more
salient distinctions between them and approaches maximization of contrast
more than the first set whose differences are limited to only the primary
dimensions conventionally recognized for vowel quality.

A more adequate theory of inventory structure must recognize that
certain dimensions of contrast are preferentially used before others in
ways that do not seem related to salience. For example, the world's
languages only add the additional parameters of contrast to vowels if they
include a fairly wide sample of simple contrasts on the primary vowel
quality dimensions. In a sense, then, these additional ways of contrasting
vowels are themselves involved in an implicational hierarchy whose
arrangement is not predicted by a principle of selecting maximally salient
contrasts.

Independent of the above discussion, it must be recognized that
phonetic distance cannot explain some of the prohibitions on co-occurrence
of segments. There is a class of these prohibitions that differ from those
cited above in that the distinctiveness of the segments concerned is not
really in doubt. An example of this is the co-occurrence restriction which
applies to subinventories of laterals. A language with several lateral
segments contrasts them either by manner (voiced approximant, voiceless
fricative, ejective affricate, etc.) or by place (with all the laterals
being voiced approximants). Only one language in UPSID (Dieguefio 743)
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clearly violates this rule, although Irish (00l) is an arguable exception
too. Even two exceptions are significantly fewer than expected. Thus, while
mul tiple-lateral subsystems almost invariably contain an apical or laminal
lateral approximant, which is therefore at the top of an implicational
hierarchy, at the lower end of this hierarchy there are two branches, one
permitting elaboration by place and the other permitting elaboration of
laterals sharing the same place of articulation by variation in the manner

of production.

1.6 Compensation in inventory structure

The fact that certain types of mutual exclusions occur which do not seem to
be based on principles of phonetic distance is suggestive of the position
that there 1is a principle of "compensation" controlling the structure of
inventories. Martinet (1955), for example, suggests that a historical
change which simplifies an inventory in one area is counterbalanced by a
compensating elaboration elsewhere. Similar ideas are discussed at length
by Hagége and Haudricourt (1978).

If diachronic changes do generally follow this pattern, then the
consequence should be measurable relationships between various facets of
inventories which follow a pattern of negative correlation. We have already
seen, though, one aspect of inventory structure in which compensation does
not occur. The tendency for vowel inventories to increase in step with
increases in consonant inventories (section 1.4) is the opposite of the
prediction made by a compensation theory. Several other inventory sectors
were investigated for general signs of the operation of a compensation
process.

The stop inventories of the languages in UPSID were examined to see if
there was a tendency for the elaboration of the number of place contrasts
to be compensated for by reduction of the number of stop manner contrasts
and vice versa. Such a compensation is suggested by the inventories of
Australian languages. These typically have a rich range of places of
articulation for stops (and nasals) but no contrasts of manner (such as
voicing differences) within the stops (Wurm 1972; Dixon 1980). Is this a
local aberration or just a particularly striking example of a basic pattern
in human language? Has the atypical language Mabuiag (365) compensated for
its reduction to 3 places of articulation by adding a voicing contrast,

creating the stop inventory /p, "t", k; b, "d", g/?
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There are a number of ways in which this comparison of places and
manners could be done., In this instance, it was decided to treat
doubly-articulated stops (in practice, this means labial-velars) as having
a place of articulation distinct from that of either of their components,
i.e. labial-velar 1is treated as a place of articulation. Secondary
articulations on the other hand, since they are more likely to appear with
a range of primary places of articulation, seem more akin to the
"series-generating” nature of the differences in initiation and phonation
type, and hence were treated as differences in manner (a different count is
given in Chapter 2). So, of the two inventories given below, (a) is treated

as having 4 places of articulation and 2 manners, whereas (b) is treated as

having 3 places of articulation and 3 manners.

(a) P t k Kp
d g b
(b) P t k
pw kw
b d g

The correlation was obtained between the number of places out of a list
of 10 and the number of manners out of a list of 14 '"series~generating"
manner components for each 1anguage2 (§12££il was not included in the
calculation of places because glottal stops do not (ordinarily) have
contrasting manners). The numbers of languages involved are shown in Table
1.2. Those rows with very sparse representation, i.e. less than 3 and more
than 5 places, or more than 4 manners, have been eliminated, removing 29
languages from the calculation. There is essentially no correlation between
the numbers of places and the numbers of manners for stops, whereas the
hypothesis of compensation would predict a strong negative correlation.

A similar computation was performed for fricatives relating place to
manner with cases with over 5 places or over 4 manners dropped (resulting
in 16 languages being excluded over and above the 21 languages which have
no fricatives). The results are given in Table 1.3. The observed data are
significantly different from expected (p = .0001), and in this case a
fairly substantial positive correlation (r = .46) between the two variables
is found. Again this 1is counter to the predictions of a compensation

hypothesis, and more strongly so than is the case with stops.3
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Table 1.2 Manners and places for stops

Manners
1 2 3 4
Totals
1 19 83 35 20 | 157
Places 2 14 28 32 21 | 95
3 3 16 11 6 | 36
Totals 36 127 78 47
Table 1.3 Manners and places for fricatives
Manners
1 2 3
Totals
1 37 8 1 | 46
2 46 35 1 | 82
Places 3 21 45 8 | 74
4 6 32 8 | 46
5 4 22 6 | 32
Totals 114 142 24

The example given by Martinet (1955) of a compensatory adjustment in
segment inventories concerns elaboration of the fricative inventory by
reduction of the stop inventory. Therefore a similar comparison of
fricative and stop numbers was made. In this computation, languages with
fewer than 5 or more than 13 stops were dropped and languages with more
than 8 fricatives were dropped, resulting in 92 languages being eliminated
from the total. No tabulation of these numbers is provided because the
table requires an inconveniently large number of cells. Statistical tests
showed a weak positive correlation between the number of fricatives and the
number of stops (r = .35), but this correlation is probably not reliable as
its significance 1level 1is under .05. However, the absence of an inverse

correlation is still notable.
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1.7 Segments and suprasegmentals

Despite the failure to find any confirmation of a compensation hypothesis
in several tests 1involving segmental subinventories, it is possible that
the compensation exists at another level. One possibility was evidently in
the minds of Firchow and Firchow (1969). In their paper on Rotokas (625),
which has an inventory of only 11 segments, they remark that "as the
Rotokas segmental phonemes  are simple, the suprasegmentals are
complicated".I+ A similar view of a compensatory relationship between
segmental and suprasegmental complexity seems implicit in much of the
literature on the historical development of tone. For example, Hombert,
Ohala and Ewan (1979) refer to "the development of contrastive tones on
vowels because of the loss of a voicing distinction on obstruents". If this
phenomenon 1is part of a pervasive relationship of compensation we would
expect that, in general, languages with larger segmental inventories would
tend to have more complex suprasegmental characteristics.

In order to test this prediction, the languages in UPSID which have
less than 20 or more than 45 segments were examined to determine if the
first group had obviously more complex patterns of stress and tone than the
second. Both groups contain 28 languages. The findings on the
suprasegmental properties of these languages, as far as they can be

ascertained, are summarized in Table 1l.4.

Table 1.4 Inventory size and suprasegmentals

Languages with small Languages with large
segment inventory (< 20) segment inventories (> 45)
Stress
contrastive stress 6 8
predictable stress 7 9
pitch accent (?) 2 2
no stress 5 4
inadequate data 8 5
Tone
complex tone system 2 6
simple tone system 2 4
no tones 22 15
inadequate data 2 5
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Despite some considerable uncertainty of interpretation and the
incompleteness of the data, the indications are quite clear that these
suprasegmental properties are not more elaborate in the languages with
simpler segmental inventories. If anything, they tend to be more elaborate
in the languages with larger inventories.

There are more '"large" languages with contrastive stress and with
complex tone systems (more than 2 tones) than "small" languages. There are
more 'small" languages lacking stress and tone. The overall tendency
appears once again to be more that complexity of different kinds goes hand
in hand, rather than for complexity of one sort to be balanced by

simplicity el sewhere.

1.8 Segment inventories and syllable inventories

Another hypothesis is that the size of the segment inventory is related to
the phonotactics of the language in such a way as to limit the total number
of possible syllables that can be constructed from the segments and
suprasegmental properties that it has. Languages might then have
approximately equal numbers of syllables even though they differ
substantially in the number of segments. Rough maintenance of syllable
inventory size is envisaged as the function of cyclic historical processes
by, for example, Matisoff (1973). He outlines an imaginary language in
which, at some arbitrary starting point, "the number of possible syllables
is very 1large since there is a rich system of syllable-initial and -final
consonants". At a later stage of the language these initial and final
consonantal systems are found to have simplified but 'the number of vowels
has increased and lexically contrastive tones have arisen" maintaining
contrasting syllabic possibilities. If tone or vowel contrasts are lost,
consonant clustering will increase at the syllable margins again.5
A brief investigation of the relationship between segmental inventory
size and syllable inventory size was carried out by calculating the number
of possible syllables in 9 languages. The languages are Tsou (418), Quechua
(819), Thai (400), Rotokas (625), G& (117), Hawaiian (424), Vietnamese
(303), Cantonese, Higi, and Yoruba (the last three are not in UPSID but
detailed data on the phonotactics are available in convenient form for
these languages). The 9 languages range from those with small segment
inventories (Rotokas, Hawaiian) to those with relatively large inventories
(Vietnamese, Higi, Quechua) and from those with relatively simple

suprasegmental properties (Tsou, Hawaiian, Quechua) to those with complex
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suprasegmental phenomena (Yoruba, Thai, Cantonese, Vietnamese). In
calculating the number of possible syllables, general co-occurrence
restrictions were taken into account, but the failure of a particular
combination of elements to be attested if parallel combinations were
permitted is taken only as evidence of an accidental gap, and such a
combination is counted as a possible syllable. The calculations reveal very
different numbers of possible syllables in these languages. The totals are

given in Table 1.5.

Table 1.5 Syllable inventory size
of 9 selected languages

Language Total possible syllables
Hawaiian 162
Rotokas 350
Yoruba 582
Tsou 968
Ga 2,331
Cantone se 3,456
Quechua 4,068
Vietname se 14,430
Thai 23,638

Even with the uncertainties involved in this kind of counting, the numbers
differ markedly enough for the conclusion to be drawn that languages are
not strikingly similar in terms of the size of their syllable inventories.

In following wup this study, several tests were done to see which of a
number of possible predictors correlated best with syllable inventory size.
The predictors used were the number of segments, the number of vowels, the
number of consonants, the number of permitted syllable structures (CV, CVC,
CCVC, etc.), the number of suprasegmental contrasts (e.g. number of stress
levels times number of tones), and a number representing a maximal count of
segmental differences in which the number of vowels was multiplied by the
number of suprasegmentals. Of these, the best predictor is the number of
permitted syllable types (r = .69), an indication that the phonotactic
possibilities of the language are the most important factor contributing to
the number of syllables. The next best predictor is the number of

suprasegmentals (r = .59), with the correlation with the various segmental
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counts all being somewhat lower. Although all the predictors tested show a
positive simple correlation with the number of syllables, in a multiple
regression analysis only the number of vowels contributes a worthwhile
improvement to the analysis (r? change = .19) beyond the number of syllable
types. Thus we can say that syllable inventory size does not depend heavily
on segment inventory size. Nonetheless, because the predictors do have
positive correlations with syllable inventory size, the picture is once

again of a tendency for complexity of different types to go together.

1.9 Conclusions

Work with UPSID has confirmed that segment inventories have a well-defined
central tendency as far as size is concerned. Nonetheless considerable
variation in their size and structure occurs. Their structure is subject to
a hierarchical organization in many particulars but cannot be substantially
explained in terms of a single unified hierarchy of segment types. This 1is
partly because segments of certain types are subject to rules of mutual
exclusion. The mutual exclusions cannot all be explained as due to the
avoidance of inadequate phonetic contrasts, as some involve strongly
salient distinctions. A search for evidence that languages maintain a
balance by compensation for complexity in one phonological respect by
possessing simplicity elsewhere failed to find it in ©balance Dbetween
classes of segments, between segments and suprasegmental contrasts, or
between segments and phonotactic conditions. These investigations suggest
that complexity of various kinds occurs together in languages, and that

languages really do differ in their phonological complexity.

Notes

1. 1f languages with large phoneme inventories were approaching some kind
of limit on the ability to discriminate contrasts, it would be expected
that speakers of these languages would show higher error rates in tasks
involving phoneme recognition than speakers of languages with small
inventories. I know of no experimental data which bear on this point.

2. The manner components are: plain voiceless, plain voiced, voiceless
aspirated, breathy, preaspirated, laryngealized, implosive, ejective,
prenasalized, nasally-released, labialized, palatalized, velarized,
pharyngeal ized.

3. Of course, other compensations may exist between aspects of the
segmental inventories not examined here; and the failure to find
evidence for gross compensatory tendencies does not affect the validity
of any posited historical evolution in a particular case.

4, Rotokas is not really very complex in its suprasegmentals. It has a
partially predictable stress and a contrast of vowel length that seems
only partly independent of stress (Firchow, Firchow and Akoitai 1973).
Long vowels are not treated as separate segments in UPSID for this
language.

23



The size and structure of phonological inventories

5. Matisoff also suggests that the morphological complexity of the
language would evolve along with the phonological shifts.
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Stops and affricates

2.1 Introduction

Stops occur in the inventories of all known languages and have
appropriately been regarded as the optimal consonants (e.g. by Jakobson and
Halle 1956: 42). The most frequently found types of stops are plosives,
that is, stops made with an egressive pulmonic airstream. Apart from
differences in place of articulation, these may vary in a number of ways
through variations in laryngeal settings and in the relative timing of
voice onset and offset and of velic closure or opening. In addition there
are stops made with glottalic and velaric airstreams, i.e. ejective stops,
implosives and clicks. The principal architecture of stop systems is
conveniently discussed in terms of two dimensions representing the manner
series and the places of articulation that occur. In this chapter, we will
therefore analyze the structure of stop systems in the languages in the
UPSID database in terms of the number of series and the number of places
used. We will also examine in more detail some questions concerning the
frequency of stops, particularly plosives, at different places of
articulation. Glottalic and laryngealized stops are discussed in more
detail in a separate chapter on glottalic consonants (Chapter 7). Clicks
are not the subject of any special analysis, mainly because so few of the
UPSID languages contain any, and they are not included in the totals in
this chapter. However, nonlateral affricates (except affricated clicks) are
included in some of the analyses because of the close relationship of

affricates to stops. Lateral affricates are discussed further in Chapter 5.

2.2 Stop series

A series is a set of stops (perhaps including affricates) which share in a

1

general sense the same "manner". That is, they share the same phonation
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type (voiceless, voiced, breathy voiced, laryngealized), the same airstream
(pulmonic, velaric, glottalic ingressive or glottalic egressive), the same
relative timing of the onset of voicing (unaspirated, aspirated,
pre-aspirated) and the same relative timing of velic closure (nonnasal,
prenasalized, nasally-released). In this chapter, secondary articulations
accompanying  the production  of stops, including palatalization,
velarization and pharyngealization, will not be considered as creating
separate series of stops. The opposite choice was made in Chapter 1 for the
purposes of the computation reported in Table 1.2.

We have considered each of the 'manner" differences mentioned above
which occur in the stops and/or affricates of a language as establishing a
series in that language. Thus, for our purposes it is not necessary for a
language to show contrast between series at any given place of articulation
for the series to count as distinct. For example, if a language had only
two stops /k/ and /b/ it would be considered to have two series, a
voiceless one and a voiced one, despite the fact that both series are
defective, and voicing could be predicted from place. This decision means
that the number of series contrasts is maximally represented in our counts.
In some languages there may be phonological reasons to collapse certain
partial series together. This has generally not been done since it 1is
considered more important to represent the phonetic heterogeneity that
exists. In general, languages with affricates have them in the same series
as they have stops, or in a subset of the series in which they have stops.
But a language with a series whose only representatives are affricates has
been counted as adding an additiomnal series.

All languages have at least one series of stops, but two is the most
common, just over 507 having that number. Languages with more than 4 series
are quite rare, and no language in our survey has more than 6 stop series
(excluding clicks). The frequency with which languages with different

numbers of series occur in UPSID is given in Table 2.1.

Table 2.1 Number of stop series in UPSID languages

Number of stop series

1 2 3 4
No. of languages 50 162 76 25 2
% of languages 15.8%2 51.1%Z  24.0% 7.9% 0.6% 0.6%
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The particular types of series represented are given in Table 2.2

together with the frequency with which such series are found.

Table 2.2 Frequency of stop series

Number of languages Percent
Plain voiceless 291 91.8%
Plain voiced 212 66.9%
Aspirated voiceless 91 28.7%
Voiceless ejective 52 16.47%
Voiced implosive 35 11.0%
Prenasalized voiced 18 5.6%
Breathy voiced 7 2.27%
Laryngealized voiced 6 1.9%
Laryngealized voiceless 3 0.9%
Preaspirated voiceless 2 0.6%
Voiceless with breathy release 2 0.6%
Postnasalized voiced 1 0.3%
Prevoiced ejective 1 0.3%
Voiceless implosive 1 0.3%

Plain voiceless plosives series are the most frequently found, with almost
92% of languages having such a series. Keating, Linker and Huffman (1983)
suggest that this type of plosive is the most widespread phonetically in
languages, and argue that they are most frequent because they are the most
efficient from the aerodynamic and articulatory points of view (at least in
initial positions). A language with only one stop series almost invariably
has plain voiceless plosives (49 out of 50) and the one exception, the
Australian language Bandjalang (368), may be incorrectly reported as having
voiced plosives. (Australian languages more typically have a voiceless
unaspirated stop series.) In none of the languages with only one series is
there an aspirated voiceless series nor do any have any glottalic or
laryngealized stops. Indeed, these types of stop series do not become at
all frequent until there are at least 3 series of stops. This may be seen
from Table 2.3, which shows the percentage of languages with a given number
of series that have a series of the particular type listed. The table only

gives a partial listing of the possibilities.
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Table 2.3 Frequency of stop series by number of series

Number of series

1 2 3 4

Plain voiceless 98.0% 90.1% 89.5% 96.0%
Plain voiced 2.0% 81.5% 69.7% 88.0%
Aspirated voiceless 0.0% 16.07% 63.2% 52.0%
Voiceless ejective

or voiceless laryngealized 0.0% 3.7% 42.1% 56.0%
Voiced implosive or )

voiced laryngealized 0.0% 1.2% 27.6% 48.0%

Languages with 2 stop series

A language which contrasts only 2 series of stops typically has a plain
voiceless/voiced contrast. This is so for 117 of the 162 languages
concerned (72.2%). A further 27 have a contrast between plosive series that
differ only along what is often conceived of as a voice onset time (VOT)
continuum (Lisker and Abramson 1964), that is, they have a contrast of
plain voiceless and aspirated voiceless, or of plain voiced and aspirated
voiceless. Altogether, then, there is a total of 88.9% of languages with 2
stop series which differentiate the series just by use of differences which
have been described as voice onset time differences. The small number of
remaining languages include either (i) a voiced series with a nasal onset
or offset — 9 cases, of which six have plain voiceless plosives contrasting
with prenasalized voiced plosives - or (ii) a series with a less usual
phonation type or airstream - 9 cases of which 6 contrast plain voiceless
plosives with voiceless ejectives or voiceless laryngealized plosives.
There are only two languages in this group which have voiced implosives,
Nyangi (207) and Maasai (204).

Languages with 3 stop series

Among the set of languages with 3 stop series, one of the series is usually
a plain voiceless one (about 90% of the cases) but apart from this there is
a considerable amount of variation in these languages. The single most
commonly found pattern is a 3-way contrast along the VOT continuum -
aspirated voiceless, plain voiceless and voiced plosives - but only 19 of
the 76 languages concerned have this pattern (25.0%). The 3 next most
frequent types are languages with plain voiceless and voiced plosives and

an ejective series (13 languages, 17.1%), plain and aspirated voiceless

28



Patterns of sounds

plosives and an ejective series (12 languages, 15.8%), or plain voiceless
and voiced plosives and a voiced implosive series (12 languages, 15.8%).
However, note that all 3 of these patterns, and several others, can be
summed up as consisting of two series drawn from the set of VOT contrasts
plus one series with a "glottalic" element, either a glottalic airstream or
laryngealization. In total, there are 50 languages which conform to this
general framework, 31 of them with a voiceless glottalic series, and 19
with a voiced glottalic series. In other words, almost two thirds of the
languages with 3 series of stops distinguish them in this general fashion
and the "two VOT + glottalic” pattern is more common than 3 VOT contrasts.
Only two of the languages with 3 series (Maidu, 708, and K'ekchi, 714) have
two "glottalic" series (the decision to analyse K’ekchi as having 3 rather
than 2 series of stops might be challenged, since there 1is no 3-way
contrast at any given place of articulation; see further in Chapter 7).
There are also 4 languages which have prenasalized voiced plosives plus two

series contrasting along the VOT continuum.

Languages with 4 stop series
The 25 languages in the UPSID sample which have 4 series of stops are even
more heterogeneous in their structure than the languages with 3 series.
Four general patterns, (a)-(d) below, are about equally common:

a) plain voiceless/ plain voiced/ voiced implosive/ voiceless ejective

b) plain voiceless/ aspirated voiceless/ voiced/ voiced ejective

¢) plain voiceless/ plain voiced/ prenasalized voiced/ voiced implosive

or voiced laryngealized

d) plain voiceless/ aspirated voiceless/ plain voiced/ breathy voiced
There are 6 languages with the (a) pattern and 5 with each of the others.
Two other languages, Zulu (126) and S. Nambiquara (816), are rather similar
to the (a) group in that they have plain and aspirated voiceless plosives,
ejectives and implosives. This means that the pattern of two VOT contrasts
and two glottalic series is the most widespread, although it only accounts
for about one third of the languages concerned. There are some strong areal
patterns to recognize in these systems. All the languages with the (a)
pattern and all but one with (b) are from Africa (the exception is the
Austro-Asiatic language Sedang, 304). All the languages with the (c¢)
pattern are from North America, and all the languages with the (d) pattern
are from the Indian subcontinent. The (a) group includes both Nilo-Saharan

and Afro-Asiatic languages from Africa, while the (b) group contains
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Niger-Kordofanian (Gbeya, 129), Nilo-Saharan (Yulu, 216, Sara, 217) and
Afro-Asiatic (Ngizim, 269) languages. The (d) group includes Indo-European,
Dravidian and Austro-Asiatic languages. It should be noted that the (d)
grouping displays the most completely filled out 4-series patterns, as in
Kharia (301), with all 4 of its places of articulation filled in all 4 of
its 4 series of plosives, plus a set of palato-alveolar affricates:

Kharia stop inventory:

plain voiceless plosives/affricates p t tf t k
aspirated voiceless plosives/affricates ph th tfh th Kkh
plain voiced plosives/affricates b d dz d 9
breathy voiced plosives/affricates b d q§ g g

Compare this with the partial contrasts at each glace in Hausa (266), a
language from group (a) above. In Hausa there are no more than 3 series
represented at any given place (velars with secondary articulations are
omitted).

Hausa stop inventory:

—
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plain voiceless plosives/affricates

plain voiced plosives/affricates b

(=X

[aX
N
©

voiceless ejective stops

voiced implosives b 